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Integral and Boundary Value Problems for Nonlinear Systems
of Composite Type

R.P. GILBERT and G.C. WEN

Using the Schauder fixed point theorem we establish the solvability of an initial-boundary va-
lue problem for a nonlinear first order system of composite type. The procedure depends on
first establishing a priori estimates for the solutions. This investigation generalizes the results
of [1,3,4].
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§1. Proper formulation of the initial and boundary value problem

In an earlier work Gilbert and Schneider [4] considered linear, first order systems of composite

type. In the present work, we consider nonlinear first order systems of composite type

wy = F(z,w,w,,$), w = (w1,...,w,) , F=(F,...,F),
F=QWw, +Q%*w; + A'w+ A%w + A%s + A? .
Q' =(Q}) (G=1,2), A7 = (4],) ( = 1,2,3), A* = (A4};,..., AL R CBY

sy = G(2,0,8), s = (51,58, G = (Gry-.., Gn)
G=Bw+B®%+Bs+B, B =(B,)(j=1,2,3), B* =(B},,....,Ba) (1.2) "

in a bounded simply connected domain D, where .

Qle = Qle(z:w,w2,5) (1= 1,2), Al = Al(z,0,9) (7=1,2,3)
Bl,:= Bl (2,w,8)(j=1,...,4; £ <k, £< n)

and wy, Ql, Al BI, (j = 1,2), A%, are complex-valued functions, B}, =" E-Z;, Sy A3,
Bi, (j = 3,4) are real-valued functions. For convenience, it may be assumed that D is the unit
disk, and vy = {2z : |2] = 1, y < 0} is the lower boundary of D.
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We suppose that the system (1.1) and (1.2) satisfies Condition C below:

(C1) Qf;l(z,w, U,8)(j=1,2), Ail(z, w,s) (j = 1,...,4) are measurable in z € D for all contin-
uous vectors w(z),.s(z) and all measurable vectors U(z) = (Uy(2),...,Un(2))' on D, and
satisfy (1 < k, £ < n) o

L,,[Af;l(z,w(z), 8(2))7D] S kO (.7 = 172>4)a but L[A?cb D] S £ (1 3)

LA}, D)<e(j=1,2; k<o)

where p (> 2), ko, ¢ are positive constants.

(C2) The foregoing functions are continuous in w(z) € ¢ (the complex plane) and si(z) € IR
(the real axis) for almost every point z € D and Ux(2) €L, k= 1,...,n.

(C3) The complex system (1.1) satisfies the uniform ellipticity condition

n
| Fe(z,w, U, s) ~ Fi(z,w,U%,s)| < Z are U} = U3
=1

“ 1
qulsqk<;1k=la"‘!” . (14)
=1
for almost every point z € D and wy, U,}, U,f €¢,sxk € R(k=1,...,n),in which g, qx
are positive constants and ¢, < ¢, k < £.

(Cy) B;’;,(z,w, E=1,...,4), Gk(z,w,sj (1 £ k,£ < n) are continuous in z € D for all Holder
continuous functions wi, seCa(DY(i=1,2%k=1,.. .,n), and satisfy
Cal Ble(z,0",8"), D] < ko (= 1,...4) : |
w = (w],...,wl), s’ = (si,...,s0) (i =1,2) : (1.5)
G(z,w',s") - G(z,w%,s?) = BY(w' — w?®) + B? (@' — @?) + B (s! - s%)
where B = (Bi,), Bl,e Cs(D) (j=1,...,4; 1 <k, £ < n, (0< B <1)is real.

We discuss a proper initial-boundary value problem (Problem A) for the system (1.1) and
(1.2), with the following initial and boundary conditions (T := dD):

Re [(A(z) w(2)) = P(2) + H(z), M) = (ue2))
P(z) = (P(2),...,Py(2)),2€T - : : . (1.6)
a(2)s(2) = Q(2), a(2) = (ake(2)), Q(2) = (Q1(2),-..,Qn(2)), z€7 (1.7)
where Ay, Py are Holder continuous functions, and |[Akk(2)] = 1, akk(?)| = 1, and Py, Qy satisfy

CalAke(2), T] £ k1, Co[Pi(2),T] < k1, Calare(2); Y] < k1 (1 < k2 < n)
CalAke(2),T] < €, aCalare(2),7] < e (1 S k< €< n), CalQi(2), 7] < ks (1< k< n) " (1.8)
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in which a (> %), ki, k2 (> 0) are constants. Moreover, for s € "' and 1 < k < n,

Hl(z)
H(2)= (1.9)
Ha(2) ’
0, if Kg = #Ar arg /\kk(z) Z 0
Hk(z) = K-l + R .
Hw+Re 5 (Hf,+:iH,)2z™, ifrr<0,1<k<n
m=1

where Hyg, Hkim (m = 1,>. .., —Kg — 1) are unknown real constants to be determined appropri-

ately. Moreover, if k; < 0, we assume that the solution w of (1.1) satisfies the point condition
(1<k<n)

Im (M(q;)w(a;)] = &7, 7 = (b],...,63), 7€ (5} = {1,..., 2k + 1} (1.10)

where a; are distinct points on I, and b{; are real constants with the condition |bi| < k3, and
k3 (= 0) is a constant.

In the following, we first give & priori estimates of solutions for Problem A. Afterwards, we
prove the solvability of Problem A by using the Schauder fixed—point theorem.

Under some further restrictions, we can discuss the uniqueness of the solution for Problem
A. The results in this paper are generalizations of the results in [3] and {1].

§2. A priori estimate of solutions for the initial-boundary value problem

First of all, we consider Problem A for the system (1.1),'(1.2) with n = 1:
wyz = F](Z, wlywlzasl)
Fi = Qhywi: + Q11@is + Alywr + ALy + A s + AL (2.1)
S1y = Gl(z,wl,sl), G = Blllwl + Bfl'lf)l + Bijlsl + B?l , (2.2)

the corresponding initial and boundary condition is as follows:

Re[A11(2) wi(2)] = Py(2) + Hy(2), z€T (2.3)
a11(2) s1(2) = Q1(2), z €7 (2.4)
Im{Xir(@7) wi(a;)] = b, 5 € 3} = {L,-..oms + 1} (2.5)

According to the method used in reference [1], we can give an a priori estimate of solutions for
the above problem, namely

Lemma 2.1: Suppose that the system (2.1), (2.2) satisfies Condition C. Then the solution
wy of the initial-boundary value problem (2.1)-(2.5) satisfies the estimate

3
Lpy[lwiz| + [wiz|, D] + C [wy, D] < M, (Z kj + ko) = Mk (2.6)

j=1
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Cpls, D] + Cls,, D] < Mak* @7)

where pg (2 < po < p), B = min(a,1-2/py) are non-negative constants, M; = Mj(q11,p0,k', 8, K1)
(J = 1,2) are real constants only depending on q11,po, k', 8, k1, k' := (ko, k1, k2, k3).

Theorem 2.2: Let the system (1.1), (1.2) satisfy Condition C and let € in Condition C
and (1.8) be small enough. Then the solution [w,s] of Problem A for (1.1), (1.2) satisfies the
eslimate

X

Colw, D] + Lyg[fws] + |, D]

3" {Cplws, D) + Ly (lwis| + wisl, D}} < My (2.8)
k=1

Y = C318, D) = C4lS, D] + C[S,,, D)

= Y {Colin D)+ C lowy, DI} < My | (29)

k=1
where M] = Mj(q07p07k’7ﬁ7'<') (.7 = 374)7 go = (th), K= (K'l"- 'aK'n)s k, = (k07kiak21k3), Po

and 3 are constants as stated in Lemma 2.1.

Proof: Let the solution [w,s] be inserted into the system (1.1), (1.2), the initial and
boundary condition (1.6), (1.7), (1.10). It is clear that [wy,ss] is a solution of the composite
type system (k =1,...,n) -

1 2 - 1 2 - 3
Wiz — QrxWhe — QixWiz = Apwi + ALk + Ajrsk + Ax

Ak:= A+ ) [Qhewes + Qheter + Abywe + AL,y + Ayse] (2.10)
£k
Sky = Biywi + Bl wx + B3psk + By
By := Brg + Z[B,ld‘w[ + le‘u_)g + Bg,é‘g] (2‘11)
£k

and satisfies the initial and boundary condition

Re [Auk(2) wi(2)] = Ri(2) + Hi(2)

Ri(2) = Py(z) = & Re [Mnel2) we(2)) (zeT) (2.12)
Fx
Im [Axi(a;) wi(a;)] = B :=b] - Z Im[Aee(a;) we(ay)], j € {j} . (2.13)
£k
ark(2)sk(2) = Sk(2) 1= Qu(2) — D awe(2)se(2), 2 € 7. (2.14)
t#k )

We first discuss (w;, s;] . From Condition C, it can be seen that A1, Ry, BI,B{ in (2.10) -
(2.14) satisfy '
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Lyol41, D) < Lpy(AY, D) + >~ {areLpo(wez, D)
+ [Lpo( Al D) + Ly (43, DYC(we, D) +Lpo(A}e, D)C(se. D)}
< ko + 2¢[Lpy(wz, D) + C(w, D) + C(s, D)) < ko+ 26(X +Y)

CplR1,T) < Ca(P1,T) + Y Cp(Me; 1)C(we, T) < by +eC(w, D) <y + X

=2

|B{| < 6]l + D C(Me T)C(we, T) < ko +€X (2.15)
=2

CplBy, D] < Cu(Bi, D) + Y _{Blewe + B e + Birse} < ko +26(X +Y)
=2
CplS1,7] £ Cp(Q1,7) +£C(s,7) < k3 + €Y.

According to Lemma 2.1, it can be obtained

3
Lpollwisl + [wisl, D1+ Colwy, D) < 2My |3 k; +3¢(X + Y)]
[i=0
< M1 +&(X +Y)), (2.16)

=0

CplS1, D) + C[S1y, D) < 2M, Za: kj+3e(X + Y)}
< Nl+e(X +Y)),
where Ny = 2M; ($5.0 k; +3), N{ = 2M; (i;o ki +3).
Next, we consider [wy, s»]. From (2.10) - (2.14) (k = 2) and Condition C, we have

LPo[A21 D)< LPo(Ag7D) + Z{quLPo(wlzyD)
#2
+ [Lpo( AL, D) + Lyo(A%e, D)IC (w2, D)Lpo (43, D)C (s, D) }
. S ko + L,,o('w“, D) 4 2k0[C(w1, D) + C(Sl, D)] + 2E(X + Y)

CplR2,T) € Cp(P2,T) + ) Cp(A2e, T)C(we, T) < ky + k1 C(wy, D) + X

L#£2
|Bi| < |63+ D C(Mae, T)C(we, T) < k + k1 C(wy, D) + €X (2.17)
e#£2

CslB2, D) < Cp(B3, D) + D {Blewe + B3¢ + Byse}

{ne2
< ko + 2ko[C (w1, D) + C(s1, D)] + 2¢(XY)

ColS2,7] € Co(@2,7) + ¥ Cla2e, T)C(36,T) € ks + kaC(sn, D) + €.
#£2



348 R.P.GILBERT and WEN GUO-CHUN

Similarly to (2.16), it can be derived

Ly [Jwos + |wa.|, D] + Cplwa, D]

. 3 —
<My |3 ki 4+ 3e(X +Y) + (dko + 2k1 + 1)[Lpo(Jwrs], D) + Cwr, D) + Csi, D)]]
-j=0

[ 3
<2My | D ki +3e(X +Y) + (4ko + 2k + D)Ni[1 + (X + V)]
j=0
Cpls2, D] + C[szy, D]

<Ml +e(X +Y)),

3
<2M; |y kj+3e(X +Y) + (4ko + 2k + 1)[Lpg(|wiz], D) + C(wy, D) + C(sy, D)]}
| =0 : _ :
< N1+ (X +Y)), ’ ’ (2.18)
where
3
Ny =2My | kj+2(4ko+ 2k + 1) Ny + 3
j=0
: 3
Ny =2M, [ > kj+2(4ko + 2k, + 1) N' 4 3] .
Jj=0" L

Moreover, we can obtain - -

Ly, [lwiz| + [w.|, D] + Cp(wk, D) < Ny [1 + (X +Y)]

o ) . (¢<k<n) (2.19)

Cplsk, D)+ Clsky, D] S N1+ (X +Y)] )

in which Ny, N are constants only depending on My, M;, kg, k1, ks Combining (2.16), (2.18)
and (2.19), it follows that

’

X4Y <3 (We+ N (L4 e(X + 7). ' (2.20)
k=1 '

Choosing the positive number ¢ small enough such that 1'— ¢ Pr=1(Ne+ Np) > L, we conclude

2:—1(Nk + Nllc)
X+Y < —=n
T l-e¢ 2k=1(Nx + Np)

Thus, (2.8) and (2.9) are established.

<23 (Ni+Np). (2.21)
k=1 B

§3. The solvability of the initial and boundary value problem

We first discuss a special case:

il = Q‘,’;[(z,wz) (.7 = 1’2).
Aje = Ajy(2), Bl, = Biz)(G=1,...,4, 1<k, £<n)
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of the system (1.1), (1:2), and denote such system by

w; = ﬁ‘(z,w,wz,s), sy = é(z,w,s). (3.1)

Theorem 3.1: Suppose that the system (3.1) satisfies Condition C and the positive constant
€ is sufficiently small. Then Problem A for (8.1) is solvable.

Proof: To use the imbedding method, we introduce the following initial-boundary value
problem (Problem B):

w; = tF(z,w,w;,s) + A(2), A(2) := (A1(2),...,4a(2)), 2€ D (3.2)

sy = tG(z,w,s) + B(z), B(2) := (B1(2),-..,Bn(2)), z€ D (3.3)

Re [(A(z)w(z2)] = P(2) + H(2), z€T 4 (3.4)
Im [A(a;) w(a;)] = ¥, j € {j}, sk 20, 1<k<n (3.5)
a(2)s(2) = Q(2), 7 € 7 (3:6)

where 0 <t < 1, Ax € Lp(D) (2 < po S'p), By € Cp(D) (1 £ k < n), for convenience,
sometimes we denote them by A € L,,(D), B € Cs(D), resi)ectively. When t = 0, using Lemma
3.1in Ref. [2], we see that the boundary value problem (3.2), (3.4), (3.5) has a unique solution
w, and similarly we can prove that the initial value problem (3.3), (3.6) has a solution s. Hence
in this case, [w, s] is a unique solution of Problem B. A .

-Assumi‘ng that Problem B for ¢ = to.(O < to < 1) is solvable, we can verify that there existse
a positive number §, such that Problem B has a unique solution [w,s]on E = {|t—t3] <6, 0 <
t < 1} for any Ay € Lyy(D), sk € Cp(D). Here w € Cp(D) N W} (D), s € C4(D). In fact, we
may rewrite the system '(3.2) and.(3.3) as

w; — to F(2,w,w,,8) = (t — to) F(z,w,w,,s) + A(2) 3.7
"sy—to G(z,w,§) = (t — 1) G(z,w,s) + B(z). (3.8)

Choosing any function vectors w® € Cp(D) N W} (D), s° € C4(D) and substituting w®, s° into
the positions of w, s of the right-hand sides in (3.7), (3.8), it is clear that

(t = to) F(z,w®, v, s°) + A(z) € L,,(D) and (¢ - to) G(z,w°, s°) + B(z) € Cp(D).

Thus Problem B for (3.7), (3.8) has a unique solution [w!,s'] € Cg(Djh W,.(D) x C4(D).
Iterating successively, we obtain a sequence of solutions [w™, s"] (n = 1,2,...) satisfying

wit! — 4o F(z,w™ wl! ") = (8 — to) Fz, w", w?,s") + A(z) ‘ (39)

syl =t Gz, w™ !, 5™ = (1 10) Gz, w", s") + B(z) (3.10)
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* ‘and the initial-boundary condition (3.4), (3.6). It is not difficult to see that Wn+1 = yn+1 _yn

§n+l = gn*+1 — 5™ is a solution of the following initial-boundary value problem:

WY — o [F(z, 0™, wl ), ") — Pz, w™, w?, s™)] (3.11)
=(t—to) [I:"(z, w", w},s") — f’(z, wh Wl s"'l)]
S;‘“ — 19 [G(z, w1, sy — G(z,w", s™)] (3.12)

= (t - to)[G(z, w", s") - G(z,w™ 1, s" )]

S

Re[A(z)W"tl(2)] = H(z), z€ T (3.13)
YIm[Aa)) W (a;)] =0, 5 € {j}, sk 20, 1< k< n (3.14)
a(z)s(z) =0, z € 7. (3.15)

By Condition C, we have

Ly, [F(z,w", 0}, s™) = F(z, 0", w}™1), D)) (3.16)
< Ly, [W(2), D] + 2ko [Co(W™(2), D) + Cgl(S™(2), D))
CplG(z,w™,s") - G(z,w!, 5" 1), D] . (3.17)

< 2ko [Cp(W™(2), D) + Cp(S™(2), D).
“With the method used in the proof of Thébrem 2.2, we can obtain R
LOW™ ™) = L, [WEH + W], D] + Co (W™, D] + C(5™1, D) (3.18)
< Jt—to| MsL(W™, ™),

where My = M;(qgo, po, k',ﬂ,k), go, k', K are as stated in Theorem 2.2. Choosing § = 1/[2(M; +
1)], then for any ¢t € E, we have

LW+, §n+1) < %L(W",S") < 2inL(Wl,sl)
. 1 .
< 2—NL(W1,51), if n>N+1, (3.19)

and

L(w™ — w™, s™ ~ s™) < L(w' —ws' = %), ifn>m> N +1. (3.20)

oN-1
This shows that L(w™—w™,s"~s™) — 0as n,m — oo. Hence there exist w* € Cp(D)ﬂW,}D(D),
s* € C3(D) such that L(w™ - w*,s™ — §*) —> 0 as n — oo, and [w*,s*] is just a solution of
Problem B for (3.2), (3.3) on E. Thus we see that when t = 0,1,..., (4] 6,1, Problem B for
(3.2), (3.3) is solvable. In particular, when t = 1, A(z) = 0, B(2) = 0, Problem A for (3.1) is
solvable.

Next, we prove the solvability of Problem A for (1.1), (1.2).



Integral and Boundary Value Problems 351

Theorem 3.2:. If the composite type system (1.1), (1.2) satisfies Condition C and the
positive constant ¢ is small enough, then Problem A for (1.1), (1.2) has a solution [w, s].

Proof: We introduce a bounded and closed convex set E in the Banach space C(D)yxC(D),
the elements of which are vectors w{w, s] satisfying the condition

Clw(z), D) < Ms, C[s(z), D] < M, (3.21)

where Mj, My are the constants as stated in (2.8), (2.9). We select any vector Q = [W, §], and
substitute W, S into the proper positions of the system (3.1), (3.2). On the basis of Theorem 3.1,
we see that there exists a solution w := [w, s] of the following initial-boundary value problem:.

w;:f(z,w,W,wz,s,S). * . :
f=Q Nz, W,w,, S)w, + Q*(z,W,w;, §) @z + A' (2, W, S) w (3.22)
+ A2, W, S, i+ A'(2, W, S)D + A% (2, W, S)

sy = g9(z,w, W,s ,S)
g = B(z, W SHw+ B2(z W, S)@w+ B*(z,W,S)s+ B*(z, W, S) (3.23)

and (1. 6) (1.7), (1.10). Following Theorem 2.2, the solution w = [w, 3] satlsﬁes the estimates
(2.8) and (2.9), therefore w € E. Moreover, we can see that the mapping w = = T(9) from
2 € E ontow € E is a compact set in E. In the following, we shall show that w = T(Q) is a
continuous mapping in E. Choosing a sequence of vectors [W", §"] (n = 0,1,2,...) in E so that
cwm - wo ,D] - 0, C[S™ — §% D} — 0 as n — o0, and denoting w™ = (w™,s") = T(W" S™)
(n=0,1,2,..)), it is evident that :

(w"™ = w°); = f(z,w™, W™, w?, s", 8") — f(z,u°, Wo;wg,so, So)‘ ) (324)
(s" — &%)y = g(z,w™, W™, 8", 8™) — g(z, w®, W0, 0, §9) (3.25)
Re (A(z)(w"(2) ~ w(2))) = H(2), z€ T (3.26)

Im (\(a;)(w"(a;) = w*(a;))] = 0, j € {4}, Ak 20, 1<k <n (3.27)
a(2)s8(z)=0, z€ v - (3.28)

and the complex equation (3.25) can be written as
[w -—w ] [f(Z w” W" z,sn,sn)_f(z’wo’wn’wg’so’sn)]___ ct.
(3.29)
"= f(Z, ,wO’ W"y wgaso’ Sn) - f(zv ,wO, Wo, wg, 30, So)
Applying the method in the proof of Theorem 2.2 of Chapter 4 in Ref. [5], we can verify that
Ly[c*,D] = 0 as n — oo. Similarly to the proof of Theorem 2.1, it can be derived that
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Clw™ —w®, D] — 0, C[s" —s°, D] — 0, as n — oo. By means of the Schauder fixed-point
theorem, there exists a vector w = {w,s] € B such that w = T(w), and w = [w,s] is just a

solution of Problem A for the system (1.1) and (1.2).

Finally, we assume that F(z,w,w,,s) satisfies
F(z,w',U,s") — F(z,w?,U,s%) = A} (w! — w?) - A%(s! - s?) (3.30)

for any vectors w?, 7 € Cp(D) (j = 1,2) and U € Ly, (D) (2 < po < p), where AL, A? satisfy
the condition similar to 4!, A% in Condition C. Using the method as stated in the proof of

Theorem 2.2, we can prove the following theorem.

Theorem 3.3: Let the system (1.1), (1.2) satisfy Condition C, (3.30), and the positive
constant ¢ is sufficiently small. Then the solution of Problem A for (1.1), (1.2) is unique.
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