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Integral and Boundary Value Problems for Nonlinear Systems 


of Composite Type 

R. P. GILBERT and G.C. WEN 

Using the Schauder fixed point theorem we establish the solvability of an initial-boundary va-
lue problem for a nonlinear first order system of composite type. The procedure depends on 
first establishing a priori estimates for the solutions. This investigation generalizes the results 
of [1,3,4]. 
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§1. Proper formulation of the initial and boundary value problem 

In an earlier work Gilbert and Schneider [4] considered linear, first order systems of composite 
type. In the present work, we consider nonlinear first order systems of composite type 

= F(z, w, w, s), w = (wi ,. . ., w,)', F = ( F1 ,..., F,,.)', 

F=Q1w+Q21D+A1w+A2ti3+A3s+A4 
(Q',) (j	1,2), A 3 = ( A'H ) (j = 1,2,3),A4 = (A 1 , . .., A 1 )'	 (1.1) 

SY = G(z, w, s), s = ( Sj,. . ., sn) ' , C = (C1 ,.. . , 
C = B 1 w + B2 tD + B3 s + B4 , B3 = (B'kl ) (j = 1, 2,3), B 4 = (B 1 ,. . . , B 1 )'	(1.2) 

in a bounded simply connected domain D, where - 

Q := Q,(z,w,w,$) (j = 1,2), A	A(z,w,$) (j=1,2,3) 

kt := Bj(z,w,$)(j = 1,...,4; < k, £ < n) 

and 113k,  Q jkt, Aj tl Bj  k	k1 (j = 1,2), A, are complex-valued functions, B 1 = B, 8k, 

(j = 3,4) are real-valued functions. For convenience, it may be assumed that D is the unit 
disk, and y = { z Izi = 1, y < O} is the lower boundary of D. 

R. P. Gilbert: Univ. Delaware. Appi. Math. Inst. • Rees Hall, 5 West Main Street, Newark, DE 
19711, USA. Supported in part by the National Science Foundation through grant INT-9011085. 
G.- c. Wen: Peking Univ., Dep. Math., Beijing 100871, P. R. China 
ISSN 0232-2064 / $ 2.50	Heldermann Verlag Berlin



344 R. P. GILBERT and WEN GUO-CHUN 

We suppose that the system (1.1) and (1.2) satisfies Condition C below: 

(C1) Qj(z,w, U, s) (j = 1, 2), A(z,w,$) (j = 1,.. .,4) are measurable in z E D for all contin- 
uous vectorsw(z), s(z) and all measurable vectors U(z) = (Ui (z),.. .,U(z))' on b, and 
satisfy (1 < k, £ < n) 

L[A(z, w(z), s(z)), D] :^ ko (j	1,2,4), but L [A e, D] ^ € 

LP[A,D	(j	
(1.3) 

kt 1,2; k <1) 

where p (> 2), k0 ,e are positive constants. 

(C2) The foregoing functions are continuous in wk(z)	(the complex plane) and .sk(z) E JR 
(the real axis) for almost every point z E D and Uk(z) E ?, k = 1,.. . , n. 

(C3) The complex system (1.1) satisfies the uniform ellipticity condition 

IFk(z,w,U 1 ,$)—Fk(z,w,U2 ,$)I 	- 

jqkt!^qk<—,k=1,...,n	(1.4) 

for almost every point z E D and w, Uk', U € V, S k E JR (k = 1,... , n), in which q kj , q 

are positive constants and qict e, k < £. 

(C4) B(z,w,$)(j = 1,.. .,4), Gk(z,w,$)(1 < k, t < n) are continuous in z C D for all Holder 
continuous functions w, 

3k E C(D) (j = 1,2; k = 1,. . . , n), and satisfy 

C[B(z,w',s1),	ko (j = 1,.. .,4)	 -• 

Wj = (wi,. . . , w, Si	(s,.... . s)' (j = 1,2)	 (1.5) 
G(z, w', s') — G(z, W 2 , S2) = j3 1 (W1 — w 2 ) + B 2 (tfl' — tb 2 ) + B3 (81 — s2) 

where ' = (E,), E € C(b) (j= 1,...,4; 1 <k, £< n, (0 </3<1) is real. 

We discuss a proper initial—boundary value problem (Problem A) for the system (1.1) and 
(1.2), with the following initial and boundary conditions (F := 

Re	w(z)] = P(z) + H(z), (z) = (kt(z)) 
P(z)=(P,(z),...,P(z))',z€F	 (1.6) 

a(z)s(z) = Q(z), a(z) = (ak (z)), Q(z) = (Q i (z), . . ., Q,(z))', z € y	(1.7)

where A k€,Pk are HOlder continuous functions, and Pkk(Z)I = 1, akk(t)I = 1, and Pk ,Q k satisfy 

< k1,C[P(z),r} < k,C[a j (z), y}	k1 (1 < k,€ < n) 

Ca[) kt(Z ), rj ^ e, aCa[akt(z), ] < 6 (1 < k < £ n), C [Qk( z), 71 <k2 (1 < k < n) (1.8)
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in which a (> i. ), kL,k2 (^ 0) are constants Moreover, for s E r and 1 <k n, 

I H, (z) 
H(z)	

H)	

(1.9) 

fl(Z)  

Hk(z) -
0,	 if	=	arg )*kk(z)^ 0 

— Hko + Re	(H + iH) zm , if Kk <0, 1 < k < n I M=1	
m	;m 

where Hko, H m (m = 1,.. .,	- 1) are unknown real constants to be determined appropri-
ately. Moreover, if 	0, we assume that the solution w of (1.1) satisfies the point condition 
(1 < k <ii)

Im[)w(a)] = b', b' = (b, . . .,b)', j E {j} = 11,. .	+ 1)	(1.10) 

where a3 are distinct points on F, and bj are real constants with the condition IbI	k3 , and

k3 (> 0) is a constant. 

In the following, we first give a priori estimates of solutions for Problem A. Afterwards, we 
prove the solvability of Problem A by using the Schauder fixed-point theorem. 

Under some further restrictions, we can discuss the uniqueness of the solution for Problem 
A. The results in this paper are generalizations of the results in [3] and [1]. 

§2. A priori estimate of solutions for the initial-boundary value problem 

First of all, we consider Problem A for the system (1.1), (1.2) with n = 1: 

W1 2	Fi(z,wj,wj)si) 

F1 = Q 1 w1 + Q 1 ti i1 + A 1 w1 + A 1 iii 1 + A l 	+ Al l	 (2.1) 

3 1y = G j (z,w 1 ,s 1 ), Gi = B 1 w1 + B?1 ii 1 + B 1 s1 + B 1 ,	(2.2)

the corresponding initial and boundary condition is as follows: 

Re[A ii (z)wi (z)] = P, (z) + H, (z), z E F	 (2.3) 
a ij (z)s i (z) = Q i (z), z E	 (2.4) 

Im[A ij (a)w i (a)] = b, j E {j} = 11,. .	+ 1).	 (2.5) 

According to the method used in reference [1], we can give an a priori estimate of solutions for 
the above problem, namely 

Lemma 2.1: Suppose that the system (2.1), (2.2) satisfies Condition C. Then the solution 
tv i of the initial-boundary value problem (2.1)-(2.5) satisfies the estimate 

L 0[I w12I + w1I, b]+ C[w1 ,b] < M (
	

k + ko)	M, k-	(2.6) 



346 R.P. GILBERT and WEN GUO-CHUN 

	

C[s, D] + C[s, .0] :5 M2k*	 (2.7) 

where P0 (2 < P0 p),)3 = min(cs, 1 - 2/po) are non-negative constants, M = M ( q ,Po, k', /3, 
(j = 1,2) are real constants only depending on q 11 ,p0 ,k', /3,i, k' := (k0,k1,k2,k3). 

Theorem 2.2: Let the system (1.1), (1.2) satisfy Condition C and let e in Condition C 
and (1.8) be small enough. Then the solution 1w, s] of Problem A for (1. 1), (1.2) satisfies the 
estimate

X = C,3 [w, b] + L 0[lw5l + 1w. 1, D] 

=	{C[w, b] + Lp0[IwkI + I WkZ, 11 M3	 (2.8) 

Y = C[S,D]= C,3[S,D]+C[S5,.b] 

E=	 ^ M	 (2.9) 

where M = M(qo,po,k',)3,k) (i = 3, 4), qo = (qict), K = (Ki,.. .)Kn), k' = (k0 ,k1 ,k2 ,k3 ), P0 
and /3 are constants as stated in Lemma 2.1. 

Proof: Let the solution [w,sI be inserted into the system (1.1), (1.2), the initial and 
boundary condition (1.6), (1.7), (1.10). It is clear that [w k , s ki is a solution of the composite 
type system (k = 1, . . . , n) 

WkZ - Qkwkz - Q2kks = Atk wk + Akk + Aksk + Ak 

Ak : = A 1 +	[Qj 1w, + Qthe5 + Aj€we + Athi + A 1sj}	(2.10)

to k 

S ky = Bjkwk + Bk iiJk + Bksk + Bk 

Bk = Bk4 + >[B twt + + B,sei	 (2.11) 
10 k 

and satisfies the initial and boundary condition 

Re [.\ kk (z) wk (z)i = Rk(z) + Hk(z) 

Rk(z) := Pk(z) -	Re [kt(z) w(z)J	
E F)	 (2.12) 

t96 k 

Im [)kk(aj) wk(a,)] = BL := bj -	Im[Ake(a) w(a)], j € {j }	(2.13) 

akk( z ) sk( z ) = Sk(z) := Qk(z) - :i: ak(z)s(z), z E y. (2.14) 

We first discuss [wi,sil . From Condition C, it can be seen that A,, R1 , B1 , Bj in (2.10)-
(2.14) satisfy
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S 

L 0 [A,D} < L PO (A,D) +	{qj,Lp0(wz,b) 
I-, 

+ [L 0 (A 1 , b) + L 0 (A,, b)] C( wt, .b) +L 0 (A, b)C(s t , b)} 

:5 k + 2E[L 0 (w, .b) + C(w, b) + C(s, .b)j :5 ko + 2(X + Y) 

C(R1 ,r] < C(P1 ,r)+ ECie,r)C(wt,F) k 1 + cC(w,D) k1 + EX 

	

IBfl ^ IbU +	c(A 1 ,r)C(w,r) < k2 + EX	 (2.15) 

C0[B1, ] C0(B, D) +	+ Btht + B tst } <k0 + 2e(X + Y) 

Crj[Si ,y] :5 C0(Qj,y)+ eC(s,7) k3 +,-Y-

According to Lemma 2.1, it can be obtained 

L 0[I w i1I + Iwi2I, D] + C[wj, D] ^ 2M1 
^ 3  

k + 3e(X + Y)] 

N[1 + c(X + Y)],	 (2.16) 

C0[S,b]+C[S1 ,b) 2M2 [k+3(X+Y)] 

^ N[1 + e(X + Y)], 

where N1 = 2M1 	k + 3), N = 2M2 (E0 k + 3). 

Next, we consider [w2 , s21 . From (2.10) - (2.14) (k = 2) and Condition C, we have 


	

L 0 [A 2 , D] L O (A, b) +	{q2eLpO(wz, b) 
(02 

+ [L 0 (A, b) + L O (A, .b)]C(w,, b)L 0 (A, .b)C(s€, b)} 

:5 ko + L 0 (w1 , D) + 2k0 [C(wj, b) + C(s i , b)] + 2e(X + Y) 

C[R2 , r] C0(P2 , r) + E C0 (A26 I')C(wj, r) :5 k1 + k j C(wi , .b) + eX 
e02 

IBI :5 lbI +	C(.\2t,F)C(wz,F) k2 + k 1 C(wj ,D) + EX	 (2.17) 

	

Ca(B2, .b] Cf3 (B, D) +	+ Btht + Bsj} 
tne2 

< k0 + 2k0 [C(w i ,D) + C(s i ,b)J + 2e(XY) 

C0 [S2 ,7] :5 C(Q 2 ,y)+ E C(a2e,I')C(st,r) k3 + kj C(s i ,b) +eY. 
(9E2
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Similarly to (2.16), it can be derived 

L 0[ w22I +I w2I,b1+Cp[w2,b] 

<2M1 E k + 3e(X + Y) + (4k0 + 2k1 + 1 )[L 0( wiI, ) + C(wi , b) + C(s1, 

^ 2M1	k +3E(X + Y) + (4k0 + 2k1 + 1)N1 [1 + e(X + Y)J] :^ N2 [1 + E(X + Y)], 

C,6[5 2, DI + C[8 2,, DI 

:^ 2M2	k + 3e(X + Y) + (4k0 + 2k1 + l )[L 0(I w1I, b) + C(wi , D) + C(s1, 

N2'[1 + E(X + Y )1,	 (2.18)


where

N2=2M1[k+2(4k0+2ki+1)N1+3] 

N=2M2{ki+2(4ko+2ki+1)Nl+3]. 

Moreover, we can obtain 

L0 [I u kI + IWkzI, D] + Cp(wk,b) :^ Nk [1 + E(X + Y)]
(t<k<n)	(2.19) 

C 3 [8k, D] + C [Sky, DJ !^ NL [1 + e(X + Y)] 
in which Nk,N are constants only depending on M1,M2,ko;k 1 ,k3 ; Combining (2.16)J2.18), 
and (2.19), it follows that

X y	+ NL )[ 1 +E(X + Y)].	 (2.20) 

	

Choosing the positive number E small enough such that 1—	i(Nk+NL) ^ , we conclude 

X + Y <	
n n= 1 (N. + NL)	<2	(Nk + NL) .	 (2.21) 

1 - E	1(Nk + NL)	k=1 

Thus, (2.8) and (2.9) are established. 

§3. The solvability of the initial and boundary value problem 

We first discuss a special case: 

kt = Q(z,w) (j = 1,2) 
A,=A(z), B zrB(z)(j=1,...,4; 1<k, £<n)
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of the system (1.1), (1:2), and denote such system by 

= t'(z,w,w,$), s, = O(z,w,$).	 (3.1) 

Theorem 3.1: Suppose that the system (3.1) satisfies Condition Cand the positive constant 
e is sufficiently small. Then Problem A for (3.1) is solvable. 

Proof: To use the imbedding method, we introduce the following initial—boundary value 
problem (Problem B):

= tP(z,w,w,$) + A(z), A(z) := (Aj (z), . . .,A(z))', 2 E D	(3.2) 

S Y = tG(z, w, s) + B(z), B(z) := (B1 (z),. . ., B(z))', Z E D	(3.3) 

	

Re [A(z)w(z)j = P(z) + H(z), z E 1'	 (3.4) 

	

Im [)(aj)w(aj)1 = b', j E {j}, Kk ^! 0, 1	k n	 (3.5) 

a(z) s(z) = Q(z), z E y	 (3.6) 

where 0 < t < 1, Ak E L90 (b) (2 < p0 _<p), Bk E C(b) (1 < k < n), for convenience, 
sometimes we denote them by A E L 0 (b), B E C(D), respectively. When t = 0, using Lemma 
3.1 in Ref. [2], we see that the boundary value problem (3.2), (3.4), (3.5) has a unique solution 
w, and similarly we can prove that the initial value problem (3.3), (3.6) has a solution S. Hence 
in this case, [w, s] is a unique solution of Problem B. 

Assuming that Problem B for t = to (0 < to < 1) is solvable, we can verify that there exists. 
a positive number 6, such that Problem B has a unique solution [w, s] on E = {I t - to	6, 0 

1} for any Ak e L 0 (b), 8k E C,(.b). Here w E C(D) fl W 0 (D), s E C(D). In fact, we 
may rewrite the system (3.2) and (3.3) as 

- to F(z, w, w, s) = (t - to) F(z, to, w, s) + A(z)	 (3.7) 
sy - to (z, to, s) = (t - to) O(z, w, s) + B(z).	 (3.8) 

Choosing any function vectors to0 E C(b) n W 0 (D), so e C(b) and substituting to0 , so into 
the positions of to, s of the right—hand sides in (3.7), (3.8), it is clear that 

(t - to) P(z, to0 w°, s°) + A(z) E L 0 (D) and (t - to) O(z, w°, s°) + B(z) E Ca(.b).. 

Thus Problem B for (3.7), (3.8) has a unique solution [w 1 ,s 1 ] E C(D)n W 0 (D) x 
Iterating successively, we obtain a sequence of solutions [w', sn] (n = 1,2,...) satisfying 

W	- to (z , w 1 ,w 1 ,s 1 ) = (t - io)P(z,w,w,s') + A(z)	(3.9) 
- to	 = (t - to) t(z,w',s')+ B(z)	 (3.10)



350 R.P. GILBERT and WEN GUO-CHUN 

and the initial-boundary condition (3.4), (3.6). It is not difficult to see that W n+ l = W'+ 1 ....wn, 
St = 8n+1 3n is a solution of the following initial-boundary value problem: 

— t0 [t(z,w+1,w,sn+1) —	Z, W,, 	 (3.11) 
= (t — t0 ) {(z,wn,w,st) —	W, -I, n-i n-i 

)1 

S 41 _tø(z,w1+l,sn+l)_(z,wn,sn)]	 (3.12)

= (t — to)[G(z, wn, s') — G(z, ni 3n-1 

)j 

Re [)(z) Wh1(z)] = H(z), z E F	 (3.13) 
Im[.\(aj)1V?2+(aj)] = 0, j E {j}, kk ^: 0, 1 < k < n	 (3.14) 

a(z) s(z) = 0, z	y.	 (3.15)


By Condition C, we have 

L 0 [F(z, n , S') — F(z	w-1), b)]	 (3.16)

^ L 0 [W(z),D + 2k0 [C(W(z),.b) + C[(S'(z),b)} 

C	 - G(z,w,sn_i),D]	 (3.17)


!^ 2k0 C(Wn (z) , b) + Cp(S'1 (z), b)]. 

With the method used in the prbof of Theorem 2.2, we can obtain 

L(W n+i , 5n+1) = L 90 [!HTn+uI + IW)I, D] + C [W1, D] + c(S 1 , D)	(3.18)

^ It - t0I M5 L(Wn , Sn), 

wher4M5 = M5 (qo,p0 k3,k), qo,k',k are as stated in Theorem 2.2. Choosing b = 1/[2(M5 + 
1)], then for any t E E, we have 

L(Wn+l,Sn+l) ^ L(Vn , S)	L(W1,S1) 

^	L(Wi,S), if n > N + 1,	 (3.19)


and
L(wn - w rn , n - m) ^	L(w — w°,81 - s°), f ^ m> N + 1.	(3.20) 

This shows that L(w_wm , - 0 as n, m - m. Hence there exist w € C(b)nW0(D), 
S * € C(D) such that L(wn - w* ,S n - s*) —, 0 as n —, m, and [w*,s*] is just a solution of 
Problem B for (3.2), (3.3) on E. Thus we see that when t = 0, 1,..., [] b, 1, Problem B for 
(3.2), (3.3) is solvable. In particular, when t = 1, A(z) = 0, B(z) = 0, Problem A for (3.1) is 
solvable. 

Next, we prove the solvability of Problem A for (1.1), (1.2).
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Theorem 3.2:. If the composite type system (1.1), (1.2) satisfies Condition C and the 
positive constant e is small enough, then Problem A for (1.1), (1.2) has a solution [ii,, s]. 

Proof: We introduce a bounded and closed convex set E in the Banach space C(b) x 
the elements of which are vectors w[w, s] satisfying the condition 

C[w(z),D] < M3 , C[s(z),D] :^ M4 ,	 (3.21) 

where M3 , M4 are the constants as stated in (2.8), (2.9). We select any vector 1? = [W, S], and 
substitute W, S into the proper positions of the system (3.1), (3.2). On the basis of Theorem 3.1, 
we see that there exists a solution	[in, s] of the following initial—boundary value problem: 

= f(z,w,W,w,s,S) 
I = Q(z, W, w, 5) w + Q 2 (z, TV, w., S) tD5 + A 1 (z, W, S) u;	(3.22)


S) fv  

.s=g(z,w,W,s,S) 

g = B 1 (z,W,S)w+ B 2(z,W,S)th+ B3(z,W,S)s± B4 (z,W,S)	(3.23) 

and (1.6), (1.7), (1.10). Following Theorem 22, the solution w = [w, s] satisfies the estimates 
(2.8) and (2.9), therefore w E E. Moreover, we can see that the mapping w = T(1?) from 
Q E E onto w E E is a compact set in E. In the following, we shall show that w = T(Q) is a 
continuous mapping in E. Choosing a sequence of vectors [W', S"] (n = 0,1,2,...) in E so that 
C(W" - WO , f)] - 0, C[S' - SO, bj —+0 as n - oo, and denoting Lo n = (in',) = T(W',S'1) 
(n = 0,1,2,.. .), it is evident that 

(w' - in°)5 =	 - f(z,w°,W°,w,s°,S°)	(3.24) 
( 8n - O) = g(z,w',W',s',S') - g(z, WO , WO, s°,so )	(3.25) 

Re [(w'(z) - w°(z))] = H(z), z E r	 (3.26) 
Im[\(a)(w(aj) - w°(a,))] 0, j E {j}, ct 2! 0, 1 < k < n	(3.27) 

a(z)s(z) = 0, z E y	 (3.28) 

and the complex equation (3.25) can be written as 

[w' - W°]5 - [f(z , w , WTh , w , shi , S ni) - f(z ,	$o, s')3= ctm.

(3.29) 
c'1 = f(z, WO, W h1 , w , sO , S Th)_ f(z,w°,W°,w, so , so) 

Applying the method in the proof of Theorem 2.2 of Chapter 4 in Ref. [5], we can verify that 
Lpo [ca , .b] -+ 0 as n - oo. Similarly to the proof of Theorem 2.1, it can be derived that
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C[w' - -* 0, C[s' - so , DJ - 0, as n -+ m. By means of the Schauder fixed—point 
theorem, there exists a vector w = w, s] E B such that w = T(w), and w = [w, s] is just a 
solution of Problem A for the system (1.1) and (1.2). 

Finally, we assume that F(x, w, w, .$) satisfies 

F(z,w 1 ,U,s 1 ) - F(z,w2 ,U,s2 ) = A(w1 - w2 ) - A(s1 - s2 )	(3.30) 

for any vectors w3 , si € C(b) (j = 1,2) and U € L 0 (D) (2 < pa < p), where A, A 2 satisfy 
the condition similar to A 1 , A3 in Condition C. Using the method as stated in the proof of 
Theorem 2.2, we can prove the following theorem. 

Theorem 3.3: Let the system (1.1), (1.2) satisfy Condition C, (3.30), and the positive 
constant e is sufficiently small. Then the solution of Problem A for (1. 1), (1.2) is unique. 
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