
Zeitschrift fur Analysis 
und ihre Anwenduncen 
Vol. 12(1993),425-i55 

Free Boundary Value Problems for the Stationary Navier-Stokes Equations

in Domains with Noncompact Boundaries 

R. S. GELLRICH 

A free boundary problem for an incompressible viscous fluid in a domain with noncornpact 
boundaries is considered; the upper boundary is to be determined by equilibrium conditions 
involving the fluid stress tensor and its surface tension. It is proved that if the data of the 
problem are regular, then the free boundary, the velocity vector and the pressure are regular. 
Furthermore the exponential decay of the solution is shown. 
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1. INTRODUCTION 

We consider stationary flows of an incompressible viscous fluid that 

occupies a three-dimensional semi-infinite domain 0 between a fixed bottom 

r and a free upper surface r, which is governed by surface tension. Both 
surfaces approach horizontal planes at infinity. The flow is driven by an 

outer pressure gradient -Vp = a (a = const), the gravity g and an outer 

force	It can be described by the following system: 

(Ni) -t'tu + (u • V)u + Vp = f
iric2, 

(N2)	V.uO	J 

(Bi) u=O 

(B2) unO 

(B3) tT(u,p)n = 0 . (i = 1,2)	 on r, 
(B4) nT(u,p)n = -p + gh + 2KM	 J 
(BS) u(x,y) - q(y)	 for lxi  

Here (2 = {(x,y) € 02x : -b(x) < y < h(x)} is the domain occupied by the 

fluid, i' Is the viscosity and K is the capillary constant. The stress 

tensor T Is defined by T (u.) = -p6 
tj + 

v(3 1 u+ au 1 ). The vectors t (I) 

Sand n are the tangents and the normal to r and H is the mean curvature of 
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r. The system (N) is the Navler-Stokes system of equations for the 
velocity u and the pressure p; the boundary, conditions (B2) and (B3) are of 

mixed type, and equation (B4) is an additional equation determining the 

free boundary r. The limit velocity q is the equilibrium velocity on a 
strip of height b (b(x) —* b for lxi — CO). 

The corresponding instationary problem was considered by Beale [9]. He 

used Lagrangian coordinates, therefore his method cannot be used in our 

context. The stationary problem on bounded domains was studied by Bemelmans 

[10). Amick and Fraenkel [4,6,7] considered stationary flows in unbounded 

channels. Gerhardt [13,14') derived decay estimates for 'an exterior 

capillary problem. 

The main result of the present paper is the following 

Theorem: Let r E R, f E iI?) n Ca(R3) (k EU, 0 < a < 1) and 0	s	2 

iD'1f S ( x , y )i, [Df s a	2 
I (x,y)	a c exp(-c lxi) for lxi a 0 

r	,	(1.1) 

i(b(x)-b0)i, [D(b(x)-b))	a cexp(-c lxi) for lxi a r	(1.2)


(ll a k, ii a k+3, c 1 , c 13, . 
c 2 > 0). If the Co'a_norm of f is sufficient- 

S. 
ly small, then there is a 

,> 0, 
such that the	problem (N), (B) has 

exactly one solution (u,p,h) E 
..k+2,a x ,J1+1,1 x C1+1,1 

for all	v > 

Furthermore we have 

D ' (u(x,y) - q(y))I	a c exp(-c 2 lxl) for Ixl a k + 2,	(1.3) 

i D° ( Vp ( x , y ) - Vp )i	a c exp(-c 2 lxi) for ioi a k,	(1.4) 

iDth(x)i	a c exp(-cixl) for ITI a k + 3	(1.5) 

in ((x,y) E 0 u r: 1x1 a r 
0	 '	' 

	

}, with c	c	c > 0. 

	

O 	T 

The proof is divided into three parts: First we consider the Navier-

Stokes equations (N) with the boundary conditions (81) - (83) and (B5) in 'a 

fixed domain ñ (Section 3). We prove the existence of a weak solution 

u = v + g in this domain b. The velocity field g is a solenoidal function, 
which satisfies the boundary conditions (81), (B2) and (B5), see Defini-

tion 3.1 below. With this function g and the assumptions on the surfaces h, 

b and on the force density f we get an a priori estimate for the Dirichiet 

norm of v. Then we can conclude that a weak solution of the Navier-Stokes 

equations (N) exists. With the regularity results of Agmon, Douglis and, 

Nirenberg [3) and Soionnikov and Sdadilov [22) we show higher regularity of 

this'solutlon. Finally we get the exponential decay in (1.3) and (1.4) with
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the help of Greens function for the linearized problem. When we show the 

exponential-decay, the nonlinearity of (NI) plays an important role. 

Next (Section 4) we consider the problem for the free surface 

H(x,h(x)) + ch(x) + f(x) = 0	on 

h(x) -, 0	 for lxi —' 

where c is a positive constant and f and its derivatives up to the order 

k+l decay exponentially for lxi —i co. With the help of an appropriate 

variational problem we show the existence of a solution. The exponential 

decay is shown as follows: we get the decay of the function h with a 
maximum principle and that of the first derivative with a method that 

Trudinger [231 used to show the boundedness of the derivative. The decay of 

the higher derivatives is shown with the help of Schauder's Interior 

estimates. 

In the last part (Section 5) we consider the full problem (N), (B). The 

existence proof is based on the following successive approximation: the 

Navier-Stokes equations (N) with the boundary conditions (BI) - (B3) and 

(B5) are solved In a domain 0, for example a strip of height b0 . The 

solution (u ,p ) inserted into equation (B4) leads to the surface r, and 

so we get a new domain Q 
1 . In this domain we solve the Navier-Stokes 

equations once more and put this new solution again into the surface 

equation (B4) and so on. The convergence of this sequence Cu ,p ,h ) is 
shown with a fixed point argument. The exponential decay of the limit 

function follows directly from the uniform estimates for the approximating 

sequence. 

2. PRELIMINARIES 

2.1. Notations. In what follows, the derivatives of a function 

f : 
ç _> Rn ç =	z = (x,y) e R 2x	: -b(x) < y < h(x) } 

are denoted by 

D f = —p—f = 3 f	(i = 1,2)	and	D f = _f= a f
3.	8y . . 3 

In the strip S = (	= (,i) e tR2x D: -b< i < 0) we use coordinates	and 

ij and denote the corresponding partial aerivatives by 

V 1g = -_g	 (i = 1,2)	and	V3g= --g . 

By "div", curl and 'Dlv", 'CURL' we mean the divergence and rotation on 0
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and S, respectively. As usual we use Da and V for the partial derivatives 

of order Jul, oceN. In O" all integrals are taken with respect to the 

n-dimensional Lebesgue measure. In particular 

'LI f(z) dz 
=fu 

f(x,y) dx dy = fu f(z)	for U c l 

g() d( =g(i) d dii g(() for V c S 

Let U be an open set in	; by the Sobolev space tP(U) (m e N 

we mean the real Banach space of functions f such that f and its 

generalized derivatives Lff (I a I	in) belong to L(U). The norm Is defined 

by 0 ' L	= (	.f	Df dz )i'P. The space J(Q) denotes the set 

of Infinitely differentiable vector fields v = (v 
2

,v ,v ), that are 

solenoidal and the horizontal coordinates (x,x) have compact support in 0 

and which satisfy on	the boundary conditions VIr= 0 and VflIr= 0. The 

real Hubert space H(0) is the completion of J(0) in the Dirichiet norm 

u	= ( j' Q IDu 12 
dz 

)1/2 
The inner product is deflnded by <u,v> = 

J' 8 1 u O 1 v dz. 

Let U be a function space; then U 
Sol is the intersection of U with all 

solenolda]. functions. We define V(cl) to be the closure of 

1(o) = c	(0) n {	supp	is compact in 0 in (x ,x )-direction } Sol

= curl = 0 on r; ot'= 0, curl n = 0 on I } 

in the norm I10 ( o ) = J I0I 2z. Furthermore we define for functions 

U,V,W E W1 (o) the bilinear form 

[u,v] = ...— I D(u):D(v) dz = ..! I (a v + 8 v )(a u + 8 u ) dz 0 2 j 0 2 J0 i j j i i j j i 

=	I(Ov8u +8v8u)dz 
.JçI	I 

and the triple product (u,v,w}0 = f. u(vV)w dz, whenever the vector fields 
u,v and w are such that the integrals are defined. If v is in H(0), we get 

{u,v,w}0 =	uv8w8z = — vâuwcjz = -(w,v,u) 0, and therefore 

{u,v,u}0 = 0. With Holder's inequality we get 

{u,v,w}0	OUHL(0)OVDL(0)IIwII	. 

The corresponding expressions on S are defined analogously. In Section 3 we 

need the space I. This function space is the closure of
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J = C(). n (V : supp V is compact In c2 in (x,x)-direction 

(V : V	0 on Z; VN = 0 on E} 

in the Dirichiet norm, where N is the outer normal to E. 

2.2. Construction of a map F. Sometimes it is useful to consider the strip 

S	(	=	E R2  R : -b < i < 0) instead of the domain D = { z = 

(X, Y) E R 
2 
x R : -b(x) < y < h(x)}. Therefore we construct a map F : S —* 0 

with 

F :	,—*
b() + h()	+ 

2	b
0 

Then F maps the upper boundary Z = (( , ii) 
EOR 2X 

p: 1) = 0) of S on r and 

the lower boundary E = (( , 17) e R 
2 
x R:	= -b) on r 

I  

-b0 

Fig. 2.1. The domains 0 and S 

Now we list some properties of the map F: 

VFI+E	and DF'=I+E 
1	 2 

where E (i = 1,2) are 3x3-matrices with coefficients of order O(Dh,Db, 

h,b-b) as lxi -4 co. The derivatives of a function f : S —4 U' transform 

as follows: 

Daf = Vf+

	

	E VV3f 

(3 1 :5 1 cc i—i 

with E(3 of order 0(D7h,D7 (b-b)) as lxi —' m (171	i,ai). 

The functions that appear in the Navier-Stokes equations are transformed 

in the following way: 

U() = DF 1 (F()) u(F()) det DF(() 

P() = p(F())	 for	E S 

F() = DF 1 (F(.Z)) f(F()) 

By this U is defined such that div u = 0 in 0 is transformed into DIV U = 0 

In S. Furthermore we have U = 0 on E; UN = 0 on Z and u(F(.)) = U() +
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EU(t), where N is the outer normal to Z and E is a 3x3-matrix with


	

coefficients of order 0(h,V(b-b)) as	I -4 m (lal	1). 

The following lemma involves the form of 1 more closely. 

Lemma 2.1. Let (1 be a domain as defined above. Then for every v E H(Q) 

and V = DFvdet VF we have: 

a) OVDL (c)	CIIVc 
2 

b) IIVVIIL (S)	CIMO	and	VVIIL (S) S C0VIç1 
2	 2 

2	

1 

2 

ç 
C)	

fvP	
det(DF')I =

	_____	
4C v O 

	

v L (S)	2' 

	

'	 2 

h(x) 

d) I	f Iv(x1 ,x 2 ,y) 12 - 0 as I x J 	co (i,j = 1,2;	i 

	

X E	-b(x) 

	

-I	- 

Proof, a) The first estimate is Poincaré's inequality, which is true 

because 1 is contained in a strip of finite width and v is equal to zero at 

the lower boundary. 

b) This inequality follows directly from the transformation of the 

derivatives and part a). 

c) Let v E J(c), then we get with partial integration 

0	 0 

f	
ivI 

d	= -2M2	
b 
- + 4 f lvi IV vi 

-b	 o	-b 0	 0 
0 

	

J	
lvi s 4C(bo	1/4 

IV 
71
	dll 

	

b	
-11) -

0 

	

( 0	 '1/2 ( 0 

	

2	I	I 
S	 lvi 

o	1/2	J 
4C(b )	

( - 11)	J 

	

dI	I l iv vi2d J- 

	

1- b	-b
7? 

	

0	 0	 I 
and so

	

0	 0 

f v12 di a C(b ) J IV vI2di 

	

-b 
	

-b 

	

0	 0 

Integrating with respect to and extending the result to H(2) by 

contlnuity we obtain the result on S. Transformation of the integrals to 2 

and part b) show the result on
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d) This expression refers to the L2-trace on a plane xs const. Again we 

take v e JU7), then we get for a fixed 

I v(,x, y ) I 2 a 2 fvav dx	J (V 2 + 1 3v 1 2) dx 

Let	e c?: IX 11 >	), then we get with b) 

h(	,x fif	Iv( 1 , x2 ,y)I 2 a f	( 1 v 1 2 + IavI2)	a c HvO 
X 

2 
E R -b( 

1 
,x 2 )	

0	 ° 

vOç tends to zero as	- , therefore this is true for the Integral on 

the left-hand side. We get the corresponding result for x25 const by 

changing the roles of x and x. The result for v E H(Q) follows by 

continuity U 

Later we need a mollifier with support near the boundary. 

Lemma 2.2. For every e > 0 there is a mollifier ii(;c) E C(U;[0,1]) with 

supp 8i c (O,c); ji(O;c) = 1. p(c;c) = 0, (t;c) a cit"4 and 31(t;c)I a 

cit 
1/4 

for t>0.

• . _________________ 

Fig. 2.2. The mollifier gi(t;c) 

Proof. For every a > 0 and ó E (0,1/4) let r(t)	r(t;a,) be a


CW_mollifier corresponding to Fig. 2.3. The function t should have the 

	

- 1/4	 -1/4 
following properties: 0 a t(t) a t	everywhere; r(t) = t	in L2a5, 

(1-24c) and t(t) = 0 for t	aS and t a (1-)a. 

Fig. 2.3. The mollifier r(t)
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Let T = J, r(s) ds, then we define i(t;a,) = 1 - _- J t(s) ds. Because 

of
a(1-2c5) 

T 
> J	s'4ds 

=	
1-2)	

((.(1-26)) 3/4 - (2a6) 3' 4 ) ^

2a 
2ac5 

we define 6 by 4/3((a(1_28)) 3"4 - (2aä) 3'4) = 1/c such that l/T < c and 

18z1 = T(t)/T	ct 1 "4 . If we take a(c) = c/(1-3) and i(t;c)
-1/4 

	

we get supp 3	c (O,c), and for t e supp ai we get Ct	1 

gi(t;c) • 

3. THE-FLOW IN A FIXED DOMAIN 

Now we consider the Navier-Stokes equations 

(N)	PU + (u-V)u + Vp =	

}	
in 0 

dlv u = 0 

with boundary conditions 

(BI)	u=O	on r 

(2) un=O on r 
(3) t'T(u,p)n = 0	(i = 1,2 ) on r 

(5)	 u —*q	as I i —*a 

with 0 = (X, Y) e IR 2xR : -b(x) < y < h(x)}, h,b e (in E N, 0 < 

a < 1) where the functions b and h are known. Furthermore the derivatives 

of h and b-b up to the order m+3+a are bounded by exp(-c lxi) as lxi -/ 

Cc = const). The force density f is of class	with all derivatives 

bounded by exp(-c lxi), too. 

3.1. Existence and uniqueness of solutions. We will show the existence of a 

weak solution to this problem with the help of an a priori bound. 

Definition 3.1. Let 0 be a domain as described before. A vector 

field g E C(c2ur) will be called flux carrier, if it satifles 

divg=O	in 0,	gn=O	on r 
(G) + 

g=O	on r,	g —*q	as I i —*m. 

Definition 3.2. A velocity field u = g + v is a weak solution of (N), 

(fl), if g is a flux carrier, v E 1/(0) and
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V  

j 
f D(u):D(w) -	 I r w	V W C J(Q)	(3-1) 

o -r	(u,u,w}	
= 

or equivalently 

-r J	D(v):D(w) - (v.g+v,w) - (g,v,w) 

J

r	 I	,	(c).	(3.1')
D(g):D(w) + (g,g,w) +
	

fw	V WE J 

Equations (NI) correspond to (3.1): if u Is a classical solution we ob-

tain (3.1) upon multiplying (Nl) by any w e J(0) and Integrating by parts. 

The converse, that (3.1) implies (NI), will be shown In Subsection 3.2. 

Remark. The velocity v e H(Q) carries no flux, i.e. f vn do-	0 for


every cross-section A of 0. 

Lemma 3.1. Let 0 be a domain as described before and define 

(q,u,u)5 
V0 : =	sup 

ueff(S)\(0)	(u,u15 

For v > t' there exists a flux carrier g such that 

	

D(v):D(v) -{g,v,v)0 = --- J D(g):O(v) + (g,g,v)0 + J [V	(3.2) 
0	 ç1S 

implies	C for any v E H(Q), where C depends on 0, v and a (see 

Section 1). 

Proof. I) We construct g as follows: On a compact subset of 0 u r the 
velocity g consists of two parts, having their supports near the upper and 

the lower surfaces, respectively. At large distances g is the slightly 

disorted equilibrium velocity. To this end, we use some mollifiers: for any 

c > 0 let gu(-;c) E C((O,o);(0,1)) be a mollifier for extending the 

 r;.S) 

Fig. 3.1. The mollifier (t:c)	Fig. 3.2. The mollifier p(t;)
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boundary-value functions: p(t;c) a 0 for t a C;	(0;c) = 1, 3p(O;c) = 0


and gi(t;c), Iai(t;c)I a ct 1 " 4 . The existence of t was shown in Lemma 2.2. 

Furthermore we use p(;6) E C(;[0,1]) with p(t;ó) = 0 for I tI 2/6; 

p(t;6) = 1 for I tI 316 and Iap(t;6)I a c6, l atap(t;6)I a c62 for 216 

It  3/6. 

We set g = VFCdet DF 1 , where 6 = ROT Q and Q = Q + Q is a vector 

potential In S. We define 

O	0 

O =	--b3p(--ii;c) +	- ---b3 .t(b+;c) [i -p(I1;6)], 

O	0 

= Q6p (1i;6), with Q 
=	

o, --_	 bi) + -	b 3  0 

and get 6 = ROT Q 62 = ROT Then C = C + G2 satisfies: C = 0 on E; 

GN = 0 on E; DIV C = 0 in S and C(,ii) —* q as ii —*.m. With the trans-

formation of the velocity we see that g satisfies (6). 

First we estimate the term {g,v,v}0 of equation (3.2). We get 

I g , I c2C3det DF 1 [.11/4 
+	1 

1/4 
( - i)	(b+ ) 

for 1V 1p 1 
a 1. This implies

2	2	1/2 

j ig,v,v)0	a cc 	DF1 I I'I	+	It,I )J	lI v lI 4[ . f ç	 I (-i(-17 )
1/2	

(b+ 
1/2 

and with Lemma 2.1 and Korn's Inequality [91 we have 

a cC 1kV20 ^ CC [v,v)	.	 (3.3) 
s	6	0 

For the corresponding term with g we get 

{g,v,v}	
= 

2	.0	J 0 1	1,111	13113 

+ I

0 
(i)V 

3 
F 

3 
V 

1 
pva

1
v 

3 
detDF 

J  

with (i) =-- -3 
1

	b3-	] + b331). Because of 1v 1 p1 a Co the last Inte-


grand Is small on the support of p(;6). It follows that 

2""Q 
= tpq01v,00 

+ J R ,	 (3.4) 

where the term R consists of all terms, which are small on the support of 

p( • ;O). The function q is the equilibrium velocity q of S transformed to
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. With Lemma 2,1 and Korn's inequality we get 

I J' 
R1 1 a ()DvD,2M a Gf3()[v,vJ 

with (ô)—* 0 as 6-4 0. Let 

-	pqç.,u,u}0 

v(6) :=	sup	 (3.5) 
UEH(0)\{0} Eu,u)0 

Like Amick (4] we can show that v(ã) - v as ó* 0. Collecting (3.3) - 

(3.5) we get {g,v,v}0 a [ cC+ v(S)+ C(3) ][v,v]. If we choose e 
= 

and 6 = 6 sufficiently small and v > v, we get 

	

a 112(.)[v,v]	 (3.6) 

ii) With v = V + EV and g = C + EC for the velocities, the corresponding 

formulas for the transformation of the derivatives and partial integration 

we get for the terms on the right-hand side of (3.2) 

L
f^v 1 a 

s11LW)11 iiL(0) 
a CijviiQ 

fD(g):D(v) a I
f 

VT(C)N 
is 

AG V	+ JEVaGVV 

a I_{ V , C , C }si + fE	CcvV 

where 

E, EIJka = 0(h,V(b-b))	(IaI,II a 1, Iz I a 2; i,j,k E (1,2,3)). 

Now we divide the domain S into two parts, the bounded part S, = ((,) E S: 

< 
O and the unbounded part S'= S\S' . The function g and its 

derivatives have bounded integrals on S'. Poincaré's inequality and the 

bounded embedding W 1 (S' ) c L (ÔS'nZ ) lead to 
2 2 

LIS,AC 
V + {V,G,C}S, 

+ I f 
VT(C)N	a CIIVVOL(S.) 

In 5, we have C = q, therefore 

f.VT(G)N=	
f 

VT(q)N0 

as"rx, 
and

I	C.V = C(C) I V =	1	I	VN= 0 

because V carries no flux. Here X() is a part of the (,,)-p1ane for
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every E R, which lies in S and has N = (1,0,0) as normal vector. The 


triple product {V.G,G}s is zero because C = q in S. 

By h, b-b E W3 ( 2 ) we get for the remaining terms 

£ 7CVV1 + II £	C C VV I	VVIIL (S) a(3	 Ijk,a I )	 2 

where c =	C (SuE) II U 
1	,°h II 

3, 2, 2, O b-bO 3, 2R
2). So we get for-the terms at 

, 

the right-hand side of (3.2) 

-j JD(g):D(v) + (g,g,v} 0 + Lf.v	CIIVVDL CS)	CvD0 . 
2 

Collecting the estimates (3.6), (3.7) and the definition of [v,v) 0 it 

follows that [v,v]0 2C/(v,-v0)0v00. With Korn,s inequality we get the 

assertion Qv110 C(v,v,6 ,h,b,b0 ,a) . - 

Theorem 3.2. Problem (N), () has a weak solution u for every viscosity 

V > V. 
0 

Proof. Let (S 
m )	

be an expanding sequence of simply connected bounded 
mE  

subdomains of S such that S —3 5 as in —* m (see Fig. 3.3) and 0S is of 

class C3 . The sequence <0EO = (F(S))E of bounded C3 subdomai:s of 0 

converges to 0 as in .-

r) 

-In ________ ________ m m+T m+1 

Fig. 3.3. A domain S
m 

We consider the problem of finding a weak solution (up ) of (N) in 0 
M m	 m 

with boundary coditions 

U = 0 onr
m
 = 80 r1, 

un = 0,	tT(u,p)n = 0	 on r
. 
= 80 

a(Ixl)tmT(u,p)n + (l-a(IxI))u	(l-a (LxI))g	on 

with a Cm(; [0,l])-function a = a(t) such that, for 1 t > 0, M(t) a 1 
for m- t in + r and a(t) s, 0 for in + 2r t. So we are looking for a
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function u =.v + g, v E H(c1 ) and g as before, which satisfies 
M 

+JD(u):D() = (u,u,q+ fn Qp ,	V	E J(r2). 

Standard methods show the existence of a weak solution u in n. Because 
m M 

m 
Is bounded for fixed in, 'we have u e H(c1 ). The domain Q lies in a strip 
of finite width, so with Poincaré's inequality it follows IkL2W) 

for all u E H(ç1) and we conclude that H(c) is continously embedded 

In LW). This allows the analogue of (3.1) to be extended to all test 
functions in H(Q ). Choosing w = v we get 

M 

-- I D(v ):D(v ) — (g,v ,v I n 	--- I D(g):D(v ) + {g,g,v ) + I	v 
2 Jç2	m	 m	 2JQ	m	m	Js 

where v E H(Q), if we set v = 0 in QV2Thus each v satisfies (3.2) in 
Lemma 3.1, so that DvD is bounded independently of in. Hence there exists 
a subsequence (v) and an element v E H(0), such that v	—* v weakly In 

H(Q) as in —*co. Now we have to show that v Is a solution of (3.1'). For 
simplicity we now write v) instead of (v ). The function v is a solu-
tionof	 - 

-_JD(v):D() - {v,g+v,) - 

= -/ JD(g):D() + {g,g,) 
+ Jç&'	V	e J(0) 

For any given w E J(c1) we have supp w c 0 for some k, so that v satisfies 
(3.1') for that w, if in z k. With this fixed w the linear terms on the 
left-hand side of (3.1') define a bounded linear functional, say 
f : H(c1) — R. Then f (v ) —* f (v) as in ----) by the definition of w,g	 W,g m	w,g 
weak convergence. For the nonlinear part we have -r = (v,v,w} - (v ,v ,w) 0	 0 
and therefore 

-	(IIV_Vm D L(ç) IIVD L(n)	OVj4(0)HV_VII(0))IWD0 

For the bounded domain n the embedding W 1 W) c L(Q) is compact. So V 

converges strongly to v in L4Wk) and with Poincaré's inequality and 
Lemma 3.1 we. get 

ITM I S c1 11 w 11 0 (0 v 0 120 + IIVmOj,2,çi)OVVrnDL(0)	C II V_VmIIL (0 )' - 

where C 2 Is independent of in. With V —b v as in —+	In' L (0 ) m	 4k 
follows v,v,w) -iv ,v ,w} — 0 as in —* . Therefore v-Is a solu- 0	mm 0
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tion of (3.1'); and u = g + v is a weak solution of the Navier-Stokes 

equations . 

With standard methods one can show 

Theorem 3.3. The weak solution of (N), () is unique for large values Of 

and small values of	and a. 

To exclude that a classical solution Is in the generally, greater space 

H(c1) = { u e W 1 (Q): un = 0 on V , u = 0 on V , div u = 0 } 

	

2	 +	 - 

we show that for our type of domain the spaces ff(r1) and H(Q) are 

Identical. For that we need some notations: 

1(d) = { u e C ((1): un = 0 on F, u = 0 on F, 

supp u Is compct in (x,x)-direction in c2 }, 

0 
I Cr1) = { u eI(d): div u = 0 

H(c1)	= 1°Cd) ,	H(d) =.{ u E iic	Ddi	u = 0 

Furthermore we need the domains 

A	{z e R : R < Izi < 2R},	R 
d n AR . and	dIR = 

where dl is a small set such that Q is of C1 ' 1 type. Boundary pieces of 

are denoted by rR for the lower boundary. FR for the upper boundary, ?=	{z 
E dl: Izi = R} and S2R, respectively, for the lateral boundaries. 82R= FR 

.R	2R	 -R	 R	 - F u S u S	is the boundary of dl 	and 8(1 is the boundary of the 

smoothed domain(cf. Fig. 3.4). 

Fig. 3.4. The domains dIR and 6	 .. - 

Theorem 3.4. Assume the following: 

1) For every R t R > a, d1 is a connected domain and- ' for every V C 
L(dIR) =	L(dlR): (',1) = 0} there is a u e 01(dI') such that 

(i) dlv u = V in Q	 and (ii,> ll Du OL ' ( l R )	CROO L (C R ) .	-
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2) There is a C2> 0 such that ML (OR )	CwL(R). for w E H.(cIR). 

3) For every domain ?2R. = { . z E	Izi < R }. HM 	H*(Q2R). 

Then H(Q) = 

Proof. Because H(Q) c H(0) it remains to show H(Q) c 11W). Let 

v C HW) and .E C() be a cut-off function with (t) = 1 for 0	t	I 

and (t) = 0 for t	2. 

	

1.	11	t) 2

	1' 

Fig. 3.5. The function (t) 

The function C is monotonically decreasing in (1,2) with R' I	C3. We


construct for the vector v E H(0) a function v by vR(z) = v(z)(lzI) + 

u'(z), where R() = (r/R) and u is an element of	(cf) with div(uR) 

In 0 and D Du O L( R )	CRflV?fvOL(t.R). The existence of such a 

R	 R function u follows by assertion 1. The function y satisfies the boundary 

conditions (Bi), (B2) and is solenoidál because div v  = div(v)	+ vVC,' + 

div u R =	 R 0. So we get v E H(c2). Furthermore v R vanishes for Izi	2R. Thus 

its 'restriction to	belongs to 1I 0 W ). But, according to assertion ' 3 

	

2R	 2R R	 R	R H(c2 ) = HI (0 	so we can find a sequence 
{w) 

c I (c ) with w --4v 2111 2R	 n	2R	n  

in c . Extending the vector w to 0\ 0 by zero, we get w  C I° (0) and 2R	 n	2R	 n yR 
in Q. So we have 

nO. 
—	jv — VRIQ +	— vfl .	 .	 (18) 

With assertion 1/(u) and 2 we obtain 

= llDv- Dv( — vV - DulL (Q) 

(1 + C3C2/R + CGGJ IIDVIIL(\Q) 

From (3.8) it follows that fr — 
,wR 

C4Dv\+ — Selecting 

first a sufficiently large R and then a sufficiently large n .we can make 

the right-hand side of this inequality arbitrarily small; thus, any vector 

v C H(0) can be aoproximated by 4 sequence (w) in I°(0) .
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Now we want to apply this theorem to our problem. We have to prove the 

following assertions: 

1) In three dimensions the set 0 R a R0 a 0, is a connected and 
bounded C 1 ' 1 -domain. With the results of Giaquinta and Modica [15] one gets 
for all q E	 a u E	 which satisfies (i) and (ii). The constant 

C depends on Q by C(OR) = C1R. 
2) Because of the boundary conditions for w E H(c2) the Poincaré 

inequality is true for w with C2 independent of R. 
3) The identity of the spaces H(02') and H*(c2R) can be shown like 

Bemelmans has done in [10; Theorem 41. 

3.2. Regularity of the weak solution. In this subsection we examine the 

regularity of the weak solution. We show the inclusion u e C2 (c) u c(cur) 
and that there exists a pressure p E C1 (cl) u C(c&r), such that (u.p) 
satifies (N),() pointwise. Such results are standard for weak solutions of 

the steady Navier-Stokes equations and so we will only list the results; 

for proofs we reler to [12]. Let V be a bounded domain such that V cc 0 and 

	

eC(V). Then we take	= rot 'p e J(V) as test function in (3.1) and


partial integration leads to 

-(ti'p,rot w) + 1/v{rot 'p,w,w} = 1/v(rot 'p,f )	V ,p e Cm(V). 
V	 V	 sV	 0 

This equation can be examined by L 
p 
-estimates (cf. Agmon [2] for the proof 

of the, inner regularity) and by the results of Solonnikov [21] and Solonni-

kov, S6adilov [22] for the regularity up to the boundary. Repeated use of 

embedding theorems and the L - theory of Agmon, Douglis and Nirenberg [3] 

then show the regularity up to the boundary and the following decay result. 

Theorem 3.5. If f e C"(c2ur) n W1 (D) (m E O, 0 < a < 1) and u is a s	 2 
weak solution of (N),(), then 

U E CJ*2.a(c2ur) and v E Wm+2(D) (s a 2), 
ii) there exists a pressure p E C1.a(c2ur) such that (u,p) satisfies 
(N), () pointwise, 

iii) for every R,T E N with 1131 a m+2 and	a 

ID(u(x,y) - q(y))	—p 0, uniformly as lxi —.,co in D U 

ID7 (Vp(x,) — Vpfl	—* 0; uniformly as 1x1 —*ca in ) u 1. 

Theequivalent is true for the corresponding Holder derivatives.
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3.3. Decay rates. We now examine the asymptotic behaviour of the solution 

of (N), () as lxi —* w in o, in case Da(b_b ), D a h and EPf (iai a k+3, 
a k) decay like exp(-c 

2 
1 xl) as lxi —b co (c > 0). We show that Lfv 

(lai k+2) is bounded by exp(-clxi) in 0-, where 0-	F(S-) with 

S- =  .{ ( 7J) E S:	= i 1 I +	> } and	h	been chosen so large


that G = q in S-. 

We transform the Navier-Stokes equations to S and define the linear 

operator L in S .-, which contains the linear nondecaying part of the , first 

three Navier-Stokes equations LV = -vV + (q•V)V + (VV)q in S-. The 

Navier-Stokes equations and t.,Aq = -a = VP and (gV)q 0 give 

LV = -(V-V)V - V(P-P ) + £ in S- ,	 (3.9) 
a 1	 a 

V=0	 on z:= 

	

a. - a 

VN = 0

on E= Z i)--

T,T(V,P)N = £ 
a + a 

0 

Vi	* 0	 as 191 —* 

where E and £ contain the terms, which originate from the transformation 

of the derivatives: £ = O(Vh,V(b-b )) .A (VV) E = 0(Vah,Va(b_6 )); 

as ( = 3 2 and laj a 1). 

The components of the vector-valued function A are linear combinations of 

its arguments. For the investigations of the decay It Is more favourable to 

change to the rotational form of L and to work with the vector potential 

E V(S), where V = ROT 0 and DIV 0 = 0. We get the operator 

(L) 
p	 p	

: 2	- (
aS
q 

I 
a
Isp -

a
s
q

 I 
a
Ips 

+q8
sslp) 

- .c. 
Jsp 

(c 
Iki 

a
sk 1 

a 
1 j	IkI 
q +c a 

k I as  qj)	in 	:	(3.10) 


(p = 1,2,3) with-boundary conditions 

	

= ROT = O	 on E 

r 111 = ROT	 N=0

on 
T 1 . ' • MOT Ø) . N = 0

(3.11) 

, ROT 0 -, 0	as lxi —' =. 

In order to examine (3.10), (3.11) we consider the adjolnt problem. For 


> V the corresponding bilinear form is coercive and bounded. Since


Dirac's delta distlbutlon Is a bounded linear functional In V(S), there 

exists for each z 
0	 Jp 0 

E S a Green matrix function G (z ,) E V(S) (j, p = 1, 
.
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2,3) such that 

L G(z ,z) = cS(z -z)I	in S 0	0 

G(z,z)	ROT G(z,z) = 0	on E 

TG(z 
0 
,z) = NROT G(z 

0 
,z) = 0

	

	 (3.12)

on E 

T 1L T(R0T G(z,z))N = 0	+ 

G(z,z), ROT G(z,z) -, 0	as lxi —* Co. 

Then the solution of (3.10), (3.11) is given by (z) =
	

G(z,z)f(z) dz. 

For the Green function we have the following decay result. 

2 
Theorem 3.6. Let S = R x (-b ,O) and v > v . Then for each z E S: 0	 0	 0 
a) There exists a Green matrix function G(z, • ) E V(S), which solves 

(3.12).
b) There exist positive constants C = C(P) and c = c(') independent of 

z such that, with r = z-z 
0	 0 

a13
C/r3	 for	a 2 

VG(z ,z) L a	. °	°	
I Cexp(-c-II)	for	> 2, 

where a and 13 are multi-indices satisfying IaI • 1131 = 4. 
c) Analogous bounds hold. for derivatives of order 3, 2, 1 and O.with


	

C/r3 replaced by C/r2, CIr, C and C. respectively, for	a 2. - 

d) For lal + 1131 = k > 4 there are positive constants C such that	- 

VaV13G(Z,Z)I S Cexp ( cII)	for	> 2. 

Remark. Amick [5] has shown this result for the Dirichiet problem in two 

dimensions. All steps of his proof can a1sobe done with. our boundary 

conditions, only slight modifications are necessary. 

In what follows let v > v and we consider, for the present, the domain 

S ((,i) E 5: > d}, where d will be fixed later. We multiply-the 

Navier-Stokes equations (NI) in 0 with a function h e ci(0) and integrate 

over Q. By partial integration of the highest order terms and transforming 

the integrals to S we get 

' IS	V 
+	

H((G.V)V + (V . V)G5) — JVT(H)N 

=	IS	S 
H(1G — (G • )G + f 

S ) •+ 
P DIV H J 
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• f 
s 

E A (HG ac ,HG S	S 
VaV,HVVaG ,HVVaV,Hf ,HV°,P) 

J  

•fS 
E 

OLO 
A,2

- J H(VV)V 
(lal, 1131	1, IoI = 1). The terms £ and E	are of order O(VTh,V1(b_b0)) 

as oo('I a 2). Every term in the following text, which is denoted 

by E (i E IN), is of this form with 171 a 3. To avoid confusion we denote 

by G(C) the vector potential G). The variable of integration is z. 

Now we introduce a vector potential ip e { 0 e C(SuZ): = ROT 0 =0 on 

E; T'Ø = 0, ROT	N = 0 on E}. The existence of such a potential is 


shown in [12). Let p = p(;d) EC(ff;[O,1,)) be a mollifier such that 

p(t;d) = I for t d and p(t;d) = 0 for t a d-3. We define S = 

 

- d-3,d 
{(,i) E S: d-3 < < d}. Then for d-3 S a we have supp p c Sd3 and


supp p,, supp p c S3 
d 

So in the above integrals we get, C = q and 

therefore v!G = vAq = -a = VP and (G5 V)G5 = ( qV)q = 0. With the 

definition of the operators L and L and H = p ROT G we get for z E Sd 

the representation 

JS 
ROT G(.,,) (VV)V dz + T(z), (3.13)

d  

where TT+T and 
1	2 

T(z.) = -
	

ROT L(p ROTC) ç.dz- J	p ROT C .(VV)V dz 

d-3,d	 d-3,d. 

+ J	A(VoPVVaG,VP,VTG) do(z) 

d-3,d 

+ J	EV0pA(VãGV0V, CVVV, VG, VGVap) 

•d-3,d 
+ A(VaPVG(p_p)) dz 

T(z) VaGVVV, VTG , VaGVO.P) dz 

(I(XI,ILlI a 1, 171 a 2, jal 1, 1 a Jul a 2). 

For each fixed d a we define the Banach spaces C and E by 

C : C B d d (S uE ;3), 

£ :	E(SUE d ;1R3) -= {• E C: = sup-1 0(z) èxp ( c2 (Il-d ))I < 
ZES
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Lemma 3.7. Define 

( A )(z ) :	a	ROT C(z ,z) (V)V dz for z E S	Hal	1) a 0	0	 0	 0	d

d 

for all 0 E C and 0 E E. Then 

a) VAa C	c ( d )II0Dc ,	b) IA O D E	c(d)IIOIIE 

and c(d) —* 0 as d —, . 

Proof. a) Let 0 E C. Since G(z,z) is of class 14r2 we get 

I( A 0)( Z )I S	 S CVVjc 

where the constant C only depends on S. Because V E W1 (S) it follows 

II VV D L = VV O.2,S —f 0 as d —* . We now show A a	 0 d 0 E C. For z e S choose 
2	 d 

h such that z + h is in S , too. Then 
0	 d 

(A(XO)(Zo+h) - ( AO)(z) I 

s C S
	

— G(z,zflhJ(O . V)VI dz 

CpIICIIVVDLIIVa(G(z+h,.) - G(z..)flji 

with i/p + 11q = 1. Since V E W(S) (P a 2) and VVG E Lq(S) (1 5 q < 3/2, 
ri = 2,	I = 1) it follows with 

Hva (c(z +h,.) — G(z ,	S CIhIDVTG(z ,	---->0	as h —, 0, 0	0	 0	W	 0	0	1,q,S q 
that A a 0 E C. 

b) Let 0 E E, then AO E C by a) and we estimate II A OII E In two steps. 
1) Let S = {(,i) e S:	 2). Then for Jal s 1 

JVaROT G(z ,z) (0V)V dz 

C1	 IIoIIi) exp (-c ( I j -d )) I VV I dz 

S CIIVVIICexp(_c2(II_d))II0IIE 

where j VV = D VV H C(S) —* 0 as d —4 w. 

jj) Let S = {( , i) E S: O-II s 2). Then for lal	1
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I f VaROT G(z,z) (V)V dzi 

2	

CVVVOLOG(Z , )V	exp(_c2(_i_OI+iOi_d))IIQE 

S	
^ VV IIL

	)D,2 exp(-c2(iOi-d))ll1IJE 

where O G ( z ,	s const and QVVIIL -, 0 as d —* w 

Using Theorem 3.6 a tedious calculation 112; Lemma 3.171 gives 

Lemma 3.8. Let T(z) be as in the representation formula (3.13); then 

VtT E E (Iii	1). 

Now we are able to proof 

Theorem 3.9. If the distanced is sufficiently large, then the solution 

V of (3.9) is of class E(S). 

Proof. Formula (3.13) and the definition of A 
a 

give 

ROT	
10C1=1

i,b(z ) = V(z ) = I	a (A V)(z ) + ROT T(z 
0	0	0	L	a a	0	0	0 

= AV(z ) + ROT T(z ), for z E S 

	

0	0	0	 0	d 

with a ±1 or 0. For a Banach space 5 let () be the Banach space of 

bounded linear maps 5 —* . By Lemma 3.8 we have ROT 0T e E. So the 

equation V - AV = ROT .T has a unique solution 

a) in C, if d is so large that II A O ( c ) < 1 

b) in E, if d is so large that 11A 112(E) < 1 

By Lemma 3.7, the number d can be chosen in that way. Since £ c C, these 

two solutions are identical. Because V e C we get the assertion • 

By continuity of V on the set E S: S II d) we get V E £(S) 

for all d a a. Using this result In (3.9) we obtain LV - V(P-P) = 

(VV)V + g where g E £(Sd) for all d a . Using 13; Theorem 9.31 In the 
bounded domains 

S	{(,7)) E S:	j-1 <I < j+1; k-i <2 < k+1}	
(j,k >	+ 1) 

we get for sufficiently large v 

I VV ( z )I,	
[VV)(z), [V1(P_P)la(Z) s Cexp(-c2(iI-d)), 

for all z e S (1f31 s 2, kyl s 1 , 0 < a < 1). By induction and transforma-

tion to 0 one gets
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Theorem 3.10. Under the assumptions in the beginning of this section we 

have for the velocity v = u - g and the pressure p 

tI3v, D(p-p), (IA,), (D(p_P))a e E(0), 

for 1131 a k+2, 111 a k+l, 0 < a < 1. 

4. THE EQUATION FOR THE CAPILLARY SURFACE 

In this section we consider the problem 

Dh 
-D

	

	 + ch + f = 0	in R	 (4.1) 

v'l + lDhl2 

with a constant c > 0 and a function f E
B 

4.1. Existence and uniqueness of the solution. First we are looking for a 

weak solution of (4.1). That means a function h E C
1

' 1 (R') n L (Rn ) such co 
that, for any bounded domain U c R', h belongs to 14"(U) and	- 

Jn 
DhDq,411dx+cJ hcodx+J	fpdxO,	(4.2) 

IR 

for every V EW 1 (IR), Il = (1 + IDhI 2 ) 112. With the help of the correspond-

ing variational problem 

J (v) = I (i + Dv 12)1'2 dx + E_ I v 2dx + I fv dx —* mm	in BV(B 
k	j	 2j	j	 k 

B	 B	B 
k 

in a 
sequence 

of bounded domains B —b	one can show the existence of a 

solution of (4.2). 

Theorem 4.1. Let f E C1 (0). then equation (4.2) has a solution he 

n L(IR). 

Remark: The uniqueness of the solution follows later by Theorem 4.3. 

There we get IhI —4 0 as lxi — co, if lf(x)l is bounded by c1exp (-c lxi) 

for lxi a r 0 

The higher regularity can be shown with the help of the gradient 

estimates of Bombieri, De Giorgi and , Miranda (see, e.g. 110)) and the 

theory of quasilinear elliptic equations (cf. 119]). One gets (cf. (12))
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Theorem 4.2. If 1 E C 1 (), then the solution hof equation (4.2) is of 

class C''(fl) (k	2) and DhII.(n) S	C(Hfc1(n)). If 1 E Ck_2W 

(k a 3), then h is of class Cka() and HhOC1ca(n) s C(IIfIIic2,a(Irn)). 

4.2. Decay estimates. To show a decay estimate for h we construct 

appropriate barrier functions. To prove an upper estimate we set 

	

cS 
C = c 1	2 

exp(-c lxi) + clxi	(c > 0), 

where the constants c , c and c should be determined such that AS + cô + 
1	2	 C	C 

f a 0 for lxi > r and 5 a h(x) for lxi = r > 0. A is the negativ mini-0	C	 0 

mal surface operator Ah = _D [D h//i + DIll2 ). Suppose for a moment that 

we have chosen the constants appropriately, then with a maximum principle 

(20; Theorem 31) we get 

	

o (x)a h,	for lxi a r 
o .
	 (4.3)
C  

Thus h is bounded from above by 0 
c	r 

outside of B . If we are able to bound 
0 

the constants c and c uniformly with respect to c then, going to zero 

with c, we obtain the desired result for h. For brevity we set 

cexp(-c lxi). 

n11	

ation shows 

	

AS = --	(-c	+ c) -  WiiT 20 

With 1	i + 2(c c 
)2 

for c S c c we conclude 
12	1 2 

AS +c.5 +f 
C	C

C (	2	n1	2	
+ cixi	

nl 

	

c - c	 ___ + ____________	 Ic - _____ I + 1.	(4.4) ) 2	
+2(	

2	 lxi 2 
cc) 
12 

If -f a (c - c 2 )6, the right-hand side of (4.4) is non-negative for 1x12.2t 

(n-1)/c2 r2. To find a lower bound for h we set : - and get the 

requirement fa (c - c)00 . The constant c 1 can be determined as follows: 

With an estimate of Concus and Finn (see, e.g. 112, Theorem 4.5)) it 

follows that 1h1 a (n + c)/c + 1. Thus with (4.3) we get c 1 = (n + c)/c + 

1 and we have shown 

Theorem 4.3. If f E C(0) with lf(x)I a c1exp (-c2 l x l) for lxi a r, and 

c > c	c	(c - c )c , then the solution h of (4.1) satisfies ih(x)l 2	1	21 

1 exp(-c 2 l x i) for lxi a r 0	1 
, where c = (n+c 

1 )/c + 1.
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For the gradient we get 

Theorem 4.4. Let c > 0 and f E C1 () with lD ,f(x)l s c7exp(-c lxi) for 

ixi a r 1), then we get for the solution h of (4.1) Deh(X)I 

cexp( -c I x I ) for JxJ a rc , where c =	01cc	(lI = 1).ig 

Proof. Let us introduce some definitions: We denote by 9, := Ux,h(x)) e 

x e U") the graph of h over . The outward normal vector ii at a 


point (x,h(x)) is then defined by 

: W,(-Dh ...... -Dh,l) , W /1 + IDhI2 

Furthermore, we define the differential operators 3 = D1- it1.kD U = 1,2, 

• . . ,n+1) and V = 6 
1 
8 Let y0= ( x0 ,h(x0 )) E 9, be arbitrary and .9, the 

intersection of 9, with the (n+l)-dimenslonal ball in of radius


R = R = const and center y. Furthermore, let 9, be the projection of 

on 
s", 

then 9" is contained in the ball B = B (x ) (cf. Fig. 4.1). R is 
R	 R	R 0	 n 

the n-dimensional Hausdorff measure. 

Let w be defined by w := -log i,. From (23; Corollary 41 we deduce for 

R > 1/8 

w(y )C I w dR + CCJ (.9, ) , (4.5) 0	3J9 n	4 n R 

where C = R2sup{(-Dw,0); x e 9, and the constants C3 and C4 depend on n, 

cijhllC(9,) and 
OIC(9,R) 

With (23; Lemma 3] we get Vw a 1 w l 2 - a 

8h3f / V on Y. Hence we obtain 

C = R2 sup( (-7Jw,O); x e 9,) R2sup {Iafl; x E 9,R sup{18h1; X E 

Rewriting the Integral J w d as J wW dx and observing that  .9, 
n 

R R
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and that (I is uniformly bounded, we deduce for the first term of the right-
hand side of (4.5) 

C 3 J I wdH aC 
I I Dh I 2dx 50

R	 R 

For the second term we get with fl n (f R ) = I U dx a C 6 vol B R the estimate
yo

R 
CGn(5D ) a CR2IIfIIC1(B)DDhIJC(B)vol B 

Because of Theorem 4.2 the constants C , C and C depend on n, c and 

IVII C1 (B y Then we obtain from (4.5)	
5	6	7 

w(y) a C ' IDhI2 dx + C8R2IIfDC1(B)DDhIIC(B) .	 .6)

B  

So it remains to estimate the integral ' IDhI2 dx. Let , 0 a	a 1, be a 
B  

cut-off function being equal to I in BR and zero outside B such that IDnI2R 
I 

a hR. Multiplying equation (4.1) by ih and integrating partially we deduce 

JB{	
+ DhDiihIi' + (ch 2+ fh) . } dx = 0  

We have
IDhI 

2 

f Dh 2 dx a K	_________ ii dx ,	 ( 4.8) 

	

B	 1 
B	

+ Dh12 

	

R	 2R 

where K depends on I II C 1 ( n ) Taking the boundedness of h into account and 
inserting (4.7) into (4.8), we obtain 

TB	
dx a K J	(ID1I IhI i Dh i + i l l ii i1i) dx 

	

R	 2R 
and therefore 

I 1DhI2 dx a Kvol B 3	2R 

	

R	

iihiiC(B )iiDhiiC(B	+ iifiiCB2ROhiiCB2R	)' 

where the constant K depends on ii II C I (B	and n, but not on R. 

On the other hand, we deduce from Theorem 4.3 

DhiiC(B	a c exp(-c 2 (Ix0	 1	2 0 1-2R)) a c (R)exp(-c Ix H.	 (4.10) 1  2R


Furthermore, we have
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DIII C 1 (B )	r	 2 (ThI 1 Ic 1 ) exp(-c Ix I) .	 ( 4.11)

2R 

Using (4.9), (4.10) and (4.11) in (4.6) we get 

w(y)	IC 
5K 3 ( 1	 21	1 1	2 0 /RIIDhIC(B ) + c c exp(-c Ix I)) (  

+ C81 R2IIDhII C(B 2R )	2 )rexp(-c 
Ix 0 I) 

a C 9	2 0	 2R 
(R)exp(-c Ix I)(ODhIIC(B ) + exp(-c2Ix

J 

Moreover, since t/2 a log(1+t) if 0 a t a 1, we derive 

I Dh( x )1 2 a 4C9(R)exP(_c2Ix0I)[IJDhIC(B	+ exp(-c 2Ix0 I)) 2R 
and finally, for fixed R, we get IDh(x 0	10	2 0 )J a C exp(-c lx I) for Ix0 a r0 • 

For estimating the higher derivatives we transform equation (4.1) in 
such a way that the linear terms of the second order derivatives are sepa-
rated from the other terms. We get the equation th = (ch + f)t?+ 
D hD liD h - D liD liD h. Schauder' s interior estimates and induction then I	J	Ii	 II	J	• 

show (cf. [12; Theorem 4.9]) 

Theorem 4.5. Let h be the solution of (4.1). 
a) If f E C 1 () and iDf(x)I a cexp(-c2 IxI) for IxI a r0 (Iii a 1), 

then 

	

• iDh(x)j, (D'8h](x) a cexp(-c 1 i)	for I I a r	(Ii a 2), 

where c = c(iifiiC1(n)) and 0 < a < 1. 

b) If	 [Df](x) a cTexp(-c2 lxl) for lxi ?-- . r (3 a k E ,	a 
k-2, 0 < a < 1), then 

Df3h 	[h](x) a cexp(-c2 Ixl)	for lxi a r0 (lI a 

where c = c(liflI-za(n)). 

5. THE SOLUTION OF THE FREE BOUNDARY VALUE PROBLEM 

Now we come back to our original problem (N), ' (B). With the help of succes-
sive approximation (cf. Lemma 5.2) we show 

Theorem 5.1. Let f e Ck.A(0) (k E 11, 0 < A < 1) be sufficiently small 
and bounded by exp(-c xl) for lxi	r. If v > L ' then there exists one
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and only one eolution (u,p,h) E ck*2cur x 61A ( cIur ) x Ck*3AR2)	C


of problem (N), M. This solution satisfies 

IDa(P - p)(x,•)I a Cexp(-c2lxl) 
fPv(x, ')I	 a C2 exp(-c2 lxi) for lxi	r 

D1h(x)l 
a C3exp(-c2ixl) 

(ki a 1, 1131 a 2, l''l a 3), where C, C, C are some positive constants. 

Proof.	We choose 0 = (x, Y) E ff 3 :' -b(x) < y < 0).	For m at 0 we 

determine (up ) in 0 = (x, y) e	-b(x) <y < h (x)} as solutions 
m/1 m,1 m 

of the systems	 - 

-vtlu	+ Vp	+ (u	V)u	= f 
m/1 m+1 m/1 m+1 5

in 0 
divu	=0	

- 
m+1 

(P1) u	=0	 on 
M+1 

un = 0 ;	tT(u,p)n = 0,	(i = 1,2)	on 

U q	 as lxi —/m 
m+1 

We get the new surface r and by this the new domain 0	from (u 
m+1 m+1 

p)'by solving

D  

	

(.	I+1	'I.-	2 
(P2) nT(u ' p )n	-p +gh	-KD1 _______ I iflP. 

m m/1 m+1 m m/1 I ) I 2 
v 1+lDh	I 

m+1 

The existence and uniqueness of the, solution of (P1) and (P2) follow by 

Section 3 and 4. The existence and uniqueness of the solution of problem 

(N), (B) then ensue from 

Lemma 5.2. If f E 
o, a 
C (0 ur ) n L M) for all m, then the sequence 

s m m 2 m 

(Up , h )	defined by 0 , ( P1) and (P2) converges in C. 
M m mmEU 0 

Proof. We first show that the sequence does not leave the class C: in 0 

m m 

.2a ia 2;a 0 

1 
we get a soluti on (u ,p ) of the class c	x C

,	
(u For	,p ) E x 

	

1 

, 

i,a 3, 
C	the solution h of (P2)is In C	. If we now solve (P1) in 0 , we get 

m m 
..2,a i,a 

(u p )e	X  
M+1

,
 m.1 

To show the convergence of the sequence we first have to show a result 

about the difference of two solutions of (P1) and (P2) (cf. Lemmas 5.3 and 

5.4). The difference.of'-two solutions .(u,p)and (v,q) of-the Navier-Stokes
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equations in the domains 0 and 0 B is defined in the strip S. For that 
reason we transform the equations from 0 to S and get (U,P) and (U,Q) as 
solutions of the transformed equations 

V U + A2 V U + A 3 V U + A 4 U 
ji ji I	jmI m j	1 I I	Ij j 

	

+A5LJVU	,46 U 	+A7 VP=F	 in  j J I	JIi.J 1	11 	I 

V I U =0
I 

and
V V + B2 V V + B 

3 V V + B4 V

ii ii I	JmI m j	I I 1	1) j 

	

+ B 
5 
V V V +B 6 VV +B7 VQ=C	in  

J	j	I	Jil j I	1) j	I 

V I V =0
I 

where the coefficients A and B depend on the transformations F:S	0A 
and F :S —* 0 (cf. Subsection 2.2). With (3; Theorem 9.31 it follows that B	B 

II	- V II c2, 'sj + ll	- QIIc1a(s 

C() [Oh 
A - h OC3,a ( 2 ) + hF - G hl Co , ( s ) + II	-	+	- QIIC(s))' 

where the constant C tends to zero like 11v as v -, co. Because F = 

(DFY 1 f and C = ( DFY 1 I we can estimate the term JIF -, G II C0 . a (S) by 
11h A- hBOC3,a(2). too. The two last terms of the right-hand side are small 
for sufficienly large v, so we get 

Lemma 5.3. Let 0 und 0 B be two domains whose surfaces are defined by 
the functions h and hB and let (u,p) and (v,q) be the solutions of (N), A 
() in 0 and 0	then A	B 

	

lu - v2,a + h p - q II. c	:= lu - V ll 2 , c + ll	- Qll1 

a C(v) ll h A - hllC3,a 

where C tends to zero for large v. 

For the difference of two solutions of the surface problem we get 

Lemma 5.4. Let g and h be the solutions of the surface problems (4.1) 
for the data A and B, then 

ll h - gll3a ( 2 ) a K(P_ PB DC1,a + D UA_ u llc2 J + C(v) ll hA_ hDC3,aEl

 where the constants K andC are independent of g, h, A and B.
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Proof. We definew : h- g E C3a(2) and get 

(1+(3 h) 2 )3 'w - 23 h3 h3 w + (1+(8h) 2 )a W- 2	
1 

(a22g (alg 

+3:) 
-23 12g02g -	(3h + 8 1g)(f(B) + cg) )aw 

+ (allg(a2g + ah) - 23 12g8h - 5(3h + 32g)(f(B) + cg) )ew 

- c(W(h)) 3w = (W(h)) 3 MA) - f(B)) 

where 5 depends on Dh and Dg. Therefore w is the solution of a linear 

strictly elliptic equation. With Schauder's interior estimates it follows 

that 

D w ii C3.a2 ) •	Kf(A) - f(B) ii C1,a ( 2 )	 - 

K 1K 21P - P	i,a +	A - U 0c2 ; a) + CB (L.'flj hA_ hOC2a}. 

	

11t A	BC	 B 

where the constants K , K and C do not depend on the data A and B. The 1	2	8 
constant C(') tends to zero like 1/li as v —+ co. So we have shown the 

assertion of Lemma 5.4. . 

Now we continue	the proof of Lemma 5.2.	We can show that the map T 

(u ,p ,h )	—*	(u	'p	,h	)	is a contraction for small data.	We fix	the 
rn	rn	rn	rn+1	rn+i	M-1

data	f, p	and	g,	but	reserve	us	the	right	to	choose	the viscosity	v 

suitably in the end. With the Lemmas 5.3 and 5.4 we get 

-U	 C 1x ilU C,2,a+VP -P1,C(t.?) O hrn-hQ C ii3,+1 rn	rn	rn+ 1	rn rn - 9	 i 

- hiih C 3,a	
K(

- OU-u	i	2,a +	il	0 C 
i,al + C(v)iihrn- I-

h	V	3a. m	rn-i rn	rn-i C, in	rn-i ) rn-2C 

From	the	proofs	of	the	lemmas we	see	that	C9 (v)	and	C(i.')	are	small	for 

large i,.	Therefore,	we can choose	i. sufficiently	large such that C(L')K + 

C(v) is smaller than one.	Thus Lemma 5.2 is proven.	• 

Now we	return	to	the proof of	the decay estimates: "for the	velocity 

v	u - g'	and	the	pressure p - p	in c'	Cm = 1,2,'. J'we	have	shown	in 
M	in	in  

Subsection 3.3 that'  

'	-	 '	rn' DO  (P 	p.)( x ,')i,	i uBv	(x, -)1	cexp(-c	lxi)	for	lxi a r 
in	 1	2	 .. 0 

-.	-'	.8 [Da (p - p )]	(x,),	Lu v ]	(x,)	c
in 
exp(-c lxi)	for	W r 

M	a	 in	 1	2, 0 

('lcd	s 1,	1131	2 and 0 < A < 1)	if	the force f ,	the ' surface function h 
S rn-i
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and their derivatives up to the third order (and the corresponding 

Holder derivatives) decay as exp(7c 2 lxl) for lxi r0. Here c depends on 

the Ca(IR2)norm of the surface function h 1 . Since the sequence {h} is 

uniformly bounded, c Cm = 1,2,..) can be estimated by a constant C. The 

constant c is indeYendent of a. 

Because lDa ( P _ p)(x, )j and D13v(x,.)i ( j ai	1, 1131	2) and the 

corresponding Holder derivatives are bounded by exp(-c2 ix) for lxi	r,


we got in Section 4 for the surface functions h Cm = 1,2,...) 
a	a	a 

D h (x) , ED h ](x)	c exp(-c lxi)	for 14 r a	 a	 3	2	 0 
(iaI	3, 0 < A < 1) where c' Is a function of U u L2,a (	and J p-

Because of the uniform boundedness of these norms we can 

bound them by a constant C3. 

Now we have shown that Cv,p,h) Cm = 1,2,..) are uniformly exponen- 
tially bounded and therefore this is also true for the limit (v,p,h). So 
Theorem 5.1 is proven . 

Acknoulcdgcmcnt: The author thanks the referee for a hint concerning a 

redundant assumption (cf. Note) and is grateful to the redaction for their 

helpful suggestions in bringing the paper in this form. 

• Note: The assumption h —s 0 as lxi -* for the solution of the surface equation 

[12; Chapter 4] is redundant. It is not used in the proof of the existence of a 

solution and the decay of h. That means, if we first show the decay result for h, we 

can use It afterwards for the uniqueness proof. 
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