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Fractal Interpolation Functions from R into Rm 

and their Projections 

D. P. HARDIN and P. R. MASSOPIJST 

We construct fractal interpolation functions from lW -. R-, and consider the projections of their graphs 
onto R" x R. Since these projections still depend continuously on all the variables we refer to them as 
hidden variable fractal interpolation surfaces. The hidden variable fractal interpolation surfaces carry 
additional free parameters and are thus more general than, for instance, the fractal surfaces defined 
earlier by the authors. These free parameters may prove useful in approximation-theoretic considerations. 
A formula for the box dimension of a hidden variable fractal interpolation surface is presented.. This 
dimension parameter could be used to distinguish different textures on natural surfaces. 

Key words: Iterated function systems, fractal functions and surfaces, attractors, box dimensions 
AMS classification: 26A15, 26A18, 26B05, 41A46, 41A63, 58F12 

1 Introduction 

In this paper we use the theory of iterated function systems to construct fractal interpolation 
functions from lR' -. 1R" and consider the projections of their graphs onto R' x R. These 
projections depend continuously on all the variables, and following [ 31, are called hidden variable 
fractal interpolation surfaces. 

The fractal surfaces constructed and investigated in [ 4 1 and [5 1 can be used for interpolation 
and approximation purposes, in particular, for image compression and pattern recognition. The 
existence of a free parameter in the ; construction of such fractal surfaces allows for some freedbm 
in the description of the underlying model. The new hidden variable fractal interpolation surfacei 
carry m2 - 1 additional free parameters which could be used to better model or approximate 
natural surfaces, exhibiting a highly complex fine structure. 

The dimension of a function is a measure for its smoothness and related to the approximation 
order in many applications. For instance, it is a well-known fact that a function f € Lip', 

o <a < 1, has box dimension <2— a. We derive a formula for the box dimension of the graphs 
of hidden variable fractal interpolation surfaces. This dimension parameter can also serve as a 
means to distinguish or describe different textures on natural surfaces.' 

The organization of this paper is as follows: In Section 2we briefly introduce and revie'v the 
theory of iterated function systems, fractal functions and fractal surfaces.' Section 3 is devoted 
to the construction'of fractal functions from simplices in IR' into lR. In Section 4 we prove a 
result about the oscillation of such a fractal function. Section 5 introduces the hidden variable 
fractal interpolation surfaces, and there we prove the main theorem giving the box dimension 
of the graph of a hidden variable fractal interpolation surface. Examples of them close out this 
section. In the Appendix we give the proof of a rather technical lemma needed to prove Theorem 
6 in Section 5.  
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2 Preliminaries 

In this section we briefly review some of the relevant results from the theory of iterated function 
systems, fractal functions, and fractal surfaces. 

2.1 Iterated function systems and fractal interpolation functions 

Let X = (X,d) be a compact metric space or a closed subset of n E IkI, with metric d. Denote 
by H(X) the set of all non-empty compact subsets of X. It is easy to show that (11(X),h) 
becomes a complete metric space when endowed with the metric h : 11(X) x H(X) - 1l 

h(A, B) = max{sup{d(x, B) : x € A}, snp{d(A, y) : y E B}}. 

This metric is called the Hausdorff metric on 11(X). Let w = {w : X — X : i = N} 
be , a collection of continuous functions on X. The pair (X, w) is called an iterated function 
system on X (see [2]). If the maps wi are contractive, then (X, w) is called hyperbolic. If we 
define a set-valued map 14' : 11(X) - H(X) by W(A) = U,w,(A), for all A € H(X), then W 
is a contraction on 11(X), thus possessing a unique fixed point A, called the attractor of the 
iterated function system (X, w). This fixed point satisfies 

N 
A'= IV(A) =	w,(A) 

For a more detailed and elaborate presentation of iterated function systems we refer the reader 
to (1, 21. 

One can associate a code space with an iterated function system in the following way: Let 
A be the attractor of an iterated function system (X, w). Define E =	= {1,.. ., N}N. 
Note that	endowed with the Frdchet metric I . . 1 : E x E -. lR, 

Ji, ii - : 
lZm	Jm1 
(N + 1)m' 

with i = (im)m, .j = (jm)meji, is a compact metric space, homeomorphic to the classical 
Cantor set on N symbols. E is called the code space for the iterated function system (X,w) 
and its elements are called codes. We will denote the codes by small bold-faced latin characters 
such as i, j, etc. If i = ( i 1 , i2 , .. im, ••• ) € E, then i(m) = ( ii 2 . . im) is called a finite code of 
length m. The set of all finite codes is denoted by E. If i(m) is a finite code, we will write f for f, o f, o .. . o f,,, (function composition) and a = a, a, 2 . . a,,,, for products of real numbers 
indexed by the components of i. 

To each i € E we can associate a point 5(i) E A via 5(i) = w(A),.and the map S :	- A 
is urjective (however, S is not injective, in general). Thus, we will identify points on A with 
points inNote that, if i(m) is the initial segment of i € , then lim m_cG Wj(m)(A) =.A. 

Now let X = [0,1] x R and let I := {1.... . N). Consider a set of N + 1 interpolation points 
T{(x, y):0=xo<	<Zj	1, yj Ell, jEJ {0}UI}. Define maps w :X -* X by 

(a, 0\ (x\	fd_1 w(x,y) =	II	I + I \Cj S,J \ y J	e1_1 

where 0 < Is i l < 1 is given, and a, c,, d, e, are determined by the conditions w(0, yo) 
(x,_1, y-i) and w(1, YN) = ( Z i, yi) yielding 

a, = X i - z,_ 1 ,	C, = y, - I/i-i, 
d = x,_ 1 ,	e,_1 = Yi-i - iYo.
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Let V be the metric on R2 defined by D((x,y), (I,)) := Ix — 1 1+ /3I y - , where /3 is chosen 
so that 0 < 0 < min{(1 — a)/(1 + I c D} . Then it is easy to verify that w, is a contraction in 
the metric V. Hence (X,w) is a hyperbolic iterated function system possessing a unique fixed 
point C. 

We next show that Gis the graph of a continuous function f [0, 1) —+ IR that interpolates 
T. For this purpose, let C([0, 1]) denote the Banach space of all continuous functions satisfying 
1(x) ) = Y3 , j E J. Let u, : [0,1] — IR and v : [0, 11 x IR —* IR be given by 

u 5 (x) = ax + di	and	v(x,y) = cx + s i y + e, 

for i € I. For fE O([0, 1]) we define 

4(f)(x) = v(u1'(x),f(u'(x))),	for x E [x_i,x]. 

Let s := max { I s I : I € I). It is straight-forward to show that 41i maps C([0, 1]) into itself, and is 
contractive in the sup-norm with contractivity s. By the Banach Fixed-Point Theorem, has a 
unique fixed point f € C([0, 1]). It is easy to verify that W(graph f) graph (f) and hence 
G =graph (f). Following [1] we call f a fractal interpolation function. In, the next subsection 
we show how a modification of the above construction can be used to obtain frnctal surfaces 
defined on triangular regions of 1R2. 

2.2 Fractal interpolation surfaces 

Let D be a closed non-degenerate triangular region in 1R 2 and let  = { qi,.. . ,q.} be m(m >3) 
distinct points in D such that {ql,q2,q3} are the vertices of D. Given real numbers z1 ,.. . ,Zm 
we wish to construct a function f such that f(q) = z, i = 1,... ,m, and whose graph is 
self-affiñe. We decompose D into N non-degenerate subtriangles a,,. . - . ,aN whose interiors are 
non-intersecting. We assume that the set of vertices of { a 1 }. 1 equals S. Let k : {1, . . . ,N} x 
{ 1,2, 3} —* { 1,. . , ,'n} be such that {qk(l) gives the vertices of a. 

Let i € {1,. . . , N}. Since D and a i are non-degenerate there exists a unique invertible affine 
map u :	JR2 satisfying

-,(q,) = qk(,),	j = 1,2,3.	 (1) 

Let s 1 be given such that Is i I < 1 and v :	—* JR be defined by 

Vj(x,y,Z) = ax + by + 3z + c,	 (2)


where a,b2 and c 1 are uniquely determined by 

v(q,,zj ) = Zk(I,),	j = 1,2,3.	 (3) 

Let C(D) be the Banach space of all real-valued continuous functions defined on D endowed 
with the sup-norm. Define a mapping : C(D) — iP by 

*(f)(x) =.v(u,1(x),f(uT'(x))),.	for x € a.	 (4) 

We next find conditions so that takes C(D) into an appropriate subspace of itself. With the 
above definitions for u, and v, we have (f)I,, € C(a) and (f)( qk()) = zk(), whenever 
f € C(D)and 1(q,) = z3 , j = 1,2,3. If a and a i, are adjacent triangles with common edge 

it remains to be determined whether '(f) is well-defined along	that is, whether,(f)

satisfies the "join-up" condition: 

v,(u'(x), f(u'(x))) = v(u(x), f(u(x))),	for all x E	 (5) 

Equation (5) is satisfied if, for instance, the boundary data {(q,z,) : qi € OD) is assumed to 
be coplanar (see [8]) or if the graph associated with the triangulation {a 5 } 1 has chromatic
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number 3 (recall that the chromatic number of a graph is the least number of symbols required 
to label the vertices of the graph in such a way that any two adjacent vertices, i.e., vertices that 
are joined by an edge, have distinct labels, see [41). 

Now let P be a non-vertical plane in R 3 , and let Cp(D) denote the collection of all continuous 
functions f : D -* 11 such that (x,f(x)) E P. for all x E D. Let CB(D) denote the set of all 
continuous functions f D -. Ut such that f(q) = z, qj ED, j = 1,... ,m. 

Theorem 1. Suppose the points {(q,,z) qj E ÔD} are contained in a plane P c Ut 3 . Let 4' be 
defined as in (4) where u1 and v1 are defined as in (1), (2) and (3). Then 4' : Cp(D) - Cp(D) 
is well-defined and contractive in the sup-norm. The unique fixed point of 4' is the graph of a 
continuous function f D -* JR satisfying f(q3 ) = z, j = l,•••, M. 

Let D be a polygonal region, {o- 1 }Y a triangulation of D consisting of 2-simplices Ui with 
non-intersecting interiors whose union is D, and Q = {q,.. . , q,,} be a set of vertices of {ai}i. 
Let { rk'} 1 be M simplices each of which is a union of some subset of {a}. 1 . Order Q such 
that {qj,... ,q} c Q are all the vertices of { rk } i . We call t : 11,.. .,m} - {1,...,n} a 
a-labelling associated with { rk } 1 and {a1 } 1 if { q((,), qe( 3 '), q,(") } are the vertices of some 
rk whenever {qj ,q3 i,qji} -e-the vertices of some a 1 . Let u i and v1 be the unique affine maps 
satisfying

= q3	and	vl(qe(),ze(,)) = z 7 .	 (6) 

Thus u(7k) = cr, for some Tk. 

Theorem 2. Let t be a cr-labelling associated with the triangulations {c} 1 and {rk } . 1 . Let 
u1 and v1 be the unique affine maps defined by (6) , with s = s, 0 < Isl < 1. Let 4' be defined 
as in (4). Then 4' : CB(D) - C(D) is well-defined and contractive in the sup-norm with 
contractivity s. The unique fixed point of 4' is the graph of a continuous function f : D -* Ut, 
satisfying f(q) = Zj ,3 = 1,•-• ,m. 

The interested reader is referred to [4, 81 for the proof of Theorems 1 and 2 
The function f is called a fractal interpolation function and its graph a fractal interpolation 

surface. For a more detailed discussion of these fractal surfaces and their properties we again 
refer to [4] or [8]. 

2.3 Dimension 

We recall that the box dimension (sometimes also called the fractat dimension or capacity) of a 
bounded set S c Ut' is defined as

logN(S) d = lim	 provided this limit exists,	 (7) - loge 

where AI(S) = min{card C : C is a cover of S consisting of n-dimensional e-balls}. 
Recall that a similitude f : R'1 - RTh is a mapping satisfying 

11f  - f(x')II = 3 li x - x'iI, 

for all r, x' E UV and some scaling factor s E R. It was shown in [6] that such a mapping S is 
of the form

S=So+tv, 
where 0 is an orthonormal transformation on Ut' 1 and t,, : JR -* IR'1 , x '- x + v, the translation 
by v E R'1.
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Theorem 3. Let u, and v i be defined as in (1) and (2), respectively. Suppose u, is a similitude 

on 1R2 with scaling factor a, i = 1,...,N. If {(q,,z,) : j = 1,... ,nz} is not coplanar and 


sa 1 > 1, then the box dimension d of graph (f) is the unique positive solution of 

N

	

I s l a ' = •	 (8) 

otherwise d = 2. 

Proof. See [4] or [8] (this theorem is a special case of Theorem 5.1 in [4] and generalizes Theorem 
5 in [8] to a certain extent)U 

3 The construction of fractal interpolation surfaces in n+m 

In this section we construct fractal functions which map a polyhedron D ç RI into	This

construction is given in a general setting. 

Let D be a polyhedron made up of finitely many n-simplices a, g 1R', i = 1,...,N. Denote 
by Q the set of all vertices q, E D,j = Al.1..... Let {(q,zj ) E D  lRtm :j = 1,...,M} be a 
given set of interpolation or data points. Let ik be an n-simplicial complex in D that is a union 
of some of the a,'s, k = 1,... ,I(. After relabelling - if necessary - we write qi,... , qL for 
the vertices of rk . A function £ : 11,. ..,M.}	{l,... ,L} is called a labelling map if whenever

q,,, .. . , qj,,.j are the vertices of some a,, then q (,)... .. q€( + ,) are the vertices of some Tk. 

Now we are ready to set up the maps that will define the fractal function. Let u, : IIV' -* lR' 
be the unique affine map such that 

uj(q 1 ) = q,,	for all q, E a 1 ,	 (9)


= 1,... ,N. The maps u 1 can be represented as 

	

u(x) = Ax + D,	 (10) 

where A, € Ma,,, the algebra of all n x n matrices over lIe, and D, E Rt . Let B E Mmm and 
suppose that the spectral radius s of B is less than one. Note that there exists a norm	lB 
on 1m such that the induced matrix norm of B equals s. Let v : IR" x j m	m be the unique

affine map of the form

v(x,y)=C,z+By+E1,	 (11) 

where C1 € Ann, E, E m are such that 

	

v(q(3),z()) = z,	 1	(12) 

for allj uch thatq, E a,, and for all i	1,.....N. Let C = {f E C(D,R) : 1(q3) = 
z3 , j = 1,. .:,M}. Define a norm	on C by 1111100 = sup{f(x)lIa : x E D} and let

4' :C - C(D,lRm ) be defined as 

	

(4'f)(x) = v(u1(x), f(uT'(x))),	for all x € a,,	 (13)


i=1,•,N. 

Theorem 4. The mapping 4' in (13) is well-defined, maps C into itself, and is contractive in 
111100.
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Proof. Clearly 'I(f) is continuous on each 01. Let	= 4 (f) l.., i = 1,...,N. Suppose a, and

o,, intersect along a face, i.e., aj fl a,' = F, where F is a p-simplex with p < n. To prove that 
1 is well-defined it suffices to show that 45(F) = 1 .(F). Note that

* O
i(qj ) =	= ,'(qj) for


each vertex q, E F. But (9) and the fact that each z E F is a linear cmbination of the vertices 
of F imply that 1 (x) =	for all x E F. Note that 4(f)(q3)	z, j	1,..., M, by (9)

and (12). Therefore, 4 maps C into itself. Now let f,g ° e C. Then 

ll'(f)	'(g)ll	= sup 1<1<N{11 vI( uI'( x ), f(u(x))) - v(u'(x), g(u(x)))llB	E D} 

= sUp l<i<N{II B (f( Ui( r)) - g(u(x)))IlB x E D} !^ s ill - gll,U 

By the Banach Fixed-Point Theorem has a unique fixed point f E C, and if I € C, then 
4"(f) converges uniformly to j. The graph G of f is the attractor of the iterated function 
system (D x R" w 1 ,; .,WN) where	 - 

	

(Y
T) = 

((x, 

u,(x)
i = 1.... . N.	 (14)


 y)J 

The associated set-valued map W H(l1." x 1W") -* H(lll." x	satisfies W(graph f)= graph 
(f), for any] € C, and, in particular, 

W(graphf)=graphf. (15) 

As above we call f a fractal interpolation function. We refer to its graph as a fractal interpolation 
surface. 

Throughout this paper we use the notation ( 4 1 f)(x) = v1 (u'(x), f(tij 1 (x))) where v1(x,y) 
is such that w1 (z,y) = (t 1 (x), v(z,y)), for all finite i € E. 

4 The oscillation of f* 

In this section and throughout the remainder of this paper we will assume that D = a, where 
is an n-dimensional simplex with the property 

a= U aj,	 °	 (16) 

for some 1 < N € 14, and where each a, is similar to a. (That such a simplex exists follows 
from the theory of Coxeter groups. At this point we refer the interested reader to [5] for a more 
detailed description of foldable figures and.their relation to Coxeter groups.) This then implies 
that if Uj is of the form (9), A i has to be a similitude with scaling factor a < 1, i.e., A = 
where O i is an orthogonal transformation on R". Let usalso assume that B is  similitude, i.e. 
B = .sO, 0 an orthonormal transformation on IP'. 

Definition 1. An c-cover C. of a bounded set S C It" is called admissible if it is of the form 

C = {B(i) :	ES and Jr,, - rl ^! e/(2/i) for all r0	ra'),	(17)


where B(ra) denotes the n-dimensional ball of radius e centered at cm E S. 

Remark. These admissible covers will also be used in the next section to calculate the box 
dimension of the projections of graph 1' onto It" x lit.
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Definition 2. Let S C II be the domain of a function I :	— lit tm . The oscillation off over

B C S is defined as

(f; B) = sup 11(x) — f( x')II,	 (18)

xx'EB 

and the e-oscillation off over S as 

	

cl(f; S) = inf F w(f; B)	 (19) 
BEC, 

where the infimurn is taken over all admissible c-covers C of S. 

Now let S = D, the domain of f : D — lit tm . Recall that M is the number of interpolation 
points (qj, z,). We need the following lemma. 

Lemma 1. Suppose that 

(a) the set of interpolation points {(q, z,) : j = 1,..., .f} is not contained in any n-dirnensio--
nal hyperplane of litn+m, and 

(b) Y 1 sa 1 >1. 

Then
lim	D) +oo.	 (20) 

Proof. Condition (a) implies that there exists an E b (where b denotes the interior of D) 
such that V = III(i ) — ir()II > 0, where 7r : — m is the unique affine map such that 
ir(q,) = z3 , for each of the n + 1 vertices q .... . qn+i of D. Let D' be a closed and connected 
subset of b such that whenever x E D, there is an x' E D' with [If *(x) — f*(x I)II < V/2. Let 

> 0 be the distance between D' and OD. Let 0 < e < 77J2 (a = min{a : i = 1,... ,N}) and 
let E. be the collection of all finite codes i € E such that 

2e < 17 a < 2c/a	 (21) 

holds for i but no curtailment of it. Since 7r() is in the convex hull of {f( q ) : j = 1,. .. , n + 1 
we have r(i) = E7a,f(q) where a ^: 0 and Ejai = 1. Let x3 E D' be such that 111(q,) 
f(x2 )II < V/2, for j = 1..... n + 1. Then	 0	 0 

(f; D') ^! EoIIf(i) — f(x,)II ^! q IIf() - 7r(1)II - II)o,(f(q)) — f(x,))II ^! V/2. 

Using equation (13) we have 

'(f; u 1 (D')) ^: IIf( u (i )) — z:3 cjf(u(x,))lI 

^	I(f)(u()) - (l)(LI(.))II — 1( I -)(u ()) - Ej aj(4V)(u(xj))II 

=	lIBII(IIf() - 7r(.i,)II — 117r(i) — >., ajf(x )lI) ^! s (1//2). 

Note that	(f; u ( D')) ^! j(f'; u(D')) since f is continuous and u 1 (D') connected. There-




fore, using (21) 

	

e(f D) ^! (f• ;U ig(D')) = F Q, (f u(D'))	(si) (V/2).	(22) 

From (21) it also follows that (a i /e) 1	< (2/ia)'=: y'. Thus 

> sv >	(a's) 1E' =	(asj) (a'V) c_' +I	(23) 
I	 I	 1
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where d is the unique positive solution of E1sa_1 = 1. Note that d> n by condition (b). 
We define a probability measure I L on E by ji(i) = s•1a, for any cylinder set i. Since E, pai -

1 

titions E, we have 1 =	= E Er sa	. Therefore, (f; D)  
where 7r = max i jai ) and k = min {I i i : 1 E E}. Since k	as C - 0+, the result follows U 

Theorem 5. Assume that the hypotheses of Lemma 1 are satisfied. Then there exist positive 
constants e0 , k 1 , and k2 such that

k1 c 6 < 1 (f; D) !^ k2 c 5 ,	 (24) 

for all 0 < c < co, where 5 is the unique positive solution of>	sa = 1. 

Proof. Let i € {1,.. . ,N}, let 0< e < 1, and suppose B,,(r) g D. By (13) we have 

(f; u(B,(r)) =	sup	II v (x , f(x)) - v(x', f(x))II 
x.x'EB(u1(r)) 

	

^ II B IIw(f; B., 0 (r)) +	IICII .	 (25) 
ai 

Let D, = {x E u(D) : dist(x, Ou(D)) ^! 2c}. Note that Di 54 0 for c small enough. Further-
more, if C is an admissible --cover of a set S and x is a point not covered by C, then C U B(x) 
is an admissible c -cover of S U {x}. Thus, any admissible cover of a set S may be extended to 
an admissible cover of a superset of S.	 S 

Let C,0, be an admissible c/a s -cover of D. If we apply u i to this cover we obtain an 
admissible c-cover C of u(D). Let C = {B € C : B,' n D 0). Note that C = U i ji is an 
admissible c-cover of Ui Di and may be extended to an admissible s-cover C of D by adding 
c-balls with centers in D - U1 D1 , as described above. Therefore, 

w(f,B)=	w(f,Bé)+ 
BEC.	 B e Ee	 fiEC.-C. 

It follows from (17) and vol(D - Li1 D 1 ) < 4E vol, 1 _ i (U1 0u 1 (D)) that there exists a positive 
constant co such that C - C contains at most c0s	c-balls. Thus 

w(f, B) <2IIfIIcoc' 1 .	•. 

BEC—C 

Furthermore, if B € C, then B = u 1 (B 1, ), for some Beia € C,, 0,. Hence 

w(f'; B ) = >J	(f;Be,)<>	S 
B€d.	 i B 10,	 i B10, 

Note that by (17)	 (2c/a1)11C111 < c 1,-", for some c 1 > 0. Therefore, 

l (f; D) <

	

	 s(f;Be,a,)+c2c',

i 

for some c2 > 0. 
Since the above inequality holds for any admissible s/a 1 -cover we have 

(f; D) < ' sQeia (f; D) + c2c' 1 .	 (26)
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On the other hand, if C is an admissible cover of a = tt(D), j = 1,. , N, then we have again 
by (13) (assuming .s 0) 

w(f, B4O.(uT'(r0))) = SU PZX€B(,) II(vr'(x,f(z))) - vi '( x" f(z'))II 

!S 11 B ' I .'(f; B(r0)) + 2IIBT'CAIle, 

for all B(r0 ) € C. where vi 1 is such that w( . , *) = (nT'(.),vr1(., s)). Thus 

eiaJf D) <	sf1(f; a) + Co > (	lIBC1 A i ii) Cn+l, 

that is,
1Z(f; D) 2: >2sci5(f; D) - c l e 1 ,	(27) 

for c 1 = co(, IIBCA II) > 0. Note that (27) holds trivially for $ = 0. Hence, combining (26) 
and (27), we have 

	

>112 s 15,(f, D ) - c1C'" <	(f; D) < >2 s .1a,(f; D) + c2e'" 1 .	(28) 

Now let y =	sa	and let ?i = max {a, : i = 1,..., N}. By Lemma 1 we can select 
E0 > 0 small enough so that fl(f; D) ^ [2c 1 /(y— 1)]', for e < e	'-o/q. Choose 
K 1 > 0 small enough so that K&	< [C,/(-y - 1)]e_'	and K2 > 0 large enough so that 
fl.(f, D) 5 [c2 /(1 - 7)]c'' + K2s 5 for	< C < Co/a. Define functions	(0,CØ] -+ R by 

	

= (-) 
e" + I( 1 e 5	and	) = (--) 

e'	+ K25, 

respectively. It follows that, for all co p(s) < Q(f; D)	Note that 

w(e) = >2 s(e/a) - C1C' 4	and	7W = >2s(6/aj) + c2C"" 

If e0	< eo,then Co < C/a t < e/g and 

cz(f; D)	Alai W; D) + C2E	< >2 s7 (Ela i ) + C2E 

Similarly, ç(c) :5 Cl(f; D) for ?ICO	< co. 

	

Now, if() < fl(f; D) < (c) holds for (?rCo :5 e	Co, it must hold for (eo	C	Co. 
Therefore, (e) :5 l(f; D) ^ (C) for all 0 < e < co Since S	ii - 1, there exist positive


constants k 1 and k2 such that k 1 c 6 < !(f ;D) !^ k2c5• 

Remark. The inequalities in(24) imply that 5 = iim_o+ logcl(f;D)/(—logc). In the next 
section we will relate this result to (7). 

5 Dimension of Projections 

In this section we calculate the box dimension of the projections of graph f onto Rn x R. 
We shall assume that n 1 (x) = Az + D 1 , where A i is a similitude of norm II A II = a,, 

and v(x, y) = Cx + By + E, where B = sO for an isometry 0, i = 1,. .. , n. We consider 
the components of f = (fr,... 

f)T (Here T denotes transpose.) In what follows we fix 
j E {1.... . m}.



544 D.P. HARDIN .,id P.R. MASSOPUT 

The graph of f, is the projection of graph f onto lR' x 0 x ... x lR x ... x 0, where the factor 
R is in the jth position. Since f; still depends continuously on all the variables, we refer to it 
as a hidden variable fractal interpolation function, and to its graph as a hidden variable fractal 
interpolation surface. 

Denote by At,.. , .\, and by h l ,.. . , hm the eigenvalues and orthonormal eigenvectors of 0, 
respectively. Let us order the eigenvalues of 	in such a way that A 1 ,... ,A are all the distinct 
eigenvalues of 0, 1 <	m. The canonical basis of R" is denoted by {e i , .. . ,e}. Define 

	

Ckj = (hk,e,)
	

(29) 

((., -) denotes the Euclidean inner product in	We can write 

	

r(x) = E bk(x)hk,	where bk( X ) = ( 1(x ), hk).	 (30) 

Also, 17(x) = ( f(x),e3 ) . Let I(,,) he the set of all indices from (1.... . m} indexing the same 
eigenvalueof®,kE {1,...,;i}, and let 

d,(x) = E bk(x)ck.	 (31)

kEI() 

Theorem 6. Suppose that (i)d fr	0, for some ii E {1.....} and (ii)	as > 1. Then

the box dimension d of graph 17 is the unique positive solution of 

	

= 1;	 (32)


otherwise d = n. 

Proof. To prove the theorem we will make use of a special class	& > 0, of covers of graph 17.

The covers 9, E A are defined as follows: 

	

= {Be(ra)x[ya+(k1)&, y+kc] : Yo	irf fJ , y+ne > sup 17 k = 1,... ,n; Tl E l}, 

where {Be (r)} is an admissible e- cover of D. Let AI(f7; D) = inf{I G I: G, E K}. 
Next we show that it suffices to consider covers from A to calculate the box dimension 

of graph 17 . Let c be an arbitrary minimal cover of graph f, consisting of sets of the form 
B(r) x [z, z + e], z E R. Denote by Ac(f; D) the cardinality of this minimal cover. Then we 
obviously have

.Ac(f;; D) <Aq fJ; D).	 (33) 
But since {Be (r)} is an admissible cover of D, we also have that B 12 ,ç(r) 11 B ,,2j (r0 ) = 
0, r Ta, and that the number of balls contained in the ball B 12 (r) is less 
than or equal to e = (v' + 1) 1 . Thus any i3(r) meets at most elements of any admissible 
c-cover of D. Hence

.tIe(f;D) <3Ac(f7;D).	 (34) 
Note that by (17) there is a constant c > 0 such ICI < cc' for any admissible c-cover of D. 
Furthermore, from (18), (19) and the definition of .iV'e(f, D) we have 

	

& (f', D) - c 1 &' < VT.(f', D) < & cle (fj, D) + c2 e	 (35) 
for some positive constants c 1 and c2. 

Since ,(f7; D) < l (f; D), Theorem 5 and (34) imply 

Ac(f;; D) <k2s_d	 (36) 
where k2 > 0 and d is given by (32). We next derive a lower bound for AI (f; D). First we 
derive some estimates on
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Definition 3. For 1.: D - ll we define 

,(f;D)=sup	-(f; B,)	 (37) 

	

UEC	) 
where the suprernum is taken over all admissible c-covers C, of D. 

Lemma 2. Let I D — R and let c > 0 be arbitrary. Then there exist positive constants K, k1, 
and k2 so that 
(i) cI,(f; D) <!T,(f; D) 15 Kl,(f; D) and 
(ii) k 1 11,(f; D) :5	D) < k2 Z,(f; D), for any c > 0. 
Furthermore, k and k 2 depend only on f and c. 

Proof. (i) Let C, be an arbitrary admissible c-cover of D and let C be an admissible c-cover of 
D such that >B'EC' ,(f; B') <2l,(f; D). For each B E C, let 5(B) = {B' E C' , - B fl B' 
Then any B' meets at most = (4Th + 1)" elements of C,. Furthermore, since 5(B) J B fl D, 
we have w(f; B) :5 EB'Es(B) i,(f; B') for an y B E C,. Thus 

> w(f; B) <	F w(f; B') < 1 w(f; B') < 2,(f; D). BECK	BEC, B'ES(B)	B'EC 
(ii) As in Section 4, it follows that any B,,,(r) meets at most [2(c i /c2 + 1)/+ 1]" elements of 
an admissible c2 c-cover of D for any c 1 , c2 > 0. Now the result follows as in (i) U 

We obtain alower bound for 1l,(d; D) using a functional inequality as in the proof of Theorem 
5. In order to get the induction started we use the following lemma whose proof is given in the 
appendix. 

Lemma 3. Suppose that conditions (i) and (ii) of Theorem 6 are satisfied. Then 

lim A;(f; D) = + 00. 

Observe that

	

f; =Ed.	 (38) 

Using Lemma 2(i) and (38) we obtain 

cle(f;; D)	(d,; D) 15 K >1 n, (d.; D).	 (39) 

Lemma 3, (35), and (39) and possibly reindexing yields 

limsupc"(d; D) = +00.	 (40) 

By taking the inner product of (30) with Il k and using (31) we obtain a functional equation for 
d:

d(u(x)) =cix + E 1 .	iitcti) + sd(x)	 (41) kEI(.) 
for x € D, i € {1.... . N). Arguments similar to those in the derivation of (27) lead to 

11,(d,; D)	sf1,,0,(d D) - cc"",	for some c > 0.	 (42)
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By Lemma 3 and Lemma 4(u) there exists an e 0 > 0 such that fe(dv; D) ^: 2c/(7 - 1) for 
e0 :5 e qeo/g where y = sa and a = mill ja i l. Thus we can choose K1 > 0 small 
enough so that

/ 
f(d,; D) > (	e 	+ K 1s',	for Co !^ E < Co/a.	 (43) 

Using induction and (42) we see that (43) holds for all 0 < c < e0 . In particular, we have 

	

(dL,; D) ^: It 1 E 1	for 0 < e	Co.	 (44)


Let i E , Iii = £. Note that by (30) we have 

f(-1 (x)) = v1 (x,f(x)) = c j x + Bf(x) + E1, 

for x E D. Therefore, equations (30) and (31) imply 

f(u(r)) - f(u1 (y)) = (C(x - y), e)	sA(d(x) - d. (y)), 

for x, y E D. Hence

	

c (f;; u ( D )) ^!	 +sci10. (>d.;D) 
(Ii 

and by Lemma 2(u)

	

( f ' ; u1 (D)) 2: --E'	+ k1 stn' (
	

)d,; D)	 (45) 
ai 

where k 1 = ki (a1 ). Therefore 

cle (f;; D)	c1 + c1t Q,(	At d^ ; D)	 (46) 

where ci, c > 0. To obtain a lower bound for	(f; D) we will relate the lower bound for 
lc(dL,, D) to a lower bound for	)d,ç; D). Since the Vandermonde determinant of A1, 

). is non-zero, there exist constants O .....	such that 

t-1
(47) 

e=o 

Therefore, by (44) and Lemma 2(i) we have the inequalities 

0 < Ki < tim inf...o+ £_ 1 l (d D) .= liiii infe_o+ Ed ci (>1, at (>i,.; D) 
< liminf_+	C I cs,I 7 (>i, Ad.; D) 

< tim inf... 0+	oil Jtc. (i )(1,ç ; D) 
< liminf_ i. c"e'cl (,. .)t(I, D) 

where c" = max{KlcsI : £ = 0.... . p - 1). Thus there exists an Co > 0 such that, for each 
0 < e < c, there is some £ E {0,. . . ,p - 1} with 

e_d+ic? (
	

Ad; D) ^	 (48)Ki
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Hence, using (46) and (48), there exist xi, x2 > 0 such that ,(f,; D) ^! Xie' 4 ' + X2e', 
for 0 <e < eO 

Example. The following sequence of pictures displays the two projections of a fractal function 
f*:D1l 2 , with D={(z,y)EW2:x,y2!0,x+y:51},Q={(j/3,k/3):i+k<3i,k-
O,1,2,3}, Zk = (sin (j/3), cos (k/3)), and 3 = 4/5. 

Figure 1: Two views of the projection f off. 

Figure 2: Two views of the projection f2 of f. 

Appendix: Proof of Lemma 2. 
Since 0 is an isometry we have	= 1, for all n E N. For a. 0 e span {()	: v = 1,• ,}

we define

= 00 
n=O 

Now it follows from hypothesis (I) in Theorem 6 and 

((), (,\')) = 

that there exists an no E N with F 0d,(x).X° 0 0. Assume without loss of generality that 
no = 0. We may also assume that z i  = 0 in !R", with one of the vertices being the 
origin. 

Definition 4. Let a,b e	and let ir be a plane perpendicular to b containing the point 

PEIl"'. Then

- ( 
Proj.p(x) = z	x - P, b)

(a.b) a,
	for all zE1"' 

Since	0 and continuous, there exists a b E F." such that Proj(b ,o) ; (b .o) ,o (graph f) contains 
an n.diinensional cube C2p of side 2p, for some p > 0 (here 0 denotes the origin in	1). By

the Poincaré Recurrence Theorem there exists a subsequence {n k } N such that
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- )k I < p/2c 
for all ii = i,•' ,u, and C = maxDEI d l,( x )J . Hence 

If;( x )- (0 1 f7)(x)! =	d(x)(.\, - ), k )l <	d,(x) . L < 
2c - 2 I, 

Let i E E, Iii = ni., and a =	0) - L 1 (O, 0). Then 

Proja ; (bo) p(graphf,"I . ) = Proj o . (bQ) p({(uj(x),fJ'(uj(x))) : 2€ D}). 

After some algebra, this reduces to 

T'
 (

- --b (a,b) 

where T11 r x m —R n x R, is defined by 

T(x,y) = (t(x),s'y + C1 x + E1). 

Note that the Jacobian of T' is given by 

JacT' = ar' s"', i E 

Thus
volT'(C2) = Jac T'k vol C2. 

Now, if Jt/(f;; D) is the cardinality of a minimal--cover C E / e of graphfj, we have that, for 
< 2p( a)",

fN	\ll 
Hc(f,; D) >	JacT' vol C2 , 2! (\ 0_1s) vol C2u 
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