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Sequence Spaces and Stability of Integer Translates


Qr1'u SUN 

In this paper, we introduce sequence spaces of Triebel- Lizorkin type, especially Hardy spaces 
and bounded mean oscillation spaces. We establish F. q - stability of integer translates of general 
distributions which extends the results of [7,81 to general distributions. Also the corresponding 
David - Journ theorem for sequences is established. 
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1. Introduction 

The main objective of this paper is to study stability of integer translates, sequence spaces 
of Triebel-Lizorkin type and the David-Journé theorem for sequences. The 12-stability 
of integer translates of univariate spline functions, exponential spline functions, cardinal 
spline functions, etc. has well studied in last ten years or more early. Ron [11] gave a 
criterion for the 12 -stability of integer translates of a compactly supported distribution 
by global linear independence. The l-stability (1 < p < no) of integer translates of a 
function which satisfies some two-scale difference equation was studied by Jia, Micchelli 
and Wang (7, 81 . In this paper, the l w -stability of integer translates of any compactly 
supported distribution is considered. The l-spaces are classical sequence spaces. In this 
paper, we use the Lit tlewood- Paley theory for sequences [4, Chapter 7] to define sequence• 
spaces FP(Z)of Triebel-Lizorkin type on Z (the set of all integers) and establish two 
connections between F(Z) and F,(R), the function spaces of Triebel-Lizorkin type on 
R (the set of all reals). We construct first an immersion operator from F(Z) to F(R). 
Secondly we find appropriate function 0 such that, for I € S'(Z) (the set of all tempered 
sequences), the conclusions f = {f(n)} E F(Z) and >f(fl)(' - n) E F, 9 (R) are 
equivalent. For example, as such function 0 there can appear univariate spline function 
Bk with degree I: > max(c + 3,2) and a generating function 0 with high regularity of a 
multiresolution analysis of L2 (R). The 1 2 -boundedness of infinite matrices is subject with 
a long history going back to Hardy, Littlewood and Paley, and to Schur and Hilbert (see 
(91). The David-Journé theorem for sequences is devoted to some class of infinite matrices 
which is of Calderon-Zygmund type. 
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The inspiration comes from two aspects directly. One comes from multiresolutjon anal-
ysis introduced by Meyer and Mallat. We know that the l-stablity of integer translates 
of the generating function 0 E L (1 p < ), i.e. 

C i IIJIip	IJ	a(n)c1(x - ) IL "	C IJ a )I,p	 (1) 

for all a = {a(n)} E 1" and some constant C independent of sequences a, plays an essential 
role in multiresolution analysis [7]. Hereafter we denote by 11 )i. p the norm of p-integrable 
functions and by [I Ii' the norm of p-summable sequences. The other one comes from 
sampling theory. It is well known that the LP -norm of a function f E LP(R) with support 
of its Fourier transform f contained in (—ir, ir) is comparable to the l-norm of its sampling 
values on the integer lattices f(ri)(n 6 Z) where 1 < p < -- (see [6, 13]). In particular, we 
can write f(x) = nEZ f(n)(x - n) for some appropriate function 0, which is essentially 
1-stability of integer translates of 0. 

The theory of function spaces is well-studied in last thirty years [14]. In recent years, 
Frazier and Jawerth unified the function spaces of Triebel-Lizorkin-Besov type by using 

-transform (see [5] and references therein). Our problem to consider is which appropriate 
sequence spaces should be introduced when LP in (1) is replaced by Hardy spaces or more 
generally by spaces of Triebel-Lizorkin-Besov type and under which appropriate conditions 
on (1) holds. 

Similar to the sequence spaces of Besov type introduced by Torres [13) and the sampling 
theorem for sequences [6], we define the sequence spaces of Triebel-Lizorkin type in Section 
2 by using Litt lewood-Paley theory [4, Chapter 7] and study some fundamental properties. 
Especially we define the Hardy space H'(Z) and bounded mean oscillation space BMO(Z) 
and give their characterizations. 

The David-Journé theorem on R is an important contribution to the development of 
harmonic analysis [3]. We establish a corresponding theorem for sequences in Section 3. 

The stability of integer translates arised in the interpolation of sequences by functions. 
The 1Ptabijy of integer translates of the generating function0 of a multiresolution 
analysis is well-studied. Cohen, Jia, Sun and Wang etc. gave some characterization to 12 
stability by using zero point sets of the characteristic trigonometric series H and eigenvalues 
of the characteristic polynomial P, respectively (see [1, 8] and references therein). Jia 
and Wang [8] pointed out that the l-stability (1 < p 5 oo) is equivalent to each other 
in one spatial dimension. Let 0 be a compactly supported distribution. We say that 
the integer translates of 0 are globally linearly independent for tempered sequences if, 
for all a = {a(n)} so that Ia(n)I < C(1 + n))" for some C, N ,> 0, the conclusion 

- n) = 0 implies a(n) = 0 for all n E Z. Let {c5} 1 be a family of 
compactly supported distributions. We say that the integer translates of {}	are 
globally linearly independent for tempered sequences if the integer translates of	a33 
are globally linearly independent for tempered sequences for every	la,12 54 0, or 
if the lx (+) matrix	+ 2klr)) l < ) < IkE z has rank 1 for every	R (c.f. 111]), 
where	means the Fourier transform of q. If >kEZ	+ 2k7r)) 2 < + 00 for every 

E R, then the integer translates of	are globally linearly independent for tempered
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sequences if and only if (a1j(e))i<,<, are uniformly positive definite matrices, where 

= >JkEZ + 2k7r)( + 2k7r). In [71, Jia and Micchelli pointed out that the 
1-stability of integer translates of 0 are equivalent to each other when q satisfies some 
two-scale difference equation in high spatial dimensions. In Section 4, we consider the 
inequality

C'	II a II,p	 a(n)(x - ) IILP :5 C	II a II,,	 ( 1') 
j1	j=1 nEZ	 j=1 

where a = {a3 (n)}€z 6 jP• More generally the corresponding inequalities on spaces 
of Triebel-Lizorkin type are considered. We show (Theorem 11 and Corollary) that the 
left inequality of (1') holds if and only if the integer translates of are globally 
linearly independent for tempered sequences, which extends the result of Jia and Micchelli 
[7[ to general distributions. But we encounter difficulty to treat the right inequality of 
(1') on general spaces of Triebel-Lizorkin type (Theorem 8), though we get a simple char-
acterization on the Hardy space H'(Z) (Theorem 13). Also we give a method to study 
sequence spaces via function spaces. Precisely we use Theorem 9 to get a characterization 
of the Hardy space H'(Z) and bounded mean oscillation space BMO(Z) by the Hilbert 
transform. 

For simplicity in the exposition we restrict ourselves to the one dimensional case, all the 
results can be easily extended to high spatial dimensions. 

The author would like to thank the referee for his useful suggestions and careful correc-
tions. Also thanks to Dr. J. Synnatzschke to his suggestion on the representation of the 
material and correction in English. 

2. Sequence spaces of Triebel-Lizorkin type 

We begin the study of sequence spaces of Triebel-Lizorkin type with a decomposition 
of Lit tlewood-Paley type, or -transform. To this end, we introduce the concept of an 
admissible pair. First let 

S(Z) = { f = {f(n)} : f a function on Z, If(n)I C(1 + 1)_N, CN > 0, VN > 0 } 

S'(Z) = { f = If (n)) :1 a function on Z ,lf(n)I C(1 + 1)N for some N,C > 

and
P(Z) = { f= {f(n)}ez : f is a polynomial on 

the set of polynomial sequences. For a function on R and f on Z the Fourier transforms 
of 4 is defined by ' and the Fourier series of the sequences f = If (n)) is defined by 

A X ) = E nIZ f(n)e""' (x 6 R). Let Z_ = {v 6 Z: v <O} and for v 6 Z_ 

T - {	
7r]	 for v = 0 

-	[3 . 2 0_2 7r , 3 . 2t_ 2 7r]\[_3 .	—3	 —3 2" 3 r] for v < —1
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Definition 1. We say that	E 5(Z) x S(Z) is an admissible pair on Z if 

	

SUppç2' V , Suppl,b,) C [-2'ir, 2V7r]\[_2v_27r, 2'_ 2 7r)	 (2) 

= I	for z E [—r j 	 (3) 

and if there exist constants A and A k (k > 0), independent of v, such that 

I()(x)I, k)(x)I < A,2_	for x E [-7r, 7r) and	- k,v < 0 (4) 
PV(X)I, I'(x)I 2 A	 for x E T0 .	 (5) 

For an admissible pair OP., O.) E 5(Z) x 5(Z) on Z we define sequences { p v,k } k z and 
{u,k}kEZ by 

v,k(n) = 2_ 2 p(n - 2"k) and 0,,k(n) = 2"2,(n - 2'k). 

Lemma 1. Let	E 5(Z) x S(Z) be an admissible pair. Then, for I E

S'(Z)\P(Z), we have

	

f=	 (6)

u=—ookEz 

where the inner product (.,.) is defined by (f, g) = >nEZ f()(ii). 

We omit the proof of Lemma 1 since a detailed proof for I € 1 2 (Z) was given in [6]. 
The correct interpretation of (6) is that, for f E S'(Z), there exists a non-negative integer 
M and a family { PN}N>o C P(Z) with degree of PN at most M such that 

0 

I = urn (	2(f,(pU,k)l,bv,k + PN) + P0 in S'(Z). N—oo
V=—IV kEZ 

Definition 2. Let a E R, 0 < p,q	+00 and let	€ 5(Z) x S(Z) be an

admissible pair on Z. 

(i) we define the sequence spaces F,(Z) of Triebel-Lizorkin type as the collection 
of complex-valued sequences f € S'(Z)/P(Z) such that the quasinorms 

If IIp;'(z ) = II((2"°Ipv * fI))II	(0 <p < 00)

u<0 

	

IIfIIF,'(Z) = sup 2'	 (2'I	* f(n)) 
k,u	2k<n<2"(k+1) 0>p>v 

are finite, where g * f(n) = kEZ9( - k)f(k) for g € S(Z) and f € S'(Z), the 
is replaced by the supremum over v or ja if q = +oo.



Sequence Spaces and Stability of Integer Translates	571 

(ii) Furthermore, we define the sequence spaces f° 2 (Z) as the collection of complex-
valued sequences s = (sv,k)(U,k)Ez_ xZ such that the quasinorms 

I 
1IsIIf'c(Z) =(	(2QIsV,kIX,k))q

11 1P (0< p < oo) 
uEZ_ ,kEZ 

II'lf(Z) =sup(2v	
( v,k 2"k<n<2"(k+I)	2k<2'k' 

(k'--1) <2 "(k+l) 

are finite, where we denote

1

12_)/ 2 when 2_ u k <n < 2 1 (k + 1) 
Xv,k(fl) = 0	otherwise. - 

Theorem 1. Suppose that a E R, 0 < p < +00, 0 < q < 00 and that	E 
S(Z) x 5(Z) is an admissible pair on Z. Then 

S,,, : F,(Z) 3 . 1	{(f,,k)} E fpaq 

and
f(Z) 3 {s,, , } I-4	 Su,kt,L'v,k E F9(Z) 

(vk)EZ_ xZ 

are bounded operators. Furthermore TO S, = 1 on F,(Z) and If IIF;'(z) IIS,fDf;(z), 
i.e.,

Chifiip;() 5 II S fIIj;'z <Cf,'; c z	(ViE F(Z)) 

for some constant C not depending off.	 - 

The corresponding relation between F,(R) and fo(R) is given in [5, Theorem 2.21. 
The proof of Theorem 1 can follow the proof of Theorem 2.2 and Theorem 3.2 in [5] line 
by line with the Fefferman-Stein vector-valued maximal inequality there being replaced by 
the following lemma. 

Lemma 2. Suppose 1 < p < +00 and 1 < q !^ +00. Then, for any sequences 
fi = Jfj( n ) j nEz E 1, there exists a constant C independing off, such that 

I	 I 

I (	I.lkff, )	dl (>. íi) II I I,	ii 
iEZ	 sEZ 

where the Hardy-Lit tlewood maximal operator M on Z is defined by 

Mf,(k) =	sup
.;_-__ > < ak<b, a,bEZ	c<n<b
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Lemma 2 follows from the Fefferman-Stein vector-valued maximal inequality [5,Theorern 
A.11 and the following observation. For a sequence I = {f(n)}, we define a function I 
on R by 1(x) = f(n) for n < x < n + 1. Therefore there exists an absolute constant 
C such that C ' !1J(x ) < Mf(n) < CAIf(x) for n < x < n + 1, where M denotes the 
Hardy-Littlewood maximal operator on R as usual. 

Remark 1. By Theorem 1, we know that the definition of F,(Z) is independent of 
admissible pairs. 

Define a natural map I: f(Z) —* f(R) by 

(Ls)Q— { 5p ,k when V 0 
— 0	when v>0 

for s = { s k} where Q = [2_'k, 2°(k + 1)). Therefore we have 

C' IIIf;(z) 5 I I 1S IIf,7(R) 5 . CIIsII f; ( z )	(Vs e f(Z)) 

for some constant C independent of s. Using the above map we can study the dual spaces 
and atomic decomposition of F 9 (Z). Precisely by the dual theorem in [5, Section 5] and 
Theorem 1 we have 

Theorem 2. Suppose a E R and 0 < q < +00. Let q' = --j for 1 < q < 00 and 
q'=+ccforo<q<l. Then 

(1) (F;(Z))* =	(Z) for 1 <p < + 00. 

(ii) (F; c (Z)) = F°°(Z) for 0 <p <1, where = —a + n( — 1). 

Force E Rand 0<p<+co,0<q<+clet 

No =max([1/min(p,q,1)_1_a]+1,_1) and Ko=[a+2}, 

where [aJ denotes the integer part of the number a. 

Definition 3: Let a e F' 9 (Z) for (v, k) E Z_ x Z and fix ! 2 N0,K 2 K0 . We 
say that { a V,k}(Uk)EZ_ xZ is a family of (k, IJ) - smooth atoms of F(Z) if 

(i) supp ak C 3Qv,k 
(ii) nEZ	.,k(n) = 0 for jy < N 

(iii) IIaVk(n)II,o <	for 7! 
where Qu,k = [2k,2_tI(k + 1)). 

Theorem 3. Let a E R, 0 < q +00 and 0 <p < +00. Then for each sequence f 6 F,(Z) there exists a family of (k, N)-smooth atoms {aV,k}(V,k)Ez_ xZ and coefficients .s 
{s, k } 6 f(Z) such that I =	s,ka,k in S'(Z)\P(Z) and I s IIf; c (z) 5 C!IfIIF(Z),
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where C is some positive constant. Conversely we have II > sV,kau,kIIF;e(E) :5 C 
IIsII f; (z) for any family of (k, N)-smooth atoms {a 0 , k } and s = { sv,k}(v,k)Ez_Xz, where 
C is a positive constant independent of s. 

Proof. We follow the same procedure as in [5, Theorem 4.11. For v	0, let P =

{PO (n)} flE z be a family of sequences defined with help of Fourier series by 

/ . 2v + 1 / 
2	

)2M, 

	

P(x) =	P(n)e"' = 2222,N(	 x sin x 2M+2N (1— e_ 

nEZ 

where M and N are large integers chosen later. Obviously the F,, are trigonometric poly-
nomials with degree less than (M+N)2'+2M, IP,,(x)I > A for all IxI E [227r,2"1r], 
and I( ) Pu( x )I < A.,2 -"I for y	0 for some constant A and A,, independent of
ax 

<0. 
Let (th,,, 1' ,,) E S(Z) x S(Z) be an admissible pair and t,, E S(Z) be defined with help of 

Fourier series by i, = V.,/F,,. Therefore ii,, is supported in [2 2 7r,2'7r] and I()r,,(x)l 
.4.2" 11 for all integer y and A. independent of v. Write iv(x)	>nEZ i,,(n)&".


Therefore
i	nP,,(n)= (-- ) P,,(x)I=o = 0 for y <2M - 1, 

nEZ	 dx 

<CN,2(1 + 2U11)Ni for all N1 > 0. - 

Observe that >	'Pv(n)e"' = (1 - e")P,,(x). Hence 

P. (n) 	J	
I' - etzI1IPu(.x)Idx 

-if

' /
,1W 2—v-1 + 1	.	2N -y

C2 2 Slfl	
2	

x /sin	dx < C21' 

for < 2N - 2, where L denotes the difference defined by Af(n) = f(n) - f(n + 1) 
for every sequence I = { f( rl )}EZ . Let 9,,k(M) =	k<<2(k+1) P,,(m - 
Therefore 9v,k is supported in [2(k - 2M - N), 2'(k + 2M + N)), >nEZ 7gv , k(n) = 0 
for	2M —1 and 11 A9o,kII1oo 5 Cp,r,(1 + IkI)'2 (1Y1+1)V for some large integer N 1 . For

I e F;(Z), we write 

	

i=	E	(f,1pvk)bv,k 
(v,k)EZ_ x  

	

=	i	t	 - 2_ v k)) /j r \ 
rim) 

(v,k)EZ_ xZ
tr 

=
(v,k)EZ_ xZ
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where tvm (Jz l(f 'Pu,k)I (1 + 1k m) -'r
) ' and 0 < r < min(p, q, 1). By the 

procedure used in 1 5 , Theorem 4.11, it suffices to prove that the aum are (k,N)-atoms 
which is easy to be proved when 2N ? K + 2 and 2M > N + 1 is chosen. 

Let (0., 0.) E S(Z) x S(Z) be an admissible pair. To prove the converse, it suffices 
to show that (av,k,(kv'k) is an almost diagonal matrix, i.e, there exist constants C,e >0 
such that

-i-c 
12°k - 2"k'l I(aVk, v',k')I	C2	(i +	2-min(v,v')	

)	
[2(v_v),2v_o)(+J)] 

where J = 1/min(1,p,q). We prove this estimate in three cases v = v', v' < v and v' > 1i. 
Observe that a ,k( n) = ã(n - 2'k), where ä, is an atom supported in [_A2_v,A2_], 
and ij'k(n) = 2_ t' / 2 0,(n - 2"k'). Let us denote á() = EnCZ ãV(n)e. Therefore 
it suffices to estimate 2'/2 f1r i (n)cv,(e)e 2_2k' de. By the properties of {ak}, 
we have

j(')-a=v(C)j = 

Ia(n)n	i	(in)'//3! +	Iàv(n)InTINH0 
IflI-IaI 

< { C2_ 0 ( N )ll 1 I 0 H 1	for jal	jçr 

- C2_ v(I+)	 for jal? JçT + 1 
and

()ã0(e)(1 -	C	IAK(nãv(n))l :5 C2 
n 

Therefore we have

{ C( 1 +Ik_kh l)__t	 when v=v' 
l(ak,(kv',k')I	C(1 + 1k' -	 when V 1 < V 

C(1 + 1k - 2v_ k h l)_ J_t2(K )Iti_'I when v < v' 

Observe that N > J - 1 - a and k > a + 1. Therefore Theorem 3 is proved• 

Remark 2. Our indices (k, N) on smooth atoms are larger than the ones on R. 

Now let us see two special sequence spaces: the Hardy spaces HP (Z) = F' 2 (Z) for 
0 < p < 00 and the bounded mean oscillation space BMO(Z) = F 2 (Z). Therefore 
H P (Z) = 1 P (Z) for 1 <p < oo by the Lit tlewood- Paley theory for sequences [4, Chapter 
71 and we have (H T (Z)) = BMQ(Z) by Theorem 2. As to the characterization of H'(R) 
in [10, Chapter V] and [12, Chapter VI], we have
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Theorem 4. Let f = {f( n)}ncz = >.(v,k)Ez_xz 8v,k'u,k E S'(Z) and {} be a 
family of sequences with their Fourier series satisfying (2), (4) and (5). Then the following 
definitions of the Hardy space H(Z) are equivalent to each other: 

(i)supFcz_xz SUp(,k)=±1 IIE(Uk)EF e ( v , k ) s uk,b u,kII, t < oo, where the first supre-
mum is taken over all finite subsets F of Z_ x Z. 

(ii) II(,k I S kl2kbv k12)2 Ill , < 
(iii) II(v,k I S .,k 1 X R(V,k))'2'jjji < :- for some set R(v, k) c [2_'k, 2°(k+1)) with 

its measure IR(v, k)I 2 r2' for some absolutely constant r > 0, where 2R(Ok) is the 
characteristic function of R(v, k). 

(i v) l(uk I s v,kI 2 x, k ) 2
 
II, L < oo,where 2	is the characteristic function of[2k,


2(k + 1)). 
(v) I =	 can be written as >m ) m(2m with >m PmI <00, where 0 m =


{Qrn(n)}nEZ are supported in some intervals Qm with Em a m( 7 ) = 0 and IIamIlloo 
(_)	-1 

(vi)IIsupu <oI v* fIlIt <+00, where {} isafarnily of sequences such that supp'u C 
E_2 u 7r,2rI,	(0) = I. and	:5'CO2°t' for some C,, independent of v and for all

a E Z4.. 

Theorem 5. Let b = {b(ri)} flE z E S'(Z). The following statements for b are equiva-
lent:

(i) b E BMO. 
(ii) SUPa,bEZ(-	<.(b l b( n) -	>i<k<b b(Jc)I 2 ) < 00. 

(iii) supuk 2t' >2"k<n<2"(k+1), 0>1>v 1('i * b)(n) 1 2 < +oo. 

(iv) b = nEZ b( fl ) x[fl+l) e BMO(R). 

The characterization of H'(Z) and BMO(Z) by singular integral operaters will be given 
in Section 4. 

3. David-Journé theorem on Z 

We say an operator T defined on S(Z) is a Calderon -Zygmund operator if the following 
hold:

(i) Tf(n) = m k(n,rn)f(rn), V f € S(Z). 
(ii) Ik(rn, n)I	C(1 + Im, - 

•	(iii) Ik(m + 1, ri) - k(m, )I + lk(rn, n + 1) - k(m, n )I :5 C(l + Im - nl)- l - 7 for some 
o	<1. 

(iv) T can be extened to a bounded operator on 12. 
We call the kernel k = {k(fl,m)) (nm)EZ xz the Calderon -Zygmund kernel if it satisfies 

(ii) and (iii). 

By the standard Calderon- Zygmund theory on R, we know



576 QIYU SUN 

Theorem 6. Let T be a Calderon -Zygmund operator. Then T maps 1(Z) into IP(Z) 
(1 <p < ), l'(Z) into weak 1 1 (Z) and l°°(Z) into BMO(Z). 

Here we give the definition of Tb for b E	Let 

1 for n = k 
9k(n) _— c —1 for n=O 

1 0 otherwise 

for k E Z\{O}. Define 

(Tb, 9k) = (T(bxf_2Ik,21kI]), 9k) + E E (k(O, n) - k(m, n))gk(r-n)b(n). 
n IflI^:21k1 

Now we define
(Tb)(k) - I (Tb,g)	for k i4 0 

for k=0 

For example let b(n) = sign n, the sign function, and T be the Hubert transform H with 
the kernel K(m, n) = sign(m - n)/(m - n). We know Hb = +oo in usual sense, but in our 
sense Hb(k) < +cc for all k 6 Z. 

We say that T has the weak boundedness property and write T 6 WBP, if 

I	(Tf)(n)(n)I	CN(f 1 + Njjf111-) 12 (IIgII 1 + N II Ag I	) 

holds for all sequences f,g 6 l°° with supports contained in In - 'noI :5 N, where C is 
some constant independent of f, g, N and m 0 , and where we use the difference operator L 
as usual. 

Theorem 7. Let T be an operator defined on S(Z) with kernel satisfying (i)-(iii). 
Then T can be extended to a bounded operator on 12 if and only if T 6 WBP, Ti E 
BMO(Z) and T*1 6 BMO(Z). Here we use T as the conjugate operator of T. 

To prove this theorem we will use 

Lemma 3. If T 6 WBP and Ti = T1 = 0, then T is a bounded operator on 12. 

This lemma follows from the same precedure used as in f5J and the observations that 
(Ti/'k,ik') is an almost diagonal matrix and there is a natural map I : f(Z) 
fc. 

q (I?) 

As to the proof of the David-Journé theorem on R, we want to construct a paraproduct 
on Z. Let (p,,,i) 6 S(Z) x S(Z) be a special admissible pair on Z satisfying (2).(5) 
and supp ç3,, C f  < j 2"ir} for v < —1. Let	=	 be a family of 
sequences such that supp	C [-2', !2t'] , &(0) = 1 and IDI	CO 2'' for all 

6 Z and some constants C independent of v. Define the paraproduct operator T6 by 

Tbf =	* (v. (b)	f))	 (7) 
v<-1
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where ç(b) = V,, * b. Observe that the Fourier transform of ,(b)(' * f) is supported in 
{I'I	2'7r I. Hence we can write Tbf =	ct1,k(c',k, b)(f,,k)2. 

Lemma 4. Let b E BMO and Tb be the paraproduct operator (7). Then T6 is bounded 
on 12. 

Proof. Observe that suppT,, fl supp	= 0 for Iv - v'I > 2. Therefore 

II TbfII 2	>	k(b)(k)I2I' * f(k)l2. 
kEZ vEZ_ 

By Theorem 5 and adiscrete version of Carleson measures (10, Chapter V), we have 

II TbfII	C>(f)2(k)	C>lMf(k)12 cIIfII2, 

where
f(k) =	sup	I''* f(k')J 

It' - k <2 - ,uEZ_	 . 

<C sup	J(n)(1 + 2"In - kh I)_ 2 2t <CMf(/c); 

	

I k ' —k I <2 , v E Z_ n	 . 

and M denotes the Hardy- Littlewood maximal operator in the above four lines (see Lemma 
2 for its definition) 

Now the proof of Theorem 7 reduces to proving that the kernel Kb = {Kb(m,n)}m,nEz


	

of Tb is Calderon- Zygmund kernel which is easy to . check.	 .	. 

4. Stability of integer translates 

In this section, we establish a connection between a sequence {f(n)} E S'(Z) and its 
corresponding function g(x) = EnEZ f(n)(x - n), where 4 is an appropriate function. 

Letce E R,J = n/min(1,p,q), No = max([J—n—]+1, —1) and K0 = [+2]+, where 
Jxj denotes the integer part of x and y+ = y for y ^! 0 and y+ = 0 otherwise. Let B, be the 
univariate spline function defined with help of the Fourier transform by B,() = (1f')' 

for I > 0. 

Theorem 8. Assume I > K0 +1, a E R, 0 <p < -oo, 0 < q +00. For a sequence 
(f (n)) € S'(Z) and the function B,, write its corresponding function g as 

	

g(z) =	f(n)B,(x - n). 
nEZ 

Then g E F ( R) provided {f(n))' E F,-9(Z).
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Proof. , By Theorem 3, wecan write f(n) = >( V ,k)EZ_ X Z SV,k av,k( n ), where a 0j are 
( K0 , N0 ) atoms on Hence g(x) = >,, k 5,,,k >,, a, k (n)B l (x - n). Now the matter 
reduces to showing that {a,k(X)} {>2 a, k (rI)B,(x - n)} is a family of (K0 , N0 ) atoms 
of F(R). Observe that B, has compact support and D'B, = A'B,_, for 0 <j ' 5 1-2, 
where D' and A' denote j-th differention and j-th difference, respectively. Therefore by 
the properties of {ak} we have the following: 

(i) SUPP av,k:CSUPp a,k-f supp B, C [2".(k - I - 2),2 — '(k + I + 2)]. 
(ii) iD,k(x)i = I E. a,k(n)A'B,_(x - )I = I E,, A a,k(n)B,_(z - ) I 

C2	for -yj K,, <1 .- 1 and some constant C independent of v and k. 
(iii) f xa V ,k(x)dx = 	 f x'B,(x)dx = 0 for I-ri 5 N. 

This proves that { ã ,k } is a family of (K,,, N,,) atoms of Fa(R) [5, p. 601. Therefore 
llgll F; (R) 5 CISv,kf;(R)	C II SV , k llf; c (z) ( C iI{f(n)}IIF;(z) . and Theorem 8 holds 
true• 

Remark 3. From the proof of Theorem 8, we see that the univariate spline function 
B, can be replaced by some compactly supported function 0 satisfying Dçb =	for 
some bounded compactly supported functions'	and all -ri K,,. But the condition on 
is still too restrictive. In case a = 0,q = 2 and 1 <p < oo, IigIIF;(R) 5 CII{f(n)}IlF'c(z) 
if and only if 0 E LP (R) provided 0 has compact support. In Theorem 13 below, we give 
a characterization of 0 when a = 0, q = 2 and p = 1. 

Now we give the reverse form of Theorem 8. 

Theorem 9. Let a E R, 0 < p < +oo,.0 < q +oo and {çb,},<,<, be some 
distributions with compact support. Assume that the 'l x I matrix (cbj(27rk.))i<,,<, has 
rank 1 for some k, E Z(1 < j < 1). Write 

g(x) =	f(n)(x - 
•	 .1	 •.	 .•	j1 nEZ	••. 

for f = {f(n)} eS'(Z). Ftirthermorewe assume 

* f,IIi	C < +	 (8) 

hold for every 1 j 5 1, v 0 and a family of sequences {, € S(Z)}<o satisfying (2),(4) 
and (5). Then fj E F(Z) provided e2ki1g(x,) € F, ( R) for all 1 S j < 1. Furthermore 

IIfjIIF'(Z) <C	Ik2 

holds for a constant C dependent on C in (8),{p} and 1 only,.
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Proof. Let	be defined as in [5, p.45-46] with the modification that (2.2) in

1 51 is replaced by suppt c [-ir,ir]\[-, ] and (2.3) in [5] is replaced by I(e)I 2 C > 0 
on [_	ir]\[-r, ir]. Write	 -n) = E(V,k)EzXz C(n),k(x). Therefore 

C' ' ( n) = (e211nlzctj,(x - n),	v,k(X))
Vk

= 2-12 J	+ 

Let	E S(Z) be defined by ii'., () =	+ 27rk)(2°) for v	0. Denote

= 2 - v/2Vjlj'(n - 2_ u k) . Therefore 

f(n).(z - n ) C lkj i,=
	

f(n)CS(n))k(x) 
j'=l nEZ	 k,v j'l nEZ 

and

1	 I 

{ >(f TI? .7 ) 1	II	V{ II >ii uk J (vk)EZ_ xzIIf;'(z)


	

j'= I	j'=l nEZ 

:5CIIe2 '"g(x)IIFc(n). 

Observe that (c(2irkj))i<,.<, is a non-singular matrix. Therefore there exists an integer 
N 2 1 such that I det( ' (e + 2irk,))l 2 1 1 det( J r(27rkJ ))I on 11fl < 2_N}, where we 
denote the determinant of A by detA. Denote by ('''(e)) the inverse matrix of ('( + 
2irk)).. It is easy to construct a family of sequences {l	E S(Z)}€z_ satisfying (2), (4) 

and (5) such that	3(b	() =	
[ _ 2_N_3, 2_N_3], where	)() = 

'(c)(e) and 8, is the Kronekker symbol. Let 'I' E S(Z) such that ''() = 1 on 
[2- N -4 7r, 7r] U [ — it, -27, N -4 7r], and supp'I' C [2- N - 5 it it] U [ — it, _2_ N_5 7r] . Denote F) 
1 - f, * T. Therefore.we have.. 

F=
v<-N 

EZ 
and	.	. .	..	.	.	.	S 

Ii =	 (f,,/f)' +	
If *jJ 

	

o<-N	.	j'=1 
- FE  

	

where SUPP'j , j' C [2_ N_s it, r] U	._2_N_sit] Therefore
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1. 

( >	(k * 
fI2h))) 'I 

u(-N-7

> >2 ( * (>2 >2 
j"=1 v<-N-7	j=I v<-N


FEZ 

c	±: >: (1)''v4F(Z) •"=1 j'l v<-N 
CE  

M i	Vk Mf;'(Z) - 
C 

On the other hand we have
I 

(	>	(2Içav * fI))' II• • <c	>2	IIw * fII:
II,, — -N-6<v<O	 -N-6<v<O 

Combining the two estimates above, we proved Theorem 9 

Remark 4. The inequality Iko * 1311:" < oo can be replaced by the conclusion f3 = 
f, (n)} E 1" since the convolution operators W. are bounded for all v 0 (see also Lemma 

5 below). 

Now we give a simple characterization for (8) to hold. 

Lemma 5 ( see [14, Section 1.5.2]). Let 0 < p < oo and I E LP (R) with its Fourier 
transform having compact support. If 0 is a Schwartz function, then 0 * I E L"(R).. 

Lemma 6 (cf. [14, Section 1.3.3]). Let 0 < p < oo and f E L(R) fl S'(R) 
with Fourier transform f being supported in [— 1 , )• Then there exists.a constant C 
independent off such that

:5 11 f ii 	c(>2lf(n) J P) *. 

Theorem 10. Let a E R, 0 < p < +00 ,0 < q 15 +00 and let çb 3 ,g and Ii = 
{fi(n)}nEz be as in Theorem 9. Assume the integer translates of are globally 
linearly independent for tempered sequences. If e2Ixg(x) E FP (R) for k E Z, then (8) 
holds where g(x) = i_i >nEZ f,(n)1i(x - n). 

Proof. Obviously it suffices to prove lI'z * f,lli < + 00, for all x 0 E [—ir, 7r]\0 and 
some	E S(Z) with	0 (xo) 54 0. For fixed xo E [—ir, 7r]\10), there exists {v3 E Z} such
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that the matrix ((x 0 +2v) 7r)) has rank 1 by the definition of global linear independence 
[11). Since x 0	0, there exists v such that	(z0 + 2v j 7r)	0, where , is defined as in 
[5, p.451. Let be a smooth function with its Fourier transform supported in Exo —e, x 0 +e] 
such that

idetq5'(e+2vir)l ^! ldet(xo +2v j ir)I >0, 

+ 2vj 7r )i	Ji^j,(xo + 2v7r)j > 0 

on [x 0 - 2e,xo + 2e] and (x 0 ) = 1, where e < 1 lxol is chosen small enough. Recall that 
2kn ir  e F(R). Therefore *(e2h1zg(x)) € LP (R) and s(e2t)i1g(x)) € LP(R) 

by Lemma 5. Let (cb,())i<j,j<j be the inverse matrix of (q5 3 ( + 2v7r))i<,,<i. Let 

''(){' when ixo — ei<e 
= 0 when ixo—eI>2e 

Denote by çb = i' fl and by	its inverse Fourier transform. Therefore by Lemma 
5 we have	 * ( * e 2"i'9(x)) E L"(R). By an easy computation of Fourier

transform we have

,, * (i1 *	
=	

f),(-)(x - 

j1	 nEZ 

By the sampling theorem of Lemma 6, we have E .EZ I E .EZ f, ' (n)4(m - n)[P < +00. 

Recall that (x 0 ) 96 0. Thus Theorem 10 is proved 

Theorem 11. Let a € R,0 <p < oo and 0 < q :5 +oo. Let {}	be a family of 
compactly supported distributions so that 1 x (+00) matrix (cb(2k7r))1<<:,kEz has rank 
1. Then the following conditions are equivalent: 

(1) The integer translates of	are globally linearly independent for tempered 

sequences. 

(ii) There exists a finite subset K C Z and a constant C independent of {fj }	such

that

:	 2wki 
llfjllF'(Z) :5 C	li e	9()11F;(R)' 

j=1	 kEK 

where f = {fi (n)) E S'(Z) and g(x) =E-EZf,(n)(x - n). 

Theorem 11 follows easily from Theorems 9-10 and the Fourier characterization of global 
linear independence by Ron [11J. 

Corollary. Let 1 < p < oo and {, E L"}.... 1 be a family of compactly supported 
functions. Then the following conditions are equivalent:



582 QIYU SUN 

(i) The integer translates of	are globally linearly independent for tempered 
sequences.	 . 

(ii) There exists a constant C independent of {f j }. j such that	lIfjII' 
CIIgII LP, where f3 = {f(ri)} E S'(Z) and g(x) = Ei=1 > flEzfj(n )ct j(x - n). 

The corollary follows from the observations that lie iz9 g ilL' = 119 L , and 
= Ii {f(n)} hip. 

Remark 5. (i) implies (ii) when the condition {j}	in the above corollary having 
compactly support is replaced by cbi E S'(R) being smooth functions for 1 < j < 1. In 
particular it suffices to assume that the çzS, are continuous local L 9 -multipliers for some 
q > max(p, P P-r)• When we assume 1 = 1 in Theorem 11, the matrix ( i (2kir)) having 
rank 1 can be replaced by (0) = 1 and the set K can be {0}. This fact will be used in 
the proof of Theorem 12 below. 

Before we finish this section, we give an application of Theorem 9 to the characterization 
of R'(Z) by singular integral operators. Let the Hubert transform H on Z be defined by 

Hf(n) = 1: m n

	

f(rn).	 (9) -  mi4n 

Theorem 12. Let the Hubert transform H on Z be defined by (9). Then the conclu-
sion f EH 1 (Z) and 1 Hf E l'(Z) are equivalent. 

Proof. The necessity follows from the atomic decomposition of H'(Z) and an easy 
reduction (see Theorem 4 (v)). Now we assume f E 1' and Hf E 1'. Let 0 be a compactly 
supported C'-function with f çbdx = 1. For example,	may be the univariate spline 
function B4 . Define a function f on R by /(x)	flEzf(n)(x - n). Obviously, f E

L 1 (R). Let ,H be the Hubert transform on R defined by 

	

Hf(x) 
= J —1—f(y)dy.	.	 (10)


Therefore for n <x <n + 1 we have 

Hf(x)=
m—xl>2N-fl

 
+	

(x+y—m) >	f(m) 1	
dy 

'


	

m—zI^	
n-m2 

2N+ 1	 Im—zl<2N 

and

lJ(z)l :5 lHf(n)l + C	hf(m)l1 
+ I n mEZ
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where N is an positive integer such that supp C [1 — N, N - 1] and C is a constant 
independent of f . Hence Hf E L i (R) and f E H'(R), the Hardy space on R. By 
Theorem 9 and the conclusion {f(n)} E V(Z) we get f E H'(Z)U 

Theorem 13. Let 0 be a compactly supported function with (0) 0. Then 

ii	f(n)ci(x - n )IIH'R) < CIl{f(n)}IIHI(z) 
nEZ 

holds for all f = {f(n)} E H'(Z) and a constant C independent off if and only if çb and 
H0 are locally integrable, where H is the Hubert transform on R defined by (10). 

Proof. Assume that 0 is supported in [-N, N]. Define 

I1 n=0 
fo(n)= -1 n=3N 

 0 otherwise 

Therefore {fo(n)} E H I (Z) and the necessity follows from the observations that 

2 IIIIL I (R) =lI>= fo(n)(x 
nEZ 

•3N 

13 N 
I(x ) Idx IIE fo(n)(x -	 + CIllIL1(R). 

nEZ 

On the other hand, we have 11 En' EZ fo ( n ) j(x ri)IIi	:5 En1Z Ifo( n)IIIIL'R and 

1:(fn)x n)) 
I.dx 

nEz

1M'
+1

 >2 If 
m=—	m	In-ml?2N 

+

	

	>i	jI(0)I+ 
m=—oo n—mI>2N

1 	1 

	

-	Ib(y)Idy 
X — n — y m — n 

	

Co 

>2 >2	
m+1 

If()I j
	
If?(x — n)ldx 

m=—ooIn_ml<2N 
2N 

< C IILI (R)lIf( n )IIH 1 (z) + C I	I E ( x ) I dx >2 If(n )I <• 
J-2N	 nEZ 

Thus Theorem 13 is provedU 

Also we have the following decomposition of BMO(Z) by Theorems 3 and 12. 

Theorem 14. Let H be the Hubert transform on Z defined by (9). Then b E BMO(Z) 

if and only if there exist b 1 and b2 E l°° such that b = b 1 + Hb2.
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Remark 6. From the proof of Theorem 12 we get that if the identity operator I 

and Calderon-Zygmund operator T characterize the Hardy space H 1 (R), then the identity 
operator I on Z and the operator T' with kernel being the restriction of that of T to 
Z x Z\{(rn,rn),m E Z} characterize H1(Z). 
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