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A Class of One-Dimensional Variational Inequalities 


and Difference Schemes of Arbitrary Given Degree of Accuracy 
I. P. GAWRILYLJK 

A new class of one-dimensional variational inequalities with obstruction on the boundary is 
investigated and a theorem of existence and uniqueness of solution is proved. The investigated 
properties of the exact solution give an opportunity to construct the three - point difference 
relations for this solution (exact difference scheme). A numerical three - point approximation 
of arbitrary given degree of accuracy (truncated difference scheme) is proposed. 
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1. Introduction 

The problems of determination of the temperature distribution in a long tunnel with air condi-
tioning or determination of the fluid (gas) pressure in a long pipe with semipermeable end-
walls imbedded into corresponding fluid (gas) surroundings are of practical interest. If u deno-

tes the temperature (pressure), then under the assumptions of stationary state and of suffi-
cient smoothness of the functions one can derive the following mathematical model (see [1,51): 

Lu = -(k(x)u'(x))' + .q (x) u(x)  = f(x), X £ (0,1)	
(1.1) 

-u(0)u'(0) = u(l)u'(1) = 0, u(0),-u'(0), u(1), u'(l) a 0, 

where f,k,q are given functions, k(x) a k,, = const > 0, q(x) a 0. Let us consider the bilinear 

form

a0(u, v) = (k(x)u'(x)v'(x) + q(x)u(x)v(x))dx, 

the linear functional 

J°(v) ff(x)v(x)dx 

defined on certain space Vand the closed convex set of functions 

K	(v € V: v(0),v(1) a 0). 
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It is well-known that problem (1.1) can be formulated as problem of minimization (see [1,5]) 

Find U £ K such that J(u) = infi(v), J(v) a°(v,v) -2 1°(v)	 (1.2) 
vcK 

or as problem of solving the variational inequality 

Find U E K such that a°(u,v - u) a 1°(v - u) for all V £ K.	 (1.3) 

The approximation of solutions of (1.1) - (1.3) by various numerical schemes can be done as in 
[5]. Our goal is to generalize the statement of the problem (1.3) and to construct three-point 
difference approximations which are either exact or have arbitrary given degree of accuracy 
on the network. We give minimal conditions (as far as we know) of smoothness of input data 
which guarantee the existence of a unique solution from the class w 1 (0, 1) of the correspond-
ing variational inequality and construct for this problem the exact and truncated difference 
schemes. Such schemes for the linear boundary value problems in classical and variational 
formulations have been considered in [8,9] and for the problem (1.1) in [2]. 

2. Formulation of the problem, existence and uniqueness of solution 

Let us consider the bilinear form 

a(U,v) = a[0 j(u,v)

(2.1) 
= f(kx)uxv'(x) - Q(x)(U(x)v(x)y)dx + Q(1)U(1)v(1) - Q(0)u(0)v(0) 

and the linear functional 

1(v) = 1[0,11( v) = f(4(x)v(x) - 11(x)V(x))dx	 (2.2) 

defined on the Sobolev space W,(0, 1) where f0 , fl , k, Q are given functions satisfying the fol-
lowing conditions, where k = {v €W(O,1): v(x) 2t 

k is measurable, 0 < k s k(x) S k, < +, where k0 , k1 some constants	 (2.3) 

Q € w'(0,1) (p 2: 2, i/p <A 1)	-
	

(2.4) 

fo ELq(O,1)and f € W(0,1) (q,r'^2,0<81)	 (2.5) 

-fQx)v'(x)dx + Q(l)v(1) - Q(0)v(0) ^ qo v(x)dx V v € K, % 0 a constant.	(2.6) 

We first study some properties of the bilinear form and connected linear functionals. 
In analogy with [4], for the case q0> 0 one can obtain 

Ia(U, v)I :r. C 11u Il	IIvIl 

a(v,v) zt alIvlI, (a = min{k0,q0 }) and I1(v)l ^ 1Ivll, (a r Max {lI 'lL , IlfJ10) 

where the constant c does not depend on u and v. Hence for the functional J(v) = a(v,v) -21(v)
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there holds 

J(v) a IIvII,	.- - 23IIvIIwj	+ 00 when 1101W2, - +co •	 (2.8) 

Let q0 0, i.e. instead of (2.6) the inequality 

-JQ(x)v(x)dx + Q(l)v(1) - Q(0)v(0) ^ 0	for all v e K	 (2.9) 

is true. Let us clarify the sufficient condition which implies J(v) - when 1101 W
2' - +. 

Set i(x) = v(x) - v(0), where (0) = 0, V € W(0,1) for ye W(0,1). For such functions we have 
the inequality

1 X	 I X 

I V
 112
L 2 1(s)ds)dx	fxJ((s))2dsdx	 (2.10) 

Since v(x) '(x) + v(0) we can write 

J(v) = fk(x)('(x))2dx fQ(x)(v 2(x))dx +Q(1)v 2(l) - Q(0)v2(0) 

II - f(iW(x))dx - 2v(0)j'!0(.;)dx. 

By virtue of (2.3) - (2.5), (2.9), (2.7) we further obtain 

J(v) a 1,01,71 2
 ' - 2I1 V iIi - 20)f0(x)dx.	 (2.11) W2	W2 

In view of (2.10) we can write 

+ (I 
- ^ 2& iiVIi	4 (1 - 

^ max min{2, 1- }lIIIwitIIIi 
c1O.1J 

and now from (2.11) we obtain 

J(v)	k0 iRIiyi - 20IIiiwa - 2v(0)ffo(x)dx. 

Since VW = v(x) - v(0), for v(0) a 0 there follows I ii v ilw1 - v(0)I iRilwi. It is obvious that 
when iiv 11w 1 - +co two cases are possible: 

a) I 11v IIi - v(0)I s c < + (c a constant) which yields v(0) — +. 

b) I liv iIyi - v(0)I —* +, which yields lliiw1 - 

By virtue of (2.12) in both cases J(v) -* + if 11v Ows -+ +co, v(0) a 0 and the condition 

ffo(x)dx < 0	 (2.13)
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holds. Let us state the following problem, where K = {v € W,.(0, 1): v(0), v(l) a 0]: 

(P1) Find an element u € K such that J(u) = inf AV). vcK 

This problem is equivalent to the variational inequality (see [51) 

(P2) Find an element u € K such that a(u, v - u) a 1(v - u) for all v € K. 

Now we can formulate the following assertion. 

Theorem 2.1: Let a(u,v), 1(v) in (P1), (P2) be defined as in (2.1), (2.2) and the conditions 
(2.3) -(2.6) with q0 > 0 or the conditions (2.3) - (2.5), (2.9), (2.13) with Q(0) * Q(1) be satisfied. 
Then the problems (P1), (P2) have unique solutions. 

Proof: The existence of a solution follows from the above mentioned properties of the bi-
linear form a(u,v), the linear functionals 1(v), J(v) and from [5: Theorem 2.11. If the conditi-

ons (2.3) - (2.6) with q0 > 0 are satisfied, then the inequalities (2.7) yield the strict convexity 
of the functionalf(v) and due to [5: Theorem 2.2] the solution of the problems (P1) and (P2) 

are unique. 
Let us assume that instead of (2.6) with q0 > 0 the conditions (2.9), (2.13) are true which 

together with conditions (2.3) - (2.5) guarantee J(v) - +co when liv 1j .-* +co and therefore 

the existence of a solution. Further we give the proof of uniqueness by contradiction. Let u 1 , u2 
denote two solutions of the problem (P2), namely u1 * u2 . Then 

a(u1 ,v-u1 )^:1(v-u1 )	and	a(u21 v-u2 )?1(v-u2) for all v€K. 

After substitution v = u2 in the first inequality and v u1 in the second one and summation we 

have -a(w, w) ,t 0 or a(w, w) = 0 where w = u1 - u2 . As a result of the equality a(w, w) = 0 and 

(2.9) we obtain 

fk(x)(w(x))2dx = 0	and	JQ(x)(w2(x))'dx + Q(1)1) - Q(0)w(0) 0. 

The first of these equalities yields w(x) = c r const. It follows from the second equality that 

c(Q(1) - 0(0)) = 0 and since Q(0) * Q(1) we have c = 0. Hence w = u1 - u2 = 0 U 

Let us consider the following problems: 

(P3) Find u 1 € K1 such that J(u 1 ) = inf J(v) (i = 0(1)4) 
y E Ic1 

where 

K0 = {v€W21(0,1): v(0)v(1)0]	K1r{vEW2t(0,I): v(0)0] 

K2 = fv € W(0,1): v(1) = 01	 K3 W(0,1). 

Since K . are linear subspaces of W(0,1) the problems (P3) can also be formulated in the 
following form: 

(P4) Find Elements u € K1 such that a(u 1,v) r 1(v) for all v € K1 (i = 0(1)4).
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Due to the properties of the bilinear form a(u,v) and the linear functionals 1(v), J(v) each of 

the problems (P3) or (P4) have a unique solution. 

Theorem 2.2: Let the conditions of the Theorem 2.1 hold. Then the solution of the prob-
lem (P1) coincodes with one of the solutions of the problems (P3) ((P4)). 

Proof: Let ue K C W(0, 1) be the unique solution of the problem (P1). We assume that 
u	K 1 , i.e. u(0) = 0 and u(1) '^ 0 (other possible cases are: UE K 2 with u(0) > 0 and u(1) 

= 0; u e K 3 with u(0) > 0 and u(1)> 0; u e K0 with u(0) = 0 and u(1) = 0). We shall prove 

that J(u) = min ,, K J( v). Suppose (proof by contradiction) that the problem (P3) for i = 1 has 

a solution u1 * u. If u1 (1) 2t 0, then we have u1 € K, u * E K1 and as a result of the uniqueness 

theorem we obtain the contradictory inequalities 

3(u1 ) = inf 3(v) < J(u) = inf 3(v) .1(u1). 
vcK 1	 vcl.. 

Hence u 1 (1) < 0. The imbedding theorem Vs' C C implies the continuity of the function u1 on 

[0, ii therefore u 1(x) vanishes at least in one point of this interval. Let W be the maximal of 
these points and let us put 

l[3j(v) = J'(fo(x)v(x) - f(x)v'(x))dx 
CK 

a[,u, v)	(k(x)u'(x)v(x) - Q(x)(u(x)v(x))') dx + Q()u()v() - 

J1, ç j(v) ° a[,13J(v,v) - 2l[J(v). 

Then

3(v) = A0, 11(v) = J[0](v) +J[1](V). 

Suppose J[ 1](u 1 ) a 0. In this case we consider the function U u1X[o], where XM denotes 
the characteristic function of the set M. It is obvious that IT E K1 and 

3(11) J[Oj(U) +J	ij(_07 ) = JLo,j( ul ) s J[o , J(u 1) +J[1J(u1 )= J(u1)=infi(v). 

Since 11 * u1 we have obtained a contradiction. In the case J(, 1j( u1 ) < 0 for the function IT = u1 
x	+ cu1 Ax,11, c >1 we arrive at the conclusions IT e K 1 and 

3(u) =J[0,j(u1 ) +cJ[kIJ(ul) <J[0,J(u1 )+J1,1j(u1 )= J(u1 )	inf 3(v) 

and again we have a contradiction. Considering the other three possible cases in a similar way 
we obtain the complete proof U 

Theorem 2.3: Let u be the solution of problem (P2). Then u(x) = max{ u,(x): i = 1(1)31 for 
x € [0,1], where u• are solutions of problem (P4). 

The proof of this theorem is completely similar to that of [6: Theorem 42.311,
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3. Exact and truncated difference schemes for variational inequality and their properties 

For each problem (P4) ((P3)) analogous to [41 we can construct the following exact scheme: 

Au1 -p(x) for xe,3
(i = 0(1)3)	 (3.1) 

10 (A0 u 1 , u . ) = 0 and 11(A 1 u 1, u,) 0 

where

{ x, ih: i = 10)(N -1), h 1/N}, U h =	u 0, l} 

10 ( A0 - 1 , u,) = K0'u,(0) + 0 - k01 )A, u i and i1( A 1 u, u) = K 1 'u,(l) + 0 - K11)A1u 

-	10 for i=2.3	and	k .1,	10 for i=l.3 
=1 

1.1 	for,0,1	 I for i0,2 

Au = ( au ) - du, A0 u	-u(0) + x'u(0) + 1 ' A 1 u	u(1) + x'u(1) + 

and the coefficients a, d, xf', ' ( i = 0,1) are defined in [4] by means of the solutions v11(x), 

v2 (x), x E e = (x11 ,x1+1 ), e0 = ( 0, Xa), eN = (xN 1 ,1) of generalized Cauchy problems. 
Let u be the solution of problem (P2). Due to the properties of the functions v11, v2' we 

have v2°, v/" € K. Since 1< is a cone one can obtain from (P2) 

a(u,v) a 1(v) for all v € K.	 (3.2) 

Substituting in (3.2) by turns v v20 and v v1Nwe find A0 u,A 1 u 2! 0. Theorem 2.2 states that 
the function u coinsides with one of the functions u 1. For this reason (3.1) implies the following 
relations for the function U: 

Au	-cp(x) for x €	
(3.3) 

u(0)A0 u = 0, u(1)A 1 u 0 and u(0), A0 u,u(1), A 1 u ? 0. 

Analogously to [8] one can prove that the exact three-point scheme (3.1) for each problem 
(P4) is unique, hence the exact three-point difference scheme (3.3) for problem (P2) is unique 
as well. The question about uniqueness of the solution of exact difference schemes we shall 
consider later. 

A constructive approach to the exact difference scheme (3.3) is the truncated -difference 
scheme of rank in 

A(m)y(m) = p(m)( X ) for x € 

.V m oA m)y(m) = 0 and .V m 1A n '(m) = 0	 (3.4) 

y''(0), Am)y(m),y(m)(l),	 , 0 

which one constructs as in [4]. If the solution of the exact difference scheme (3.4) exists, 
then it obviously coinsides with one of the solutions of the problems
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A(m)y, (m) = _p( m)(x) for x
(3.5) 

10 (A ,T yi	,(m) yi(m)) 0	and	11(A(1m)(m), yS m )) = 0 for i = 0(1)3. 

In analogy with [4] one can prove that under the assumptions (2.3) - (2.6) with q0 > 0 the fol-
lowing estimates are valid: 

Ilp / 'o (u _yj( m ))II m	ch 2(m *1) - n 'F(m, h) for i 0(1)3	 (3.6). 

where 

p(x)x(1-x) and	IIuII,= max {Iu(x)I.x 

no n0(p 1 ,p2 ,p,X,r,..q.m) = maxnnd	n,,- +i} 

n i	n 1 (p 1 ,p2 .p,X,r,,q,n,) = max{n,,nd	1,n0	+n 	- 1 - l/p2,n} 

p' p1 ' +p1	1 with p0,p1,p2 ;' 1 

are defined in[4] 

F(m, h) F(m, h, k, Q, fo , f) are bounded or vanish when h -+ 0 

c is a constant independent of h. 

Further we shall prove some properties of the exact and truncated difference schemes. 

Theorem 3.1: Let the conditions (2.3) - (2.6) with q 0 > 0 hold. Then a solution of the trun-
cated difference scheme (3.4) exists. 

Proof: We first remark that under the assumptions made the following estimates are valid 
(see [4]): 

0< co- ' !^ a(x), a( m )( .v) !5 k 1	and	d(.v),d(m)(x) a 

hq0(2k1 )' ^	 ^ co(2IIQIIc.[o h J + h 1P IQIx p ,)	 .	(3.7) 

hq0(2k 1 ) -1 s x,x1'	^ cO(2IIQIICL1.,1J +hX11PIQI>) 

The theorem will be proved when among	= 0(1)3) there exists y ,"such that 
.V1 m)(1), A m )y,( m ), A mm) ^ 0. The existence of such y1(m)can be obtained as in [2] using 
the inequalities (3.7) and the discrete maximum principle [711 

The inequalities (3.7) and the maximum principle in analogy with [2] yield the following 
two theorems as well. 

Theorem 3.2: Suppose the conditions (2.3) - (2.6) with q0 > 0 hold. Then u . (x) S y(x) and 
:5 y '" (x) for x € fa i, and i = 0(1)3, where y is a solution of the exact differenece 

scheme (3.3) and y(m) is a solution of the truncated difference scheme (3.4).
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Theorem 3.3: Suppose the conditions (2.3) - (2.6) with q0 > 0 hold. Then exact difference 
scheme (3.3) and the truncated difference scheme (3.4) have a unique solution. 

Using these results and estimate (3.6) in complete analogy with [2] we can prove as next 
statement the following 

Theorem 3.4: Suppose the conditions (2.3) - (2.6) with q 0 > 0 hold. Then the solution of 
the tru,cated difference scheme (3.4) converges to the solution of the variational inequality 
(2.15) if h -+ 0 and the estimate 

lip "0(u -Y	5 ci, (m)I"	2(m	'(m, h) 

is valid, where n r max{n ...... n 3 ), the functional F(m, h) = F(m, h, k, Q, f0 , f1 ) is bounded or 
tends to zero together with h, the constant c does not depend on h. 

An algorithm which is based on the statements of Theorem 3.2 and (3.5) can be con-
structed for computational realization of the truncated difference scheme (3.4). This algo-
rithm can be tarried out applying the elimination method for three-point equations not more 
than two times (see [31) and needs 0(N) arithmetical operations. 
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