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Abstract: in this paper we study generalized solutions in the sense of Colombeau to the 
Cauchy problem for hyperbolic conservation laws and their parabolic approximations. We obtain 
existence and uniqueness results both in the scaler case and for systems. The relation of the 
generalized solution to the classical solution, when the latter exists, is established. An application 
of our results is to the p-system of gas dynamics with artificial viscosity. 
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1. Introduction 

This article is devoted to the study of generalized solutions to hyperbolic conservation 
laws in one space dimension 

J ut+f(u ) = O	for xElfl,t>0	 11 
uIg= u (x )	for xEli 

and. the corresponding parabolic approximation 
j u + f(u), = AU.. for XE JR, t > 0	 1 2 lquI t=o =uo(x)	for xElR	. 

with  >0. We study both the scalar case, U: 1R.= IRx[0,00)—i IR, and the case 
of a system u: 1R. -. IR". We are concerned with the construction of solutions in the 
algebra (li) of generalized functions, a modified version of the algebras introduced 
by Colombeau [4, 51 to deal with the multiplication problem for distributions. We note 
that Q(1R) contains the space of bounded distributions V(1R), so that highly singular 
initial data can be considered in this setting: 

This article is a continuation of the study in [2], where the Burgers equation was 
investigated, i.e. 1(u) = u2 . It was observed there that (1.1) cannot have solutions with 
equality in (IR.) in the shape of shock waves, but should be replaced by 

°fu+f(u)0	 13 
1. 4=o = uo(x)	 * 

where	denotes the association relation on (li). On the other hand, the Burgers 
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equation with viscosity coefficient p> 0 was shown to have unique solutions in(1R.). It 
was demonstrated that shock wave solutions to (1.1), with f(u) = u2 , could be properly 
modelled by means of generalized solutions to (1.2) with an infinitesimal generalized 
coefficient p 0. These solutions were seen to actually satisfy (1.3) and to behave (in the 
sense of association) just as the weak entropic L°°-solutions to (1.1), if the initial data 
belonged to Lc(JR). For a discussion of various aspects of this approach we refer to the 
introduction of [2]. 

In this article we extend these results to problems (1.1) and (1.2) with general flux 
function f, only required to be smooth and polynomially bounded, together with all 
derivatives. Both in the case of a scalar equation and a system we show that there exists 
a unique generalized solution of (1.2) for arbitrary data in (JR) when f' is globally 
bounded. In the case of a system this remains true when f is globally bounded on an 
invariant region for (1.2) which contains the initial data. For scalar equations, weget 
existence and uniqueness also for unbounded f', but a link between the growth of 1' and 
the type of the initial data is required (this becomes only relevant when the initial data 
are singular; no restriction appears when u0 E L(li?)). 

Further, in the scalar case we show that when u 0 is a classical bounded function and 
p 0, the generalized solution to (1.2) is associated with the weak entropic L°°-solution 
to the conservation law (1.1). What concerns systems, our results can be applied, for 
example, to the p-system of gas dynamics with artificial viscosity 

I V - tL = PVxx, Ut + P(V)r = i2Uxx t (v,u)]=0 = (vo(x),uo(x))	 (1.4) 

with p(v) = kv, k > 0, y > 1. 
The plan of exposition is as follows. In Section 2 we recall the definitions from the 

theory of generalized functions needed in the sequel and introduce some supplementary 
notions. In Section 3 we state and prove the existence-uniqueness results in the scalar 
case, and we study the associated distribution when the initial data are classical L°°-
functions. Section 4 contains the extension to systems. 

2. Algebras of generalized functions. 
In the sequel, we let JR . = JR x(0,00) and 3f'+- = JR x [O,00). The algebra of smooth 
functions on JR (resp. JR), all whose derivatives are bounded, will be denoted by C°°(1R) 
(resp. C(JR . )). Further, we let 

cr( IR) = {U E C00 (JR)I UIRX(o,T) E C° (1R x (0,T)) for all T> o}. 

We remark that each element of Cr(JR ) has a smooth extension up to {t = 0), so that 
= C(JR), similarly for C. 

For simplicity, we introduce only the two algebras of generalized functions 
and 99 (JR) which we are interested in; for the general definitions we refer to Biagioni [1: 
Chapter 11, Colombeau ([4: Section 3.4] and [5:, Chapter 1]) as well as [8: Sections 9 and 
121. We denote by E9 [JR] the set of all maps u: (0, 00) x	-i JR such that 

(X, t) -p u(,x,t) E Cr(JR)	for all c >0.
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Next, EM,9[ 1R ] comprises those elements u of E[1R^J that, for all (a, fl) E q2 and T> 0, 
there is N € IV with

sup	Ia:oti(e,x,t)I = o(e_N)	as e —+0. 
(x,t)ERx(0,T) 

Finally, V;(li?) is the subset of all u E E[R4 ] such that, for all (a, fl) € W2 , q E RV and 
T>0,itholds

sup	IOOu(e,z,t)I =	as e —+0. 
(r,t)ERx(0,T) 

We note that EM,9[1R24.) is a differential algebra, the operations defined componentwise at 
fixed e, and A((1R . ) is a differential ideal. 

Definition 2.1: The differential algebra(li?) is the factor algebra (JF4) 
EM,9 ( li? )/A' (JR). 

The representatives of an element u € G, (li? . ) will be denoted by the symbol {u},,.o 
or {u(x, t )}>0 . The one-dimensional version (1R) is defined in complete analogy, based 
on

E[il?j = {u (0, oo) x 11? -+ I? such that x -+ u(, x) € Cr( JF?) for all e> o}. 

We have noted above that C°°(JR2+ ) = Cr(JR). Accordingly, we can define the re- 
striction of a generalized function to {t = 01 as follows. 

Definition 2.2: Given u E c9 (JR), its restriction u lj=o E 99 (JR) is defined as the 
class of {u(x, 0)}>, where {u(r, t)}>0 is a representative of u. 

Concerning nonlinear functions of elements of the algebra g 3 (1R . ), we introduce the 
following notion. 

Definition 2.3: A smooth function-jr : JR't -+ JR't . is called slowly increasing at 
infinity, if for all a € Nn there are Na E iN and C > 0 such that If°)(u)I :5 Ca(l+IuI) 
for all u € li?'t . The number No is called the order of f. 

If f is slowly increasing and u E (G(iR.))'t we can define 1(u) E (g9(JR))° 
representatives. Thus all operations involved in systems (1.1) or (1.2) have a well-defined 
meaning in the algebra g9 (JR), given u0 E 99(li?). 

We now specify an imbedding of D(R) into (iR). Fix an element p € S(R), a 
rapidly decreasing smooth function with 

Jp(x)dx=1	and	Jx'p(x)dx=0 for all a€N	(2.1) 

and set p, (x) = c'p(c'x) for z E JR and e > 0. The map 

w -+ class of {w * pj c>0	 (2.2) 

defines an imbedding of 1Y,(JR) into 99 (1R). It is obvious that £ commutes with deriva-
tion. Further, if w happens to belong to Cr(li1), it may itself serve as a representative
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for t(w), as follows easily from (2.1) and Taylor expansion. Thus turns Cr(IR) into a 
subalgebra of (1R). 

Definition 2.4: An element u € g9 (li?) is said to be associated with a distribution 
w E D'(11) if for some (and hence every) representative {u}>o of u it holds that 
uC -i w in V'(1R) as c -p 0. We denote this by u w. 

This concept says the following: If u has an associated distribution w, then it be-
haves like w when regarded on the level of information of distribution theory (on which 
approximations with the same weak limit are identified). 

Definition 2.5: An element p E 99 (JR) is called a generalized constant if it has a 
representative {p}c>o which is a constant for each e > 0. In case y, is also bounded away 
from zero, more precisely there is N E IV such that e t' < p, < _N for all sufficiently 
small e > 0, we shall call js a generalized positive number. 

If p is a generalized positive number, then so is 1/p. Clearly, all positive real numbers 
are also generalized positive numbers. Further, p is associated with zero, it 0, if and 
only if p -* 0 as c -i 0. 

Definition 2.8: We say that u € (li?) is of /lj-type if it has a representative 
{ u}>o such that, for every T> 0, 

sup	u(x,t)i=O(/ilogci)	as e—+0. 
(x,t)ERx (o,T) 

It is called of bounded type if 

sup	Iu(x,t)i=O(1)	ase—*0. 
(z,t)ERX(O,T) 

A similar definition applies to elements of 9(1R). We note that if uo E L°°(1R), then 
t(uo) is of bounded type. On the other hand, taking p as in (2.1), the map (f, x) -i 
c/i log ci p(c/i log e  x) is of ./lj-type and defines an element of (1R) associated with the 
Dirac measure. 

The motivation for Definition 2.6 is the validity of the following result, which follows 
immediately from the definitions. 

• Lemma 2.7: If  E C°°(IR) is slowly increasing at infinity of order r, * and  E 
is of ./Ij-type, then expf(u) E(1R). More precisely, 

sup	exp if(u (x , t ))I = 0(1/c) 
(x,*)ERX(O,T) 

as c -' 0 for each T> 0.
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3. The single quasilinear parabolic equation 

This section is devoted to problem (1.2) -in the scalar case. We assume throughout that 
I E C°°(1R). For the time being, ja > 0 is considered a classical real number. We begin 
by recalling a Gronwall-type inequality which will be frequently needed in the sequel (for 
a proof, see [2, Lemma 2.2]). 

Lemma 3.1: Let w be a nonnegative, continuous function on [0, co) and assume that 

w(t)<a+bJjL)_ds 

for some contants a,b > 0 and every i > 0. Then 

w(t) < a(1 + 2bv/7)exp(7rb2t).	 (3.1) 

Next, we summarize the classical results concerning problem (1.2) which we need 

Lemma 3.2: Given u0 E Cb°°(IR), problem (1.2) has a unique solution 'u E C° 
L°°(1R . ). Moreover,

IIuIIL00(I.) < II UOI[LOO (R) .	 S	 (3.2) 

Proof: Estimate (3.2) is 'just the maximum principle for classical solutions. The 
existence of a solution can be inferred as follows. Let 

1 E(x, t)=	e 2/i 

be the fundamental solution of the heat operator. We rewrite*(1 .2) . by means of Duhamel's 
principle as the integral equation 

u(x,t) = E(t)*uo—JE(s)*f(u)(x,t—s)ds 

=	r Jeuo(x_2v'iy)dy ' -	.	(3.3)  

/ 
+	 %J _J yef (u(x - 2Thy,t - s)) dyds 

where the derivation with respect to x has been placed on the-heat kernel by an integration 
by parts. The operator on the right-hand side of (3.3) is easily seen to determine a 
contraction in a suitable ball in the space C([0, Tk] C(1R)) for -every k E' IN. and 
sufficiently, small Tk > 0,, where C(1R) denotes -the space of' functions with bounded 
and uniformly continuous derivatives up to order Ic. Thus a local solution u exists.. It is 
not difficult to see, say with k = 2, that this function u is a distribution solution to (1.2),
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from which the regularity of Ut follows, so that u is also'a classical solution. Now the 
maximum principle (3.2) applies, giving an a priori estimate entailing that the existence 
is global and producing a,solution u E C([O,00) Cr(1R)) . Its smoothness properties 
with respect to I can be obtained by successively, differentiating (1.2). 

Finally, uniqueness follows by applying Lemma 3.1 in the situation of (3.3) I 

We now turn to generalized solutions to problem (1.2). 

Theorem 3.3: Suppose that the function f is slowly increasing at infinity, If'I 
bounded, and p > 0. Then for any given u 0 E 99 (IR), there exists a unique solution 
u E G(JR') to problem (1.2). 

Proof: We fix some representative u, of u0 , and consider the problem 

I u + f(u), = 
luIi=o = 

uo(x) . (3.4) 

By Lemma 3.2, there is a unique solution u E C600(1R) of this problem. Using the fact 
that uo, E EM,9[1R], the inequality (3.2) immediately implies that there is No E IN such 
that the solution u satisfies 

	

sup Iu(x,t)I = O(e_N0)	as e -p 0.	 (3.5)
(,t)ER 

Now we estimate u. Replacing u by Uf and u0 by u0 in (3.3), differentiating with 
respect to x and taking the supremum gives 

Iu(•, t)IIL(R)

1 
( I UOexIILoo(R) +	IIf'(t4e)IIL0f	 (3.6)

Employing Lemma 3.1, this inequality implies 

u(•, t)IILo(R)

	

2C
'(u)IIL	

)	

/ C 
< II U0zIIL(R) 1 +llf	,	exp ( 

'
_IIf'(uc)II t) .	(3.7) 

p 

Since If'I is bounded, (3.7) implies that, for any T> 0, there is Ni E IN such that 

sup	Iu2(x,t)I = O(CI )	as e -+ 0.	 (3.8) 
(x,t)ERx(O,T] 

We can similarly prove that thesame type of estimate is still valid for the higher derivatives 
of u with respect to x, noting that the highest order derivative of u always goes with 
the factor f'(u). Concerning the i-derivatives and the mixed ones, using the differential 
equation (3.4) and by differentiation we can successively get a similar estimate. That is 
to say that (u)>o belongs to eM[1R2^]; its class in (1R.) defines a generalized solution 
to problem (1.2).
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To prove uniqueness, suppose that u 1 , u2 E 92 (1R') are two solutions to problem 
(1.2). Then there are N E .V(IR,) and n E AI (iR) such that 

f (uj — U2)j + f(u) - f(u2C ) =	— U2). + N	 9 

	

(u i — u2)Ij=0 = n(x)	 ( 
With u 1 , u2 being representatives of U 1, U2, and	defining N, n, respectively. It
follows that the difference (u1 - u2)(x, t) equals 

1	
00

en(x - 2viy) dy 

00 +z=J 
J eN(x-2/iTh1,,t—s)4yds 

0 —00 

+ JJ ye 2 [i (ui(x - 2y,t — s)) 

—f(u2c(x - 2 /iThy , t—s ))] dyds 

which implies 

(uj - u2 )( . , t)IJLoo ( R )	II"IlL(R) + tIINCIILOO(Rx(0T]) 

C, __ 

+;IIf IIL'° i	,__...II(u1 - u2C)(.,$)IIL(,)ds 

Again using (3.1) it follows that 

II(u1 — u2,)( . , t)IILOo(R) 

:5. 01nii	+ t II NaIIL(,XlO,)) (i +	iii 
2C	

IL	
)

VC2 

Vt
exp(—lIf 

which means that

sup	I(ui - uz)(x, t)I = O(CM )	as e —i 0	 (3.10)
(z,t)E Rx (0,7'] 

for any T >0 and M E BV since n E .A1(JR), N E jV9 (1R.) and If'I is bounded. 
For the derivatives of u - u 2 with respect to'(x,t) we can similarly prove thatthe 

same type of estimate as (3.10) is still valid by using the arguments of the existence part. 
Hence, u 1 - u2 E V;(li,) which completes our proof I 

Theorem 3.4:' Suppose that I is slowly increasing at infinity and f is of order r. 
Then for any given u0 E (1R) of /T-type, there is a unique solution u E (li?) of 
2,/7type to' problem (1.2). 

'Proof: Under the above assumtions, we have that the representative uo of u0 satisfies 

1I u0cI1L00 (R)	C 2̂ rj log 1
	 (3.11)
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with C >0 being a constant. Using (3.2) it follows that the solution u to (3.4) satisfies 

	

UeIILoo(R2 )	C 2ç/lo e	 (3.12) 

which implies that

IIf'(Uc)IILo(R) 5 Ci/ _109d (3.13) 

with C1 > 0 being a constant. The inequality (3.7) gives rise to the assertion that the 
solution to (3.4) still satisfies (3.8). For the higher derivatives of u with respect to (x, t) 
we can easily establish the same type of estimate by using the method of Theorem 3.3 
and (3.13). That is to say that the class of {u}>o E (li), which is of Tog-type, is 
a solution of the problem (1.2). 

Now we prove uniqueness: If u 1 , u2 E 99 (1R) are two solutions to problem (1.2) with 
representatives u 1 and u2 both being of 2,/ltype then there are N E 1V9 (1R) and 
n E jV;(Ia) such that 

f (u - u2c)t + f(u i ) - f(u2 ) = i(uj - u2) + N 
'1.	 (ui - u2c)tto = n(x) 

where N and n are the defining sequences of N and n, respectively. Since u 1 and u2 

both are of 2,/l type we know that, for any T > 0, 

(x,t)ERx(O,T) 
Jf'(6u 1 (x,t)(1 —O)u2 (x,t))dO	CTVI 

with CT > 0 being a constant. Therefore, we can easily obtain that the class of {ui - 
u2 }>o belongs to the set jV;(1R) by using the same method as in the uniqueness part 
of Theorem 3.31 

Formally setting r = oo in Theorem 3.4 we get the following stronger result for initial 
data of bounded type. 

Corollary 3.5: Suppose f is slowly increasing at infinity. Then for any given u 0 E 
(1R) of bounded type,' there is a unique solution u € 99 (1R) of bounded type to problem 

Proof:, By assumption, lIUOIIL(R) < M for some M uniformly in e > 0; by the 
maximum principle (3.2),Iu is majorized by M as well, so If'(u)I is uniformly bounded 
independently of e> 0. The same arguments as above go through I 

Remark 3.6: Concerning the generalized, solutions constructed in Theorem3.3, The-
orem 3.4 and Corollary 3.5, we can immediately assert 'the folluwing consistency property: 
If the initial data u0 actually belong to Cr(li?), then the generalized solution coincides 
with the classical solution in Q(1R.). Indeed, as noted after (2.2), u0 may itself serve as 
a representative for t,,(uo), so'the classical solution in Cr(1R.) is a representative for the 
generalized solution. The relation with the classical solution when u0 € L°°(R) will be 
discussed below.
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We now study problem (1.2) when u is allowed to be a generalized constant. In order 
not to complicate matters we just give a typical result, corresponding to Corollary 3.5. 

Theorem 3.7: Suppose that u is a generalized positive number such that 1/j is of 
log-type. Let f be slowly increasing at infinity and let u0 E (li) be of bounded type. 
Then there is a unique solution u E (1R') of bounded type to problem (1.2).. 

Proof: As in Corollary 3.5, we have that If'(u )I is bounded independently of e> 0. 
The rest follows as in the previous theorems, noting that = 0(log(1/e)) in the 
inequalities of type (3.7) I 

We remark that the hypothesis requires js to converge to zero rather slowly, if at 
all. Various improved estimates can be obtained if f is homogeneous of degree p: Then 
the change of variable v(x,t) = p 2"u(.Jx,t) reduces problem (1.2) to the case with 

1, thus the previous estimates apply, and the factor /(2-2p) determines the type of 
V1.

We now undertake a comparison of the generalized solutions obtained so far with 
classical solutions, when the latter exist. First some preparatory observations: Lax [7; 
Section 5] introduced the following pseudo-norm, defined on locally integrable functions 
g on 111, but possibly infinite:

I g i. = sup 
zER0 

and showed that if u 1 and u2 are two classical solutions to problem (1.2) with initial data 
uoj and u02 , then I(ui — u2)( . , t)I. < 2u01 - u021. for any t > 0. We also note that if 

—' 0 as e —i 0, then g —p 0 in V'(IR). Further, letting uo e L°°(JR) and p as in 
(2.1), (2.2), it holds that Iuo — uo * p.. —i 0 as e — 0. For proofs of these assertions 
we refer to [2, Section 31. 

We now take initial data u0 €L°°(JR) and let ja be a positive number or a generalized 
positive number such that 1hz is of log-type. According to Corollary 3.5 or Theorem 3.7, 
the problem

uj + f(u) =	 (3.14)
I u = = L,(uo) 

has a unique solution u € 9,(1R . ) of bounded type. Let { jz}>obe a representative of ii 
and consider the problem

f Vj +f(ve)r = ACV= r	 (3.15)lvI=o=uo(x). 

In order to avoid additional regularity considerations, we just assume that u 0 E C(). 
According to the arguments sketched at the beginning of this section, problem (3.15)has 
a unique classical solution v. Finally, let Ju,),>o be the representative of the generalized 
solution to problem (3.14) constructed in Theorem 3.7 and tile preceding results, ie. u 
solves the problem

f u + f(u) = peuezz
0
	 (3.16)1. U €1 g 0 = uo*pe(x).
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Lemma 3.8: The difference u - v, converges to zero in 1Y(]Ft^) as e	0. 

Proof: According to the observations above, sup.., 0 (v. - u)( . , t)[. !^ 2 1 u0 - u0 * p1. 
tends to zero with e, and this entails the distributional convergence of u - v to zero  

Proposition 3.9: Let f be slowly increasing at infinity, jz a positive real number and 
uo € C(1R). Then the generalized solution u € (li') to problem (3.14) is associated 
with the classical solution v to the problem 

vt + f(v) = jzv, vito = uo(x). 

Proof: Since ju is a classical real number, we may set j	,u in (3.15) and (3.16). 
Thus v	v in (3.15), and the assertion follows immediately from Lemma 3.8 I 

Proposition 3.10: Let f be slowly increasing at infinity, i a generalized positive 
number such that 1/ri is of log-type, u0 E C fl L'(IR). If u 0, then the generalized 
solution u € Q(1R) to problem (3.14) is associated with the weak entropic solution 
w e L00(1R.) to the conservation law 

W t + f(w) = 0, w,,o = uo(x). 

Proof: With v and u as in (3.15) and (3.16), we have u - V. -i 0 in Y(1R . ). On 
the other hand, the solutions v, are known to converge in Lj,,(1R4.) to the weak entropic 
solution w as a, -* 0 (see, e.g., DiPerna [6: Theorem 4.3]). Thus u -p w in 7Y(IR^) 
as e -' 0, so u WI 

We point out that in the situation of Proposition 3.10, the generalized solution u E 
(li . ) is also a solution to problem (1.3), more precisely, 

uj + f(u)	0,	UIt,c,O : u0. 

This follows from the fact that u is of bounded typeand u 0, so ju	0. 

4. Systems of conservation laws 

We turn to the case where (1.2) is a system of equations, that is, u = (ui,... ,u,) and 
I = (Ii,.. . , f,) . The constant jz is taken the same in each component. The integral 
equation (3.3) now turns into a system of integral equations, valid for each row with 
u, u0; 1(u) replaced by u, u0 , f1 (u) (i = 1,.. .,n). The existence of a local classical 
solution is established easily by the same arguments as in Section 3. However, as opposed 
to the scalar case, no maximum principle is availablein general Thus further ingredients 
are needed to enable the extension of he local solution to a global one. We begin by 
discussing a simple situation where an a priori estimate is nevertheless valid, namely 
when If'i is globally bounded. In this situation one can write 

1(u) =	f'(iu)da . u + 1(0)
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and apply the Growall-type inequality of Lemma 3.1 to obtain an a priori estimate of the 
form

IUIILoo(Rx(o,r))	C(T, If IIL(R")). 
On the one hand, this implies global existence of a classical solution, as in the scalar case' ' 
On the other hand, concerning generalized solutions in (1R'), Theorem 3.3 carries over 
literally. 

Proposition 4.1' thatf : JRTh —i JR" is slowly increasing at infinity and 
Jf'j is bounded, jz > 0. Then for any u0 = (uo i ,. . , tio,) E ((1R))", there is a unique 
solution u = (u i ,... ,u,,) E (cg(Ja))" to system (1.2). 

A more interesting situation arises when system (1.2) admits an invariant region on 
which If'I is bounded : A subset of 11?" is called an invariant region for (1.2) if, given 
any T >0 and . a classical solution u to (1.2) on JR x [0,T), uo(x) E 1 for all x E JR 
implies u(x,t) E E for all (x, t) E JR x 

Definition 4.2: An element u E (,(1R))" is called of type 1, if for any representative 
{u}>o there is co >Oso that u(x,t) E E for all x  li?, t >0, ande < co. A similar 
definition applies to uo € (99(JR))". 

Theorem 4.3: Suppose that f JR." —+ iii" is slowly increasing at infinity, j > 0, 
and system (1.2) admits a convex invariant region E on which If'I is bounded. Then for 
any u0 = (uoi,... , us,,) E (g9 (IR))" of type E, there is a unique solution u = (u i ,. .. , u,,) E 
(g9 (JR))" of type E to system (1.2). 

Proof: Fix some point z E E. Then we have for every u E E that 

If(u)1 =
	

Pau +(1 — a)z) da• (u — z,) + f(z)	 (4.1) 

sup If'()I(Iu I -I: I z I) + If(z)I. 
'EE 

Inserting this in the system of integral equations (3.3), applying Lemma 3.1 and observing 
that E is an invariant region gives an a priori estimate. Consequently, classical solutions 
exist globally, provided the initial data take values in E. Uniqueness of classical solutions 
with values'in E is obtained by applying a similar argument to 1(u) — 1(i). 

Next, let u0 E (g9 (JR))" and take a representative {uo}>o. According to the consider-
ation above, there corresponds a unique classical solution u E Cr(JR.) with u(x,t) E E 
for all x € JR, t > 0. Substituting ue in the place of u in (4.1) and inserting this in the 
integral equations, produces for every T > 0 the estimate IUcIIL(Rx(oT)) = Q(e_N) for 
some N E IN. The estimate on u,.i follows from (3.6), (3.7) and the fact that u € E. 
Higher order derivatives are estimated inductively as in Theorem 3.3. Uniqueness of so- 
lutions in (JR.) of type E is proved along the same lines, noting that au, + (1 — 
belongs to E for 0	< 1, if u and ü, belong to E I 

Remark 4.4: An extension of Theorem 4.3 to include the case wherey is a generalized 
positive number such that 11/4 is of log-type is similarly valid, provided E is an invariant 
region for all j, defining the generalized constant /4. We leave the details to the reader.
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Example 4.5 (The p-system of gas dynamics with artificial viscosity): This is system 
(1.4) with p(v) = kv, k > 0 and y > 1. According to Smoller [9, pp. 211 - 2121 (see 
also Chueh, Conley and Smoller [31), an invariant region is given in terms of the Riemann 
invariants 

r(v, u) = u - 2/(1 - )-1v(1-I2, s(v, u) = u + 2 ,/(i - 7)_1v(1_1)/2 

by E = {(v,u) E JR2 r < ro,s > so}. Taking in particular r0	— o > 0,(v,u) E 
implies that J ul	r0 and v	((4ky)'(y - 1)ro)2/(1_) -' 0 as r0 -i oo. For fixed
t5> O,E eventually contains the region J ul !^ 1/,v > 6. In addition, 

/"

	

(V, U) =	
0	1 

 P! (v) o) 
is clearly bounded on 1 for fixed r 0 . Therefore, if the initial data (VO,uQ) E (g9 (JR)) 2 are 
such that u0 is of bounded type and v0 has a representative satisfying v 0 S > 0 for 
all e, then Theorem 4.3 applies and so there is a solution (V, U) E (g9 (JR))2 , which is of 
corresponding type E and unique with this property. 
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