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Abstract. An iteration scheme for the approximate solution of a linear operator equation in a 
Banach space is discussed from the viewpoint of Chebyshev polynomials. The optimal rate of 
convergence is described by numerical characteristics which are similar to (but different from) 
the classical Chebyshev constants. The abstract results are illustrated by some examples which 
frequently arise in applications. 
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0. Introduction 

Consider the equation
Ax=f
	

(1) 

where A is a continuous linear operator in a Hubert or Banach space X, and f E. X 
is.given. One of the most useful methods for finding. approximate solutions of equation 
(1) is based on the successive iterations 

= P(A)xi +J	(j = O1,2,...)	 (2) 

with some initial value x 0 ; here P(A) is the value of some polynomial P = P(A) at A, 
and f E X is an appropriate element depending on f and P. If the iterated sequence 
(2) converges, its limit x solves the equation 

x = P(A)x +3.	 •.	(3) 

Consequently, if the equations (1) and (3) are equivalent, the iterations (2) provide 
approximate solutions of the problem (1). It is clear that the polynomial P should then 
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be chosen in such a way that the convergence of the iterations (2) to x is as fast as 
possible. 

This problem has been studied by many authors. For instance, in case of a positive 
definite self-adjoint operator A in a Hubert space X several results have been obtained in 
[1 - 3, 5, 16, 22, 25]. For such operators it is rather obvious that, among all polynomials 
of degree n, the Chebyshev polynomial T(A) of A (i.e. the polynomial T satisfying the 
condition T(0) = 1 and having the smallest maximum on the spectrum of A) give the 
fastest rate of convergence of the iterations (2). 

Later it became clear that the basic ideas which had been employed for studying the 
iterations (2) in the setting of positive definite self-adjoint operators, carry over as well 
to equations with arbitrary continuous linear operators in Banach spaces (see, e.g., [12, 
13, 15]). In this connection, however, the idea of using Chebyshev polynomials receded 
somewhat into the background. 

The purpose of the present paper is to discuss the iteration scheme (2) in gefleral 
Banach spaces from the viewpoint of Chebyshev polynomials. It turns out that this 
leads to several new problems which are related to the study of Chebyshev polynomials 
for various subsets of the complex plane C, and which bear a certain resemblance to 
the classical problems studied in [6, 7, 9, 10]. In particular, we shall show that the 
optimal rate of convergence of the successive iterations (2) is given by some numerical 
characteristic Xn depending on the spectrum of A (which is different but analogous to 
the classical Chebyshev constants); moreover, the limit 

X	lim x/" 
exists and this new characteristic x is analogous to the classical Fekete transfinite di-
ameter of the spectrum of A (see [9, 10]). 

The calculation of the corresponding Chebyshev polynomials and characteristics 
Xv' for different sets is a difficult problem even for n = 1. Below we shall give three 
examples to illustrate how to carry out explicit calculations in case n = 1; this leads to 
some new results on the convergence of the approximations (2) (cf. [12, 13]). Moreover, 
we provide a "recipe" for such computations in a fairly general setting. Unfortunately, 
in case n > I the problem of finding the precise values of Xv' and x is still unsolved; 
an exceptional case is when the set under consideration is a real interval (see [7] and 
Lemma 6 below). Some results about Chebyshev characteristics in fact may be found in 
[17 - 20, 23, 241 but they concern only the case when the set is a union of finitely many 
intervals and points. It is worth mentioning that one may find good approximations of 
Chebyshev polynomials by using tools from the modern theory of extremal .problems. 

1. The Chebyshev polynomial methods 
Let X be a complex Banach space and A a continuous linear operator in X. Consider 
the equation (1) in the space X, where x E X is unknown and f E X is given. The 
main purpose of this paper is to examine iteration methods for approximate solutions 
to equation (1) which are realized through successive calculations of powers of A and 
involve the right-hand side f and some initial approximation x0 . To describe this idea 
more precisely, let

P(A) = co + c 1 A + ... + cAv'
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be an arbitrary complex polynomial of degree n, and let 

P(A) = col + c i A + + cA' 

as usual. It is obvious that P(A) defined by this relation is a continuous linear operator 
in X. 

Consider now the successive iterations (2), where x0 E X is some initial approxi-
mation. If the sequence (x,), given in (2) converges, its limit x is a solution of the 
equation (3). Thus, as already stated, the sequence (x1 )3 converges to the solution of 
equation (1) if the equations (1) and (3) are equivalent. 

Lemma 1. Let X be a complex Banach space and A a continuous linear operator 
inX.If

P(0)=1,	 (4) 

then every solution of equation (1) is a solution of equation (3), where 

f=Q(A)f,	 (5)


and the polynomial Q is defined by

P(A) = 1 - AQ).	 (6) 

Conversely, if condition (4) holds and 1 is not an eigenvalue of the operator P(A), then 
any solution of equation (3), with I given by (5), is a solution of equation (1). 

Proof. Let x be a solution of equation (1). Then Az. = A31 f (j = 1,2,...) 
and hence, by (4),

P(A)x. =x.+ c i f +...+cA''f. 

By the definition of Q we have 

x = P(A)x. + Q(A)f = P(A)x. +J, 

i.e. x satisfies equation (3). Conversely, suppose that condition (4) holds, 1 is not an 
eigenvalue of P(A), and x is a solution of equation (3). We have then 

Xe = P(A)x, + I = P(A)x. + Q(A)f. 

Assume now that x is not a solution of equation (1). Then the element z = Ax. - I 
is not zero and hence, by (5) and (6), we obtain 

z - P(A)z. = (I - P(A))(Ax. - 1) 

= A(I - P(A))x. - (I - P(A))f 

= AQ(A)f - AQ(A)I 

=0. 

We conclude that z, = P(A)z., contradicting the assumption that 1 is not an eigenvalue 
of the operator P(A) I	 0
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Lemma 1 allows us to consider different iteration processes based on áppropri&ely 
chosen polynomials P, which will converge to the solution of equation (1). Here one 
should try to choose a polynomial which gives the fastest convergence of the iterations 
(2); this emphasizes the need of studying the rate of convergence of the sequence (x,) 
given in (2). 

In what follows, we shall call the iteration process (2) involving a polynomial P 
with condition P(0) = 1 a polynomial iteration method of degree n. In order to study 
such methods, we recall some basic facts on iterations of the opezatbr eqution 

x=Bx+g	 .	 (7) 

in a Banach space X (cf. [11, 15, 16, 26, 27]). According to the classical Gel'fand 
formula, the spectral radius p(B) = sup I : A E sp B) of a continuous linear operator 
B in X may be calculated either by 

p(B) = lim JIB' II'!'	or by	p(B) = inf I IB II") .) 00  
3 

It is worth mentioning that the spectral radius p(B) is also equal to the infimum of all 
possible operator norms II B II of B, running over all norms on X which are quivalent" 
to the original norm 

The following result is essential for what follows. 
Lemma 2 (see [27]). Suppose that p(B) < 1. Then the* successive iterations 

xj+ l = Bx 3 + g	(i = 0,1,2,	)	 (8) 

converge to the solution x of equation (7) for any g E X and any initial value xo E X. 
Moreover, the estimate 

li x., - x .Ii	z.,(B) JJgJj	(j = 0,1,2,...)	 (9) 

holds, where
= II B ' ( I - B)'	(j = 0,1,2,...).	 (10) 

The analysis of the sequence (10) has, not found much attention yet for general 
operators B. Usually, the rate of convergence of a positive sequence (6j )j to zero is 
characterized by the corresponding Ljapunov ezponçni 

A = lirn sup. 
J-00 

In fact, if A < 1, the sequence (5), converges to zero faster than any geometrical 
progression with ratio p E (A, 1)' 

' 
but not faster than any geometrical progression with 

ratio p E (0, A). Since  
lirn j (B)'" =. 

the error 6, = iI x - x vii for the iterations (8) behaves, loosely speaking, like a geomet-
rical progression with ratio p = p(B). More precisely, one may show that an estimate 

A) . (B)	HB(p)p'	(p(B) <p < 1; j = 0, 1,2,.'..
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holds, where HB(p) is an error-characteristic function of the operator B. If X is finite-
dimensional, this function has the asymptotic behavior 

H8(p) (p - p(B))1" 

where d is the maximal order of the poles of the resolvent R(A, B) = (Al - B) 1 on the 
spectral circumference JAI = p(B). If X is infinite dimensional, a similar result holds 
if the peripherical spectrum of B is Fredholm. If B is a self-adjoint or, more generally, 
a normal operator, the function HB(p) is constant and may be calculated by means of 
the spectral representation of B. 

Lemma 2 gives us a rather simple device for studying the rate of convergence of 
the iterations (2). To make this precise, we need a useful, though trivial, version of the 
spectral mapping theorem (see [4]). Given a non-empty bounded subset M C C and a 
polynomial F, we write

u(P,M)=sup{IP(A)l: AEM}.	 (11) 

Lemma 3. Let X be a complex Banach space and A a continuous linear operator 
in X. Then zi(P,spA) = p(P(A)). 

By Lemma 3, the rate of convergence of the iterations (2) essentially depends on 
the size of the Chebyshev norm zi(P, M) of the polynomial P on the compact set M = 
spA. In particular, it is important for us to describe those polynomials P for which 
v(P,spA) < 1, and to make this description as explicit as possible. 

Let us introduce some notation. Given a non-empty compact subset M C C we 
write

x(M) = infzi(P,M),	 (12) 

where the infimum is taken over all polynomials P of degree n with P(0) = 1. The 
number x(M) (n = 1,2,...) is called the Chebyshev characteristic of order n in 
what follows. A Chebyshev polynomial of degree n for M is a polynomial TM,n with 
TM,(0) = 1 at which the infimum in (12) is achieved, i.e. 

xn(M) = sup {ITM,n(A)l: A E M}. 

One can show (as in the classical situation, see [9, 10]) that, given M ç C, there exists 
a Chebyshev polynomial of degree n for M; this Chebyshev polynomial is unique if M 
contains infinitely many points and 0 $ M. 

We point out that the Chebyshev characteristics (12) have the properties 

•	 xn(Mi) :5 x,(M)	(M1 C M 2 t C)	 (13) 
•	

•	x+(M) Xm(M)n(M)	(M C C)	 •	(14) 

xn(AM) = xn(M)	. (M C C,A E C).	 (15) 

The property (13) follows easily from the properties of the upper bound of nested sets. 
To see that inequality (14) is true, fix two Chebyshev polynomials TMm and TM,n for
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M of degree m and rz, respectively. The product P = TM,m TM,,, is then a polynomial 
(not necessarily Chebyshev) of degree rn + n such that P(0) = 1 and 

sup {I P( .X )I : A eM)	Xm(M)Xn(M). 

Passing to the infimum in this inequality, we conclude that Xm+n(M) :5 xm(M)xn(M). 
To prove the last property (15) it is sufficient to notice that the class of polynomials P 
satisfying P(0) = 1 is invariant under change of argument from z to Az. 

From (14) it follows that the limit 

X(M) = ,3lirr ,,, xn(M)"	 (16)


exists; we call x(M) the limit Chebyshev characteristic of the set M. Evidently, 

x(M) = if x,,(M)".	 (17) 

We point out that the Chebyshcv characteristics x,,(M) (rz = 1,2,...) and x(M) are 
different from classical Chebyshev characteristics.considered, for example, in [9, 101. For 
instance, while the new Chebyshev characteristics are homogeneous of degree 0 (see (15)) 
the classical Chebyshev characteristics ,,(M) (n = 1,2,...) and (M) are homogeneous 
of degree 1 (i.e. en(AM) = IAIe,,(M) (n = 1,2,...) and (AM) = JAI(M) (M c C)). 
This means, intuitively speaking, that the numbers x,,(M) and x(M) introduced above 
give information on the shape and the position of .the set M, rather than on its size. 

We return to the iterations (2). For the reader's ease, we summarize our previous 
discussion with the following 

Theorem 1. Let X be a complex Banach space and A a continuous linear operator 
in X. Then the following statements hold: 

a) The iterations (2) with some polynomial P satisfying P(0) = 1 converge if and 
only if v(P, spA) < 1; moreover, the rate of convergence in this case may be estimated 
by

IIxj - x II < H(p)p'	(v(P, spA) < p < 1; j=0,1,2,...). 

In particular, Hp(A) (p)	1 if spA consists only of simple Fredholm points on the set 

{A: IP(A)I = v(P,spA)}. 

b) The polynomial iteration methods of degree n (or of arbitrary degree, respectively) 
apply to solving the equation (1) if and only if x,,(spA) < 1 (x(spA) < 1, respectively). 

c) If this inequality holds, the fastest rate of convergence (in the sense of the 
Lyapunov exponent) of the iterations (2) is achieved for the Chebyshev polynomial 
P = TSPA,,,; the corresponding Ljapunov exponent in this case is precisely x,,(spA). 

When applying Theorem 1 to a specific problem, one encounters some natural ques-
tions. First of all, the question arises how to calculate n(spA) at least for some 
values of n for the iteration (2). Next, the question arises how to calculate the norm 
bounds ,,(P(A)) (see (10)) and the error characteristic function Hp( A) (p) for the cor-
responding Chebyshev polynomials. These questions have not been answered yet in the 
literature.
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It should be noted that in applications one usually does not know the spectrum 
spA of A explicitely, but one may localize spA, i.e. find a compact set M D spA. By 
the monotonicity property (13), for applying Theorem 1 it suffices then to show that 
x(M) < 1 ((M) < 1, respectively). A necessary, but not sufficient condition for 
these inequalities to be true is the relation 0 M. 

2. Iteration methods of first order 

In this section we examine the simplest case, namely Chebyshev characteristics and 
Chebyshev polynomials of first order for arbitrary sets in the complex plane C. Every 
first degree polynomial P satisfying (4) may be written in the form 

P(.\) = 1 -	 (18) 

and coincides with the Chebyshev polynomial TM,j if and only if z in (18) satisfies 

sup {I 1 - zA I : A E M} = xi(M).	 (19) 

Therefore, the problem of applying the iteration method of first order reduces to the 
problem of finding the number z in (19); this numberz is called the Chebyshev center of 
the set M. Given M C C and z E C, by O(z, M) we denote the radius of the minimal 
disc centered at z which contains the setM. 

It is known (see [12, 13]) that the inequality xi(M) < 1 is true if and only if M is, 
situated in some halfplane Rec.\> 0 (c E C fixed). 

Lemma 4. For compact sets M C C, the equality 

XI(M) = min 1z1'O(z,M)
	

(20) 

holds. 

Proof. From the definition of xi(M) it follows that 

X1 (M) = min sup {pi - M} 

= min sup { I z I u I z_A I : AeM} 

= min	sup I 1 - A l : A E M} 

=mn I zl9(z,M) 

as claimed U 

Lemma 4 provides a rather simple method for calculating xi(M) and TM,j for 
compact sets in C. To make this more transparent, some further notation is in order. 
Given M C C, by extrM we denote as usual the set of all external points of M, and 
by roundM the set of all rounding points of M (i.e. points z with the property that
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there exists a disc D such that M C D and z E OD). Obviously, roundA4 C extrM; 
equality holds, for example, if M is a polygon. We remark that the set roundM is not 
necessarily closed. Consider the (multivalued) map 

Dm (A) = { e M : lz - Al = 9(A,M)}.	 (21) 

It is not hard to see that Dm (A) 54 0 and Dm (A) ç roundM for all A E C; moreover,


U {DM (A): A E c} = roundM. 

We use the multivalued function (21) for rewriting (20) in a form which is more suitable 
for our computations below. From the definition (21) it follows indeed that 

O(z,M)=Iz—Al forall AEDM(z). 

Now, for z E roundM let

D(- 'W {A E C: z E DM( A )}	 (22) 

denote the large pre-image of z under the multivalued function (21). By the upper 
semi-continuity of the map (21), the set D 1 (z) is always closed; moreover, 

U {D1)(z): z round.M} C. 

Consequently,

min lzl	sup {l z -Al: A e M} 

= min {i z i	lz - Al :. A E DM(A)} 

= min {11—z'AI: AEDM(A)} 

Min III —z'AI: zED1)(A)} 

min mm {l 1 - zAI : z E =  

AEroundM	.{ 
Ii z: z	A (D(-')(A))' } = mm	mm 

min	dist (1,A (D1)(A))1) 
AEroundM 

or, in other words, 

minIzl m 9(z, M) =	min	dist (1,A (D(- ' ) (A) -1 )	 (23) 
Z	 AEroundM 

Formula (23) is of particular interest, since the set roundM usually consists only of few 
points (e.g., if M is a polygon), and hence the right-hand side in (23) may be calculated 
rather easily. We summarize with the following
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Theorem 2. Let M E C be non-empty and compact. Then 

XI(M)	min	dist (i,A (D')(A)) 
1). 

AEroundM 

Moreover, the Chebyshev center z for which (20) holds belongs to the set 

7(M) = fl{D') (A): A 8(M)} 

where t5(M) consist of all points A E round)4 for which the minimum in (28) is attained. 

Let us now give three important examples which show how to apply Lemma 4 and 
Theorem 2 in practice. 

Example 1. Let

M = B(i,R) = AE C:  IA -	R}	 (24) 

where t € C\{0} and 0 <R < 1 pl. We claim that then 

= 1 p1' R.	 (25) 

In fact, since the characteristic xi(M) is homogeneous of degree 0, as already observed, 
we have 

X1 (M) = Xi (B(1L, R)) = Xi (pB(1, I/.L I' R)) = Xi (B(l, Iiz I R)) = I/2I'R 

as claimed. Observe, in particular, that xi(M) < 1. 
In the following two examples we calculate X , (M) for sets M which are symmetric 

with respect to the real axis. For such sets M, the function 

(c) sup {i i - cAl : A E C}	 (26) 

assumes the same value at pairs (c, e) of conjugate complex numbers. Moreover, since 
(26) is a convex function, its minimum is necessarily attained on the real axis. 

Example 2. Let 

M=S(m,R)={AEC: ReA>m, AHR}	 (27) 

where 0 <m < R. We claim that 
XI(M) = (1 - R_2m2)1/'2	 (28) 

and that the Chebyshev center z is given by z = m'R2 .. In fact, by the symmetry of 
M and the above geometric reasoning we conclude that 

8(z, M)2 = (in - z) 2 + R2 - m2, 

hence (c=z')
= 1 - 2mc + R2c2. 

This function is minimized precisely for c = mR 2 . Putting this into (c) yields (28). 
Observe, in particular, that X, (M) < 1 also in this example. The following example 

is somewhat more complicated.
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Example 3. Let 

	

M=fl(rn,M,H)=EC: m<Re.\<M, IImAI:SH}	(29) 

where 0 <rn M< oo and H> 0. We claim that 

{ (4H2 + (M - rn)2)1!2 if
	

rn	2 
M+m	 rn2+H2M+m 

XI(M) =	H	 rn	 2	 (30) 
if 

(m2 + H2 ) 1 !2	 in2 +H2 <M+m 

and that the Chebyshev center z in (19) is given by

2 
2	if m2+H2>M+rn	 (31) J	
in 

Z	
m2+H2	in

if m2+H2< 
2 

M+rn 

In fact, again by a simple geometric reasoning we see that 

0<z 
rn + M 

8(z )M)2 =
< J(Mz)2 +H2

 if rn+M
2 

(m—z)?+H 2 if	
2	

< z <•° 

A straightforward computation shows then that (c = z') 

2 

( M2' + 2)C2

	

2 

—2Mc+1	

rn+M 
<C<OO 

(c)  
—  

(rn2 + H2 )c2 — 2inc + 1 if 0 < c	
2	 (32) 

rn+M 

The behaviour of this function is as follows: in the interval [0, (mM)) the function (32) 
attains its minimum

H2	 .	in	2 
if	 < 

m2 +H2	 m2+H2 m+H 

or	
4H2 +(M — rn)2	

if	
rn •> 2 

(M+m)2	m2+H2rn+H 

Likewise, in the interval	oo) the function (32) ' attains its minimum 

4H2 + (M — rn)2

(M + rn)2



always at the left endpoint c =	Thus, 

-	(M+m)2 min(c)2 { 

4H2+(M—rn)2 

-	H 
(in2 + H2)1!2
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M	2 
if	 > 

m2 +H2 M+m 
M	2 

if m2+H2^M+m 

____ which implies (31). Observe that in case	 2 
m2+H2 - -	we simply get 

i,'2 
Xi(M)=(M+m) 

Example 3 becomes particularly simple in case H = 0, i.e. M = [m, Al]. Here we 
get

M—m	 M+m 
X1(M)M+	and z= 2 

We point out that we have again X, (M) < 1 in this example. 

We are now going to exploit the above examples to derive rather subtle assertions 
on the convergence of first order polynomial iteration methods for (2). The following 
three theorems are immediate consequences of the calculations in the corresponding 
examples. 

Theorem 3. Let X be a complex Banach space and A a continuous linear operator 
in X such that spA C B(1, R) for some 0 <R < Jyj. Then the iterations 

xiti = (I - cA)x, + cf	(i = 0,1,2, ...)	 (33) 

with c =	converge; for each I E X., to the solution x of the equation (1). Moreover,

the Ljapunov exponent of this convergence is precisely IR. 

Theorem 4. Let X be a complex Banach space and A a continuous linear operator 
in X such that spA C S(m, B) for some 0 < m < R. Then the iterations 

x. 1 =(I—cA)x,+cf	(j=0,1,2,...)	 (34) 

with c = mR 2 converge, for each f E X, to the solution x of the equation (1). 
Moreover, the Ljapunov exponent of this convergence is precisely (1 - m2R2)112. 

Theorem 5. Let X be a complex Banach space and A a continuous linear operator 
in X such that spA C 11(m,M,H) for some 0 <in 5 M < co and H > 0. Then the 
iterations

x3..1 =(I—cA)x,.+cf	(j=0,1,2,...)	 (35) 
with

c=minl 
12	m 
M+m m2 + H2
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converge, for each I E X, to the solution x of the equation (1). Moreover, the Ljapunov 
exponent of this convergence is precisely given by 

	

{ (4H2 + (M - rn) 2 ) 112	m	2 

	

M+rn	if m2+H2 >M +  
H	 m	2 

	

(m 2 +H2 )' /2	 rn2+H2<M+rn 

In order to verify the hypotheses of these theorems, we have to find suitable lo-
calizations for the spectrum of A. If X is a Hubert space, we may use, for instance, 
the classical fact [8] that spA ç W(A) where W(A) = {(Ax,x) : I l x ii = 11 denotes the 
numerical range of the operator A. The classical Toeplitz-Hausdorff theorem states that 
the numerical range of a continuous linear operator is always compact and convex; if A 
is normal, W(A) coincides with the closed convex hull of spA. 

Theorem 5, say, may be applied in this way if the operator A satisfies an estimate 

	

miixi1 2 < Re(Ax,x) Mx 2 ,	iIm(Ax,x)i Hx 2 .	(36) 

In fact, (36) immediately implies that W(A) c H(m, M, H). The corresponding partial 
case of Theorem 5 improves some previous results from [12, 131. 

Similar results on the localization of spA may be formulated through Lurner's nu-
merical range W(A) [21] of an operator A in a Banach space X. 

3. Iteration methods of higher order 

It is natural to try to carry over the formulas we derived for X, (M) to the higher order 
Chebyshev characteristics xn(M) (n> 1). As far as we know, no explicit information 
on xn(M) (n > 1) is available in the literature. We confine ourselves here to some 
general remarks. 

Any polynomial P of degree n which satisfies (4) can be written in the form 

P(A)=(1—zj 1 A) ... (1—zA) 

where z 1 ,.. . , z,1 E C are the roots of P. We use this to state a formula for x(M) (n > 
1) which is parallel to that given in Lemma 4. 

Lemma 5. For compact sets M C C, the equality 

Xn(M) = min In . ..znl -1 'T!(z i ,... ,z;M) .  

holds, where

(zi,...,zn;)max{'1\_zili\_znI: AEMI.
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Proof. From the definition of xn(M) it follows that 

X,, (M) = min max 11(1-11 'A) ... (1 —z'A)I : A € M} 

min =	max {I zi . z,,I' I(zi -A) ...  (z - A )I : AE M} 

= min i z i •• z' max {I( z i —A) ... (z— A )I : A E M} 

min =	Izi	z,' 'F(zj,.. . ,z;M) 

as claimed U 
We remark that an analogue of Theorem 2 for x(M) (ri.> 1) leads to the study 

of.lemniscates (Cassini curves) of the form 

S(z i ,... , z;r) = AEC:  (1— zA) . (1 - z'A)I = r} 

and of domains of the form 
B(zi,...,z;r)= {AEC: I(1—z'A)...(1—z1A)I <r} 

which play here the same role as circumferences and discs in the case n = 1. The 
corresponding computations, however, are very cumbersome and do not lead to simple 
formulas for xn(M) (ri > 1). The only exception is the case of a real interval M = 
[m, M] (0 <m M < co). Here the following is known (see [7, 11, 16]). 

Lemma 6. Let M = [m, M], where 0 < m < M < co. Then the Chebyshev 
polynomial TMn of order n is given by 

cos narccos ((M - m) '(2A - M - m)) 
TM( A ) = (m < A <M) 

cosnarccos ((M - m) 1 (—M - m)) 
and the corresponding Chebyshev characteristic of M of order n is given by 

xn(M) = ITM,n (0)I.	 (37) 

Combining Lemma 6 with Theorem 1 we arrive at the following 
Theorem 6. Let X be a complex Banach space and A a continuous linear operator 

in X such that spA c [m, M] for some 0 < m M <no. Then the iterations 

= TM(A )x + Q(A)f	(j = 0,1,2,...)	 (38) 

with the Chebyshev polynomial'Tm ,n and polynomial Q(A) = A(1 - TM,( A)) con-
verge, for each f € X, to the solution x, of the equation (1). Moreover, the Ljapunov 
exponent of this convergence is precisely ITM,n(0)I. 

We mention the papers [17 - 20, 23, 24], where indeed Tm,n and xn(M) are studied 
in the case when M is a finite union of intervals and points. Although no explicit 
formulas for x(M) or TM,(A) are contained in these papers, it is shown that x(M) < 
Xn(C0 M). 

The authors express their gratitude to M. A. Krasnosel'skij and J. Appell for sev-
eral helpful and interesting discussions, Mrs. H. Grieco for her. help in preparing the 
manuscript of this article, and the nice girls from the Würzburg University Math Library 
for the opportunity to work with the rich mathematical literature.
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