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Derived Sets in Multiobjective Optimization 
W. W. Breckner 

Abstract. In the present paper the theory of derived sets established by M. R. Hestenes and 
J. W. Nieuwenhuis for optimization problems with a real-valued objective function and a finite 
number of constraints is extended to multiobjective optimization problems. The main result 
asserts that local solutions of weak multiobjective optimization problems satisfy a multiplier 
rule. 
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1. Introduction 

Consider the following optimization problem: 

(P 1 ) Maximize fi (x) subject to x E X, f2(x) ^! 0, f3(x) 0 

where X is a non-empty set and Ii : X -* R, 12: X -* RtTh2, 13: X - R'. The 
notation f2 (x) > 0 means that each component of f2 (z) is non-negative. 

Let rn 1 + m + m3 . By making use of so-called derived sets in the image space 
R'° of the vector function I = (fl , 12, 13) : X -, R', Hestenes has shown in [8 - 101 
that the solutions of problem (P 1 ) satisfy a certain multiplier rule which generalizes the 
classical Lagrange multiplier rule concerning the optimization of real-valued functions 
subject to equality constraints. Hestenes' multiplier rule played an important role in 
optaining necessary optimality conditions in optimization theory, variational theory and 
control theory. It also has been one of the starting points for the present paper. 

According to the definition given in [10: p. 368], a non-empty subset D ç Rm 
said to be a derived set for the function f at the point Zo E X if for every n E N and 
every n-tuple (d',. . . , d's ) of points belonging to D there exist a number r > 0 and a 
function w : [0, r] - X such that the following conditions are satisfied: 

(i) limt ...o 7t' (f(.(t)) - 1(xo) - A(t)) = 0, where A(t) = t 1 d' +... +id" for all 

(ii) w(0) = xo. 

(iii) f o w (the composite function) is continuous. 

W. W. Breckner: Univ. Babe-Bolyai, Fac. de Matematic, Str. Kog.lniceanu 1, RO - 3400 
Cluj-Napoca, Romania 

ISSN 0232-2064 / $ 2.50 0 Heldermann Verlag Berlin



726	W. W. Breckner 

A convex cone in R that is a derived set for I at xo E X is said to be a derived convex 
cone for f at x0. 

The above-mentioned multiplier rule by.Hestenes (see [10: Theorem 10.1)) asserts 
that, if x 0 E X is a solution to problem (P 1 ) and D c R x R12 x R13 is a derived set 
for f at x 0 , then there exists a vector 

(A,A,A) ER x Rm2 x Btm3 \ {(0,0,0)} 

such that
)^!0 and	;^!o	(1.1) 

sup {d1)+(d2,A)+(d3,A)I (d i ,d2 ,d3 )ED} <o	(1.2) 

(f2(xo),;) =0.	 (1.3) 

Nieuwenhuis [14) has investigated a generalization of problem (F 1 ), namely the 
following problem: 

(P2 ) Maximize fi (x) subject to x E X, f2 (x) E K2 , f3 (x) E K3 

where K2 is a closed convex cone in the space R12 with mt K2 54 0, while K3 is a 
closed convex cone in the space Rm3. Associating with this problem a suitable concept 
of a derived set, he succeeded to prove a multiplier rule (see [14: Theorem 3.1]) for the 
solutions of problem (P 2 ). But, in contrast to Hestenes' multiplier rule, in this new 
multiplier rule an orthogonality condition of type (1.3) is missing. 

In the present paper we carry on Hestenes' and Nieuwenhuis' researches concerning 
derived sets. Three substantial improvements will be achieved. Firstly, we introduce 
derived sets for multiobjective optimization problems, i.e. problems in which it is re-
quired to maximize a vector function fi : X -i R on , a non-empty subset X of a 
topological space subject to constraints of the form 12(x) E K2 and f3 (x) E K3 , where 
12,13, K2 and K3 have the same meaning as in problem (P 2 ). Secondly, in our con-
cept of a derived set the functions 11, 12 and 13, occurring in the formulation of the 
optimization problem, cease to play the same role. This manifests itself through the 
fact that the conditions imposed on f and 12 are weaker than those imposed on f. 
Thirdly, by using this generalized concept of a derived set we state a multiplier rule 
which holds even for local solutions of weak multiobjective optimization problems and 
in which an orthogonality condition of type (1.3) also occurs. All these improvements 
of the theories known till now are obtained due to a subtle modification of the ideas 
applied by Nieuwenhuis in his research. Nevertheless a sophistication of the proofs was 
inevitable. 

So far as we know Hestenes' image space technique for deriving necessary opti-
mality conditions has not been used in multiobjective optimization hitherto. However, 
multiplier rules for diverse multiobjective optimization problems (especially for Pareto 
optimization problems) have already been obtained by other methods (see, e.g., [7, 11 
- 13, 15 - 18]). 

The image space technique is very useful in optimization, because it merely re-
quires that the space in which the solutions of the optimization problem are sought is 
a topological one. This assumption can always be satisfied. But not any of algebraical 
structure of the underlying space is needed.
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Finally, it should be mentioned that for ordinary (scalar) optimization problems 
not only the above-mentioned extension of Hestenes' concept of a derived set owing to 
Nieuwenhuis is known. There also exist other enlargements (see [2] and [4]). For some 
interesting applications of the derived sets the reader is referred to [1, 5, 6, 8, 9, 201. 

2. Notations and preliminaries 

Throughout this paper, N is the set of all positive integers, R is the set of all real 
numbers, and Rm is, for every m E N, the usual rn-dimensional Euclidean space of all 
m-tuples x = (x i ,... , x) of real numbers. The inner product of two vectors x, y E R' 
is denoted by (x, y). If x E Rm , then j jxjj marks its Euclidean norm. 

The subset of R", consisting of all vectors x = (x i ,. . . , Zm) with z, ^! 0 for each 
E {1,. . . ,m}, is denoted by R. In particular, R+ designates the set of all non-

negative real numbers. Given any number r > 0, we put 

B (r) = { x e R I iixllr}. 

If M is a subset of the space Rm , then we denote by mtM its interior. A subset K 
of the space Rm is said to be a: 

i) cone if it is not empty and if ax E K whenever a E R+ and x E K 
ii) convex cone if it is both a convex set and a cone. 

If M is a non-empty subset of the space Rm , then the sets 

?(M)={y E Rm y = aj x 1 +...+ak x k (kEN,aER, xi,...,xk EM)} 

and
Jte={yeRmI(x,y)>o for all xEM} 

are convex cones. They are called the convex come generated by M and the dual cone 
of M, respectively. It is well-known (see, for instance, [3: Satz 2.42]) that M is a closed 
convex cone if and only if (M) = M. 

In our investigations we shall use the following two results referring to convex cones. 
Proposition 2.1. Let K and L be convex cones in the space R , of which L i3 

closed. Then K* fl L 0 {0} if and only if the condition 

{x'l j = 1,...,m+ 1)' flL {0} whenever xi,...,xm+1 E K 

is satisfied. 

Proposition 2.2. Let t° be a vector in the space R , let K be a closed convex cone 
in the space R, and let F : Rm - W be a function satisfying the following conditions: 

(i) F is continuous 

(ii) F is differentiable at 0
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(iii) F(0) E K, F'(0)(t°) E K and F'(0)(R m ) + K R. 

Then there exist a sequence (a n ) of positive numbers and a sequence (i' s ) of vectors in 
the space Rm such that 

	

lima = 0,	limt" = t°,	F(ai') E K for all n E N. 

The first of these two propositions has been stated in [14: Lemma 3.1], while the 
last one is a special case of [19: Theorem 1]. 

3. The weak multiobjective optimization problem 
and K-derived sets 

Let M1, M2 and 7113 be positive integers and m = m 1 + m2 + m3 . In what follows the 
corresponding space R will always be conceived as the product space R"  x R12 x Rm3, 
i.e. any vector y E Rm is identified with a certain triple (Y1, Y2, Y3) E Btm ' x Rm' x R". 
In particular, the zero-vector in Rm is 0 = (0 1 , 02 , 03 ), where 0 (i E 11,2,3}) is the 
zero-vector in R''. 

In accord with the above made convention concerning R'', any function 0 from a 
non-empty set M to Btm will be interpreted as a triple (0, 02, )3), where O i : M -, Btm1 
(i E {1,2,3}) are functions such that 

(x) = (41(x),2(x),3(x)) for all x EM. 

Let X be a non-empty subset of a topological space X, and let f: X -+ Rtm . Further, 
let K1 , K2 and K3 be convex cones in the spaces B'7", Rm2 and Rm8, respectively, 
satisfying the following assumptions: 

i) intK1 0 and intK2 76 0 

ii) K2 and K3 are closed. 

Obviously, K = K1 x K2 x K3 is a convex cone in the space R'7'. 
Set

S={xeXIf2(x)EK2 and f3(x)EK31. 

A point x0 E X is said to be a 

i) weakly Ki -maximal point of Ii over S if zo E S and (fi(xo)+ int K1 )flf1 (S) = 0; 
ii) local weakly K1 -maximal point of Ii over S if xo E S and if there is a neighbour-

hood V of x 0 such that (fi (xo)+intKi ) flfi (SflV) 0. 

The problem of finding the weakly K1 -maximal points of Ii over S is called a weak 
multiobjective optimization problem and shortly expressed as 
(WMOP) {fi(x)I x	E X, f2 (x) E K2 , f3 (x) E K3 )	'K, max weakly. 

The introduction of problem (WMOP) allows to call the weakly K1 -maximal points of 
fi over S solutions to problem (WMOP). By analogy, the local weakly K1-maximal 
points of 1' over S can be named local solutions to problem (WMOP).
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It should be noted that the problem (P 2 ), formulated in Section 1, is a special case 
of the problem (WMOP). Indeed, to see this we choose m 1 = 1 and K1 = R+, on the 
one hand, and endow the non-empty set X occurring in problem (P 2 ) with the indiscrete 
topology, on the other hand. 

The main notion we shall use for obtaining a necessary optimality condition for the 
local solutions to problem (WMOP) is that of a K-derived convex cone. In order to 
introduce this concept let x 0 be any point in X. 

An n-tuple (d',. . . , dTh ) of points of the space Rm is said to be a K-gradient off at x0 
if there exist a number r > 0, a function : B(r) - X and a function F. B(r) -' 
such that the following conditions are satisfied: 

(A) f(w(t)) - 1(xo) - (t, d'+ . . . + t,,d') - II t II p( t ) E K for all t = (t 1 , . . . , t,) E 
B n(r). 

(B) ,(0) = x0 and w is continuous at 0. 

(C1) There exists a point y E K 1 so that, for each number e > 0, there is a number 
r E (0, r) such that 

P1 (t) + eyol E K1 whenever t E B(re).	 (3.1) 

(C2) There exists a point y2o E K2 so that, for each number e > 0, there is a number 
r E (0, rI such that 

P2( t ) + Cyo E K2 whenever t E B(re). 

(C3) p(0) = 03 and p3 is continuous. 

A subset D ç Rm is said to be a 

i) K-derived set for f at x 0 if it is not empty and if every m + 1-tuple of points 
belonging to D is a K-gradient of f at xo; 

ii) K-derived convex cone for I at x0 if it is both a K-derived set for f at x0 and 
a convex cone. 

Remark 3.1. If p'(0) = or and P1 is continuous at 0, then condition (C 1 ) is 
satisfied. Indeed, let yo be any interior point of K1 . Then K1 - eyo is for each number 
e > 0 a neighbourhood of 01. In consequence, in view of the assumptions on P1 there 
must exist for each number e > 0 a number re E (0, r] such that inclusion (3.1) holds. 

Of course a similar remark can be made concerning p2 and condition (C2). 

Remark 3.2. The functions P1, P2 and P3 that occur in our definition of the K-
gradient of f are linked with the functions r0 , r, and r1 used in [14]. An attentive 
analysis reveals that the proof of Theorem 3.1 in [14] employs the continuity of r on 

although this property has not been supposed. If we add this assumption, then it 
follows by Remark 3.1 that the definition of a derived convex cone suggested by Lemma 
3.2 from [14] is a special case of our concept of a K-derived convex cone.
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Proposition 3.1. Let xo EX, and let M be a non-empty subset of the space Rm 
such that, for all n EN and ally',... ,y" EM, the n-iuple (y',. . . ,y") is a K-gradient 
off at Xo. Then K(M) is a K-derived convex cone for f at x0. 

Proof. Let d',. .. , d" be vectors in X(M). Then we can select a finite number 
of vectors y',...,y' EM as well as numbers aik E R+ (j E {1,...,m+ 11 and k E 
{1,. . . ,ri}) such that

di =>ajkyk for all 1E{1,...,m+1}. 

Since (y',... , y ') is a K-gradient off at x 0 , there exist a number r > 0, a function 
B(r) - X and a function p: B(r) - Rm satisfying the condition 

f(w(t)) - f(xo) - (t,y' + . . . + t,,y') - II t II p(t) E K	 (3.2) 

for afl t = (t,,... ,t) E B(r) as well as the conditions (B), (C 1 ) - (C3). 
Let A = (A,,..., A,) :	- R n be the mapping, whose components 

Ak: Rm+_^R	(kE{1,...,n}) 

are defined by

m+ 1 

Ak(u)=>ujajk for all U=(Ul,...,Um+I)ERm 
j=1 

For all u = (u 1 ,... , u,,,) € R' we have 

u,d' +... + Um+i dm =A,(u)y' +...+A(u)y"	 (3.3) 

A(u) E R	and	II A (u )II <Ak(u) <a Il u ll	 (3.4) 

where
m+1 n 

a=1--ak. 
j=1 k=I 

Set F r/a. In view of (3.4) it follows that A maps B'(F) into B(r). Consequently 
we can define the functions 

co : B'(F) - X	and	5: B'(F) - if" 

by

(u) = -(A(u))	and	(u) 
= { 

IIA(u)II/IIuIIp(A(u)) if u	0 
0	 ifu=0, 

respectively. We claim that for F, Co and fi the following properties are valid:
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(A) f( ' (u)) — 1(zo) — (u i d' +... + um+ i dm ) — II u II(u ) € K for all elements 
u = (u 1 ,... ,um+i) € B'(). 

() Z'(0) = zo and cD is continuous at 0. 

() For each number e > 0 there is a number f. E (0, f) such that 

P, (u) + ey, € K1 whenever u € B' 1 (f).	 (3.5) 

(J2 ) For each number e > 0 there is a number F € (0, f] such that 

p2 (u) +	€ K2 whenever u E Bi'4(Fe). 

()	(0) = 03 and P3 is continuous. 

Indeed, from (3.2) and (3.3) it follows that property (A) holds. Taking into account 
that A(0) = 0 and that A is continuous at 0, we see that condition (B) implies property 
(B). Next we prove property (C l ). Let e > 0 be given. In view of condition (C 1 ) there 
exists a number r 1 € (0, r] such that 

PI(t) + E yo € K1 whenever t E B(ri ).	 (3.6) 

Choose i = r i /a. By (3.4) we have A(u) € B(ri ) for all u € B 1 (f), and hence 
(3.6) yields

api(A(u)) € K1 — ey whenever u E B'(Fe).	 (3.7) 

Taking into account that K1 — ey is a convex set containing 0 1 and that 

—	 (u)II 0< IIA <1 for all uER'\{0}, 
a II u II - 

it follows from (3.7) that (3.5) is true. A similar proof shows that property (2) is also 
true. Finally, observe that condition (C 3 ), equality A(0) = 0 and the continuity of A 
imply property (C3 ). Consequently, all the properties (A), (B), (C 1 ) - (C3 ) are true as 
claimed. 

These properties show that (d',. . . ,dm+l) is a K-gradient of f at x0 . Since the 
vectors d1 ,... , dm+ I were arbitrarily chosen in K(M), it follows that K(M) is a K-
derived set for f at x0 . On the other hand, as it has already been remarked in Section 
2, the set K(M) is a convex cone. Consequently X(M) is a K-derived convex cone for 
fatxo U 

Corollary 3.2. Let x0 be a point in X, and let M be a non-empty subset of the 
space Rm such that, for every n E N and every n-tuple (y 1 ,. . . , y') of points belonging 
to M, there exist a number r > 0 and a function cJ: B(r) —+ X satisfying the following 
conditions: 

(i)	J]ff(f(w(t)) — f(xo) — A(t)) = 0, where A(t) = t j y 1 + . . . + t,yTh for all
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(ii) (0) = Xo and w is COfli$flU0U3 at 0. 

(iii) f ow (the composite function) is continuous. 

Then X(M) is a K-derived convex cone for I at Xo. 

Proof. Let n be any positive integer, and let y',. . . , Yn E M. Then there exist a 
number r > 0 and a function w : B(r) —, X such that the conditions (i) - (iii) are 
satisfied. Define p B(r) —i Rm by 

P(t) 
= I j(f(w(t)) — f(xo) — A(t)) if t 0 

ift=O. 

Then we have

f(w(t)) - f( xo) — A(t) — II t II p(t) = 0 for all t e B(r), 

and hence

	

f(w(t)) - f(xo) — A(t) — ItIIp(t) E K for all t E B(r).	(3.8) 

On the other hand, it follows from conditions (i) and (iii) that p is continuous. Together 
with Remark 3.1 this implies that the conditions (Cl) - (C 3 ) are satisfied. 

Summing up, the number r and the functions w and p satisfy (3.8), (ii), (C 1 ) — (C3). 
Consequently (y',. .. ,y') is a K-gradient off at ZO. But n E N and y',. . . ,y' E M 
were arbitrarily chosen. Thus Proposition 3.1 is applicable and yields that K(M) is a 
K-derived convex cone for f at x 0 U 

Corollary 3.2 points out that the concept of a K-derived convex cone introduced in 
this paper is a generalization of Hestenes' concept of a derived convex cone, which was 
recalled in Section 1. 

4. The multiplier rule 

Now we are in a position to state a multiplier rule for the local solutions of problem 
(WMOP) For this end all assumptions and notations specified in the preceding section 
will be kept on. 

Theorem 4.1. Let XO e X be a local solution to problem (WMOP) and let D ç Rm 

be a K-derived convex cone for f at x 0 . Then there exists a vector 

(A,A;,);) E K x K x K \ { (01,02,03)} 

such that
sup{(d1,A)+(d2,.x;)+(d3,.x;) I (di ,d2 ,d3 )eD}	o	(4.1) 

and
(f2(xo),.\) =0.	 (4.2)
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Proof. Let d',.. . , d'' --1 be vectors belonging to D. Define the mappimg A 
Rm+ l - Rm by 

A(t) = t 1 d' + ... +& m+ia -4- m1 for all t = (t i ,... , im+i) E 

Next introduce the sets

L= { UEK;I (f2(xo),u)=01 

and
M = ly e R" I A(i) E y + K1 x V x K3 for some t E intR'}. 

We claim that the origin of the space Rm is not an interior point of M. To prove this 
assertion, we assume that the origin (01, 02,03) of the space R is an interior point of M. 
Then there exists a balanced neighbourhood V3 of 03 such that 101 ) x {02 } x V3 c M. In 
consequence there exists for each Y3 E V3 a point t E mt R 41 such that A3 (t) E y3+K3. 
Thus we have V3 g A3(Rm) + K3 . This relation implies that 

Rm3	 K3. 

Since L	(Kfl* = K2 , it results that mt L* 96 0. Pick out a point 

Z = (z1,z2,z3) E mt K1 x mt L x K3. 

Inasmuch as M is a neighbourhood of the origin of the space R", there exists a number 
a> 0 such that az e M. Hence we can find an interior point to of R' for which 

A, (t o ) E az 1 + K1 C mt K1 + K1 C mt K1 
A2 (to ) E az2 + L ç mt L + L ç mt L 
A3 (t°)E az3 +K3 ç K3 +K3 9K3. 

We now take into consideration that (d',... , d 1 ) is a K-gradient off at x 0 . So we 
can find a number r > 0,a function i : B 4 (r) - X and a function p : B'+1 (r) - 
that satisfy the following conditions: 

(a) f(-(t)) - f(xo) - A(t) - ItIIp(t) E K for all t E B'(r). 

(b) w(0) Zo and Lo is continuous at 0. 

(c i ) There exists a point yo e K1 so that for each number e > 0 there is a number 
re E(0,r] such that p i (t)+Ey E K1 whenever t E B''(re). 

(c2) There exists a point y20 E K2 so that for each number e > 0 there is a number 
re € (0,r) such that p2 (t) +q4 € K2 whenever t E B+(re). 

(c3) p(0) = 03 and p3 is continuous. 

Let p : Rm+ l - RM3 be a continuous extension of p. Define F:	- Rms by 

F(t) = f3 (xo) + A3 (t) + IIiII3(t).
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This function is continuous. In view of condition (c 3 ) it is differentiable at 0. Moreover, 
in virtue of F'(0) = A3 , we have 

F'(0)(t°) E K3	and	Fl(0)(Rm+l) +K3 = Rm3. 

In addition to these properties of F we have F(0) = f3 (xo) E K3 . Summing up, all the 
hypotheses of Proposition 2.2 are satisfied by t°, K3 and F. By applying Proposition 
2.2 we conclude that there exist a sequence (an) of positive numbers and a sequence 
(t'1 ) of vectors in the space R	such that 

lima = 0	and	limt"	 (4.3) 

and
F(at'3) E K3 for all n E N.	 (4.4) 

Since the sequence (ta ) converges to an interior point of the set R+l and the 
sequence (at) converges to the origin of the space we can assume without loss 
of the generality that all the terms a n t" (n E N) lie in B'+1 (r). Then all the points 
w(ai") (n e N) lie in X. Moreover, for sufficiently large n, these points lie even in S. 

To see this, we firstly remark that (a) and (4.4) imply 

f3 ((4J(afl t)) E K3 + F(at'1 ) c K3 + K3 ç K3 for . all n E N.	(4.5)

Next we define the function G B(r) —* R` 2 by 

G(t) = f2(X0) + A2 (t) + 11t11p2(t). 

For this function we can find a number p0 E N such that 

(G(at'),tt) >0 for all P0 5 fl EN	 (4.6) 

and all u E U, where U = {u € KI Il u fi = 11. Indeed, if we suppose the contrary, 
there exist a subsequence (afl k t") of the sequence (ai') and a sequence (u') of points 
belonging to the compact set U such that 

(G(a flk t t ),u k ) <0 for all k E N.	 (4.7) 

Without loss of the generality we can assume that the sequence (u') converges to a 
point u0 E U. Passing to the limit in (4.7) when k -.- cc, we obtain (G(0),u°) 0. 
In other words, we have (f2(xo),u°) < 0. But, the inequality (f2(xo),u°) ^! 0 is 
also valid, because f2 (xo) E K2 and u 0 E K. Therefore we must have the equality 
(12(xo), u°) = 0. Consequently u0 belongs to L. Now choose a + number e > 0 for which 

A2(to ) — e 11to ll eu° E L.	 (4.8)

Since A2 (to ) E intL', such a choice is possible. From (4.8) and u0 E L it follows that 

(A2 (t°) - II°II y — eu°,u9) > 0,
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and hence that
(A2 (to ) - e 1 I to II Y20 , U') 2 1E (u°, u°) > 0.	 (4.9)

Because
urn (A2 (t') - II t II

 Y1, uk) = (A2 ( to ) - c i t0 II y°,u°), k 
it results from (4.9) that there is a number k 1 E N such that 

(A2 (t) _cIItiiy,uk) >0 for all k 1 k EN. (4.10) 

On the other hand, condition (c 2 ) implies the existence of a number r2 E (0,r] such 
that

P2(t) + cy2° E K2 for all t E B'(r2). (4.11) 

To r2 we can assign a number k2 E N such that iI a flk t "'lI < r2 for all k2 < k E N, 
because limk,aflk i' = 0. In virtue of (4.11) it follows that 

p2(a,,t'')+cyEK2 for all k2kEN, 

and hence that the points 

V' = itii(p2 (a flk i) +ey) for all k2	k E N 

also lie in K2 . Therefore we have 

(vc,uc) >0 for all k2 :5 k EN.	 (4.12)

By addition (4.10) and (4.12) yield 

(A2 (t') + it T iip2(an k i tk ),u I ) >0 for all max{k i ,k2 } <kEN. 

This inequality implies 

(G(Unk i nk) , usc) = (f2(xo), uk) + aflk (A2(tk) + iIt k ii p2(aflk 1 k ) , Uk) > 0 

for all max{k i ,k2 } 5 k € N, which contradicts (4.7). In conclusion there must exist a 
number Po E N such that (4.6) holds whenever u € U. Therefore we have (G(at'), u) 2 
0 for all po n E N and all u € K. This means that 

G(ai") E (K2*) = K2 for all Pa 5 n € N.	 (4.13) 

From (a) and (4.13) it follows that 

f2(j(antn)) € K2 + G(at") C K2 + K2 C K2 for all po :5 n E N.	(4.14) 

Together (4.5) and (4.14) express that 

(ai" ) € S for all P0 !^ n € N.	 (4.15)
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After all we focus on f, - Since A, (t o ) E intK1 we can select a number e > 0 such 
that

E intK1. 

Next, according to condition (c i ), we can pick out a number r 1 E (0, r) such that 

pi (t) + ey10 E K1 for all t E BL"(ri).	 (4.16)

Now, taking into consideration that 

urn (A 1 (t') - e	y) = A 1 (t°) -II t' ll yo 
n— 

and that

	

limat'=0,	 (4.17) 

we can choose a number Pi E N such that both properties 

	

Ai (t") - e Il tn 11 
yo E mt K1	and	II an t II < r 1	(4.18)

hold for all Pi :^ n e N. In view of (4.18) and (4.16) we get 

A 1 (t'2 ) + It'PIp i (ant") = A 1 (t') - IItII 
YO + 

II t1(p1(an t ') + ey) 
E intKi+Ki 
c intK1 

for all p1 <n E N. By applying (a) it follows that 

fi (w(at')) € f1 (xo) + a(Ai (t") + IItThIIpi (an i)) + K1 

	

ç fi (xo) + intKj + K1	 (4.19)
c f1(xo)+intK1 

for all P1 n E N. 
Since Xo is a local solution to problem (WMOP), there exists a neighbourhood V 

of z0 such that
(fi(xo)+int K1 )flf1 (SflV)= 0.	 (4.20) 

In virtue of (b) we can find a neighbourhood W of the origin of the space such 
that w(i) E V for all t e W fl B'(r). According to (4.17), we can choose a number 
P2 E N such that

atThEW for all p2nEN. 

Hence we have
w(ai") € V for all P2 :5 n E N.	 (4.21) 

Choosing any number n E N which satisfies n > max{po,pl,Th}, we conclude from 
(4.19), (4.15) and (4.21) that the point ap i" associated with this n fulfils both inclusions 

	

fi (w(at')) € fi (xo)+int K1	and	w(at')€ SflV.
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This result contradicts (4.20). So it is proved that the origin of the space Rm is not an 
interior point of M. 

It is easily seen that M is a convex set. By applying a well-known separation 
theorem (see [3: Satz 2.33]) it results that there is a vector 

A = (A,, A2, A3) E  Rm' x R 1 x R 1 \{(01,02,03)} 

for which
sup{(y,A)Iy E M}	0.	 (4:22) 

Fix any point t = (i 1 ,... , im+i) E intR'. Let y be any point of K1 . Then we 
have

(A, (t) - ny i ,A2 (t),A3 (t)) E M for all n E N. 

Therefore (4.22) implies

-(A(t),A)	(y 1 , A ' ) for all ii EN. 

Letting ri - co in this inequality, we get (y, A) ^: 0. Since yi was arbitrarily chosen 
in K1 , we have Al E K. In the same way it can be proved that A 2 E (L')' = L and 
that )3 E K. In conclusion, A belongs to K x L x K \ {(01,02,03)}. 

	

Since A(t) E M, we get from (4.22) that (A(t),A)	0. This inequality can be 
rewritten as

(t1(—d') +... + tm+i(_dm+l), A) > 0. 

Since i was arbitrarily chosen in intR', we have 

A E (AC({-&I j = 1,... ,m + i})), 

and thus A E {-dl j = 1,... ,m+ 1}. Consequently 

{_duIj=1,...,rn+1}*n(KxLxKfl{(0l,02,03)} 

holds. 
But d',.. . , d'' were arbitrarily chosen in D. Therefore we can apply Proposition 

2.1. So we obtain a vector 

'" "'
1
s

' " ' 2 ' A) E K x K' x K \ {(01,02,03)} 

satisfying (4.1) and (4.2) I 
By constructing suitable K-derived convex cones we can deduce from Theorem 4.1 

various practical necessary optimality conditions. In order to avoid an extension of the 
present paper, such applications of Theorem 4.1 will be given in subsequent papers. 
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