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Abstract. In this paper we consider a general class of regularization methods for ill-posed 
problems Ax = y where A X - V is a linear operator between Hubert spaces X and V. 
The regularization methods have the general form x, = x+g0((AA)' )(A*A)A(y o -Al) 
where y 6 are the available noisy data with fly - y fl :5 5. Assuming x E M,5 = {x E X 
X - I = (AA )" 2v, 11v11 < E, p > 0) we consider different functions g, and discuss the 
question how to choose the order s and the regularization parameter a = a(5, E,p) in order to 
obtain optimal estimates sup Ii x - x li < E p+15P/(P+1) where the supremum is taken over 
x,E M,E, y E V and li Ar - v'il 
Keywords: Ill-posed problems, regularization methods, optimality 
AMS subject classification: Primary 65J20, secondary 47A50 

1. Introduction 
In this paper we consider ill-posed problems 

Ax =y.	 (1.1) 
where A E £(X, Y) is a linear bounded operator between infinite dimensional Hubert 
spaces X and Y with non-closed range R(A) of A. We introduce the set 

Mp,E = { XEX : x-2=(AA)"/2v, Il v 1I:5 E , p>0} 

where 2 can be considered as a suitable initial approximation for problem (1.1). 'We 
suppose that instead of y noisy data y6 E Y are available and assume throughout this 
paper that 

(Al) il - y6 11 < 
(A2) x E 

In different papers (cf., e.g., [1, 6 1 13]) approximate solutions x6 for problem (1.1) 
are obtained according to

4,, = I + g.(AA)A'[y6 - Al].	 (1.2) 
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Here g(A) : [0, a] - IR is a family of continuous functions depending on a positive regu- 
larization parameter a > 0 and 9,,(A * A) is defined according to g(A*A) 

= f g0(.\)dE 
where AA = f' .XdE, is the spectral decomposition of A*A and a is a constant with 

I AAII a. We introduce the worst case error./.(b)-for identifying x from y 6 under 
the assumptions (Al), (A2) and the best possible error bound w(6) according to 

AW =	sup -	and	 & (ö) = E11""')  
XEM,.E, y'EY 

II Az -Y' II<6 

Then the regularization methods (1.2) are called 

(i) order optimal on the set M,E for a given parameter choice a = a(c5) if i.(6) 
ct(6) with c? 1 holds, 

(ii) optimal on the jet M,E for a given parameter choice a = a(6) if z(6) 
holds and 

(iii) asymptotically optimal on the set M,E for a given parameter choice a = a(6) if 
limö..._o(S)/w(6) = 1. 

For a general discussion of optimality and order optimality of the regularization methods 
(1.2) we refer to [6, 13, 14]. 

In this paper we consider more general regularization methods. We introduce a 
family of methods according to 

X a	:r=+ g((AA)') (A*A) S A*[yS - A]	 (1.4) 

depending on an additional parameter .s > -1/2, where in case of negative s-values, 
(AA) 8 denotes the Moore-Penrose inverse of (A*A)_s. In the application of (1.4) 
one has to make different decisions. First one has to fix the method, i.e. one has 
to choose the function g,, : [0, IIA*AII 3+ ] - IR, second one has to fix the order s, 
and third one has to choose a suitable value for the regularization parameter a. In 
this paper we consider different functions g 0 and want to find out for which values of 
s there holds i(6) = w(5) provided a is chosen properly. Since we are interested in 
regularization methods (1.4) that are optimal on the set M,E, for the correct choice 
of the regularization parameter a information about 6, E and p will be necessary. 
Optimality results for special regularization methods have been known before. In the 
special case s = 0 it is known that 

(i) the method of Tikhonov regularization (cf. Section 3) is optimal for 0 <p :5 2 if 
a is chosen by a = 1(6)2/(P+1) (cf. [141), 

(ii) the method of regularized singular value decomposition (cf. Section 4) is optimal 
for all p > 0 if a is chosen by a =	 (cf. [9] for the case T = 1/2

and [11] for the case r = 1), 

(iii) the method of regularized singular value decomposition (1.2) with the function 
= l/.\ for A > a and g0 (A) = 0 for A <a is not optimal for any parameter 

choice a = a(S) (cf. [6]), 
(iv) the method of asymptotical regularization (cf. Section 5) is optimal for 0 < 

1	/	2/(p+1) p 7.124 if a is chosen by a =	 (cf. [141) and
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(v) the Landweber iteration method (cf. Section 7) is asymptotically optimal for 
0 <p 7.124 if the iteration number N is chosen as the integer part of 1/a with 
a chosen as in the method of asymptotical regularization (cf. [14]). 

In the case s 36 0 some optimality results are known for the method of Tikhonov 
regularization (cf. [6]) and for the method of regularized singular value decomposition 
(cf. [111). For some further optimality results and non-optimality results in case s = 0 
we refer to [5, 6, 9, 11, 13 - 151. A posteriori parameter choice strategies that yield order 
optimal error bounds (1.3) without to know E and p are discussed, e.g., in [2, 11, 13]. 

From the above discussion of optimality results for the special case s = 0 we realize 
that the regularization methods (1.2) are optimal for p e (po,pi] with P0 = 0, where 
the upper bound pi depends on the special choice of the function g0. Hence, there 
appears a saturation effect: If assumption (A2) (which can be considered as a given a 
priori information on x - ±) is satisfied with p > pi, then it is impossible to find any 
parameter choice a = a(6) such that the regularization method is optimal on M,E. 
An advantage of the regularization scheme (1.4) over (1.2) is that optimality can be 
guaranteed if the parameter s is chosen appropriately, consequently, saturation effects 
can be prevented by the right choice of s. Roughly speaking we can say, the larger s 
is chosen, the larger the upper and lower bounds pi and P0 (compare Figures 1, 3 and 
4 and note that the real numbers (s, p) and (ic,) are related by (2.4)). On the other 
hand, if s has been chosen too large (such that (A2) holds with p < po), then again 
optimality cannot be guaranteed. Some other situation we can observe for the method 
of regularized singular value decomposition discussed in Section 4 (which depends on 
an additional parameter r > 0). In this method optimality can be guaranteed for all 
p E (0, oo) provided r and s are related by r ( 1/(1 + s) 2r. 

2. Optimality examinations 

Let i(8) the maximal error defined in (1.3) and a(A*A) the spectrum of the operator 
AA. Then we find from Lemma 2.2 in [14] the following 

Lemma 2.1. Let A E £(X, Y). Then for x 6 defined in (1.4) there hold.., the Cr 

representation

11E2 
(6) = inf --(AAy' [I - (A*A)8+g((A*A)3+1)]2 

o<e<1
1/2 

+ 

For 0 t < cc and 0 < a <cc we introduce the functions g : [0, cc) - IR and 
h : [0, co)	JR according to 

g(t) = ag0 (at)	and	h(t) = . 1 - tg(t)	 (2.1) 

and assume that they are independent on a. We apply Lemma 2.1 and obtain
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Lemma 2.2. Let A E £(X, Y) and let (2.1) hold. Then, for x6 defined in (1.4) 
with 	k	) (2a+2)/(p+1) k > 0, there holds the representation =(

Y(ky)P/(J+')h
= inf	I2(y) + (ky)''')y2g2(y)/2 E

p+' S p+ 1 (2.2) 
o<<1 

where the supremum is taken over ky E a((..)_(2s+2)/(P+1) (A*A)3+l) 

	

Proof. From Lemma 2.1 we obtain with the substitution j+'	y and (2.1)

that

1/2 
= inf	sup TtP [i — t'g,(t')] 2 + _t23+1g(t1)} 

O <K 1 tEg(AA) I..

E2 ._E_ 
= inf	sup	{__(aY)3+1 [1—yg(y)] 2 

O <e< ! ayEa((AA) +1)

1/2	 (2.3) 

We use the parameter choice of Lemma 2.2 and obtain the desired result (2.2) I 

Now one can show that (, k) = ( 4g . , h-l(1/(p+lfl) is a stationary point of the 
expression {.. . }. in (2.2) as a function of C and k. We substitute this point into (2.2), 
introduce the real numbers

1	 p 

	

and	 (2.4)

1+s 

and obtain the following 

Theorem 2.3. Let A E £(X, Y) and let (2.1) and (2.4) hold. If 

(i) the equation h(t) =--- has a unique solution to PI 

(ii) a is chosen by a = 1 r ( 
6
E 

)(2s+2)/(p+l) 

then for x defined in (1.4) there holds the error estimate 

_i_ 

	

(6)	E+ 1 5 p+' sup f(y)	 (2.5) 
o y <00

1/2 

f()	{+	h2(y) 

	

f	 +	()Y22Y}	(2.6) 
= 	to	 to  

with
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Remark 2.4. Under the conditions of Theorem 2.3 the regularization method1.4), 
(2.1) is optimal on M,E if 1(y) < 1 holds for all y ^: 0. If f(y) > 1 for some y E [0, ) 
and a(AA) D [0,e], e > 0, then the method (1.4) is not optimal on M,E for any 
parameter choice a = a(6), provided 6 = 8(E) is sufficiently small. For the proof of 
some non-optimality results we refer to [6, 14, 151. 

Remark 2.5. From (2.2) we obtain that the method (1.4) is order optimal on 
M,E for the parameter choice a = k ()(22)/(1+ with a constant k > 0 if both 
sup, ). 0 yh2 (y) < oo and sup,> 0 y2 g2 (y) <oo hold where p and ic are the constants 
from (2.4) and g and h are the functions from (2.1). 

Remark 2.6. The results of this paper can also be used in order to study optima- 
lity questions with respect to the more general11 . 11,-norm, r E IR, where IIXIIr 
II(A*A)_t12 x11, since in analogy to Theorem 2.3 there holds the following result : Let 
AEL(X,Y) and let (2.1), i=(1+r)/(1+s) and p=(p—r)/(1+s) hold. If 

(i) the equation h(t) =	has a unique solution to 

(ii) a is chosen by a = to E 

then for x6 defined in (1.4) there holds the error estimate 

sup	- ru s E-+P 6+' sup 1(y) 
ZEM,,E,Y6EY 

IIAz—y611<6 

where f(y) is given by (2.6). 

3. Optimality of Tikhonov methods 
In these regularization methods the regularized solution x 6 is obtained from (1.4) with 
ga(t) = 11(t + a), hence, x, is the solution of the operator equation 

[(AA)	+ al] (4 -.) = (A*A)SA* [y6 - A] .	 (3.1) 

Consequently, for the functions g and h of (2.1) we have g(t) = 1/(t + 1) and h(t) = 
11(t + 1). The equation h(t) = l/(p + 1) has the unique solution to = p, hence from 
Theorem 2.3 we obtain 

Corollary 3.1. Let A E £(X, Y) and x the regularized solution of equation (3.1) 
where a is given by the a priori parameter choice a =I (f)(25+2+l) . If the con- 
stants r. and p from (2.4) satisfy the inequality 

,c+p Cc)" y M : K+p . p	y2= (y+l)2	p	(y+l)2	 (3.2) 

for ally E [0,00), then there hold., the error estimate 

(6) < EP+ 1 6 p+ 1 .	 (3.3)
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Theorem 3.2. Let A E £(X, Y) and x 6 the regularized solution of equation (3.1) Ck 

where a is given by the a priori parameter choice strategy a = I ()(2s+2)/(P+1) 

the constants r, and i from (2.4) satisfy the inequalities 

O<K<2 , 

	

r. + 11 ^ 1 ,	2K + K 2 1t K2 +KP+IL2	 (3.4) 

then there holds the error estimate (3.3). 

Proof. We apply Corollary 3.1 and prove that (3.2) follows from (3.4). The first 
two inequalities of (3.4) guarantee that sup 0 <, < 1(y) <co holds. We transform (3.2) 
into the equivalent inequality 

g(y) := —y2 +	
( r. ),y14 +	(±)'y2. - 2y	i 

and decompose g(y) into the sum gi(y) + g(y) with 

K+p(?c'\ 
gi (y) = — ay2 + --j y	 by 

92 (Y) = (a - 1)y2 +	 y2	+ (b - 

and a =	+ ji - b], where b is an arbitrary constant. We observe that 

(i) g() =0 and g() = 0 

(ii) lim_.. g i(y) = - oo and	g(y) =: 700 if . O < a < 1, i.e. 

S 

	

- < b <+,c	 .	(3.5) 
K 

(iii) gi() 2 0 and 92() 2 0 if and only if 

	

2 - p - K < b 
< (2— p)(p + )	

5	

(3.6) 

Now we conclude as follows: From the last two inequalities of (3.4) we have 

	

2p	(2—p)(K+p) 2 — p — K<p+K	and	p+'c—-< 

hence there exists a constant b such that (3.5) and (3.6) hold. Consequently, from (i) - 
(iii) there follows 

sup g i (y) = gi().	arid'	sup g (y)	92() 
V? 0	 V?0 

which gives sup,> 0 g(y)	gi () + g() = 1. Hence, the proof is complete U
Oc
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Remark 3.3. Theorem 3.2 shows that the method (3.1) is optimal on M,E for a 
special parameter choice if the pair (,c, jt) belongs to the range defined by (3.4). In order 
to check if there are further i)-values for which the method (3.1) is optimal we have 
examined the function (3.2) numerically. We have found that also for (x,/u)-values of 
the range B in Figure 1 there holds sup0 f() < 1. 

Remark 3.4. Let ( i ,p) E (0,2) x (0, 2). Then the method (3.1) is order optimal 
6 on Mp,E for the parameter choice a = k (. )

(ia+2)/(p+i) with a constant k > 0. The 
proof of this result follows from Remark 2.5. The (x, y)-range in which the method 
(3.1) is optimal or order optimal is given in Figure 1. 

Figure 1. (sc, /2)-range of optimality for method (3.1) 

0	1	2	' 

A ... optimal according to Theorem 3.2 

B ... optimal according to Remark 3.3 

A U B U C ... order optimal according to Remark 3.4 

4. Optimality of singular value decomposition methods 
In the generalized methods of regularized singular value decomposition the regularized 
solution x6 is obtained from (1.4) with 

11/i	 for t > a 
gj) =	

( 1/a) 	for t < a	
(4.1) 

with r E (0, oo), consequently, for the functions g and h of (2.1) we have 

11/i	for i>1	 o	for i>1 

=	(1/i)	for t < i	
and	h(t) =	

1 - jT for t < 1 

The equation h(t) = l/(p + 1) has the unique solution to = (p/(p +1))	hence, from 
Theorem 2.3 we obtain
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Corollary 4.1. Let A E £(X, Y) and x the regularized solution of equation (1.4) 
where g is the function from (4.1) and a is given by the a priori parameter choice 
a =	 . lithe constants K and p from (2.4) satisfy the inequality 

sup 0 f(y) <1 where

—/r  

1(u)	
for y>1 (K+P)'	

(4.2)

IL 

=  

K+p (K+p1T (i	r)2+( P	y2r_	for {	 1 K	p ) 

then there holds the error estimate (3.3). 

Theorem 4.2. Let A E £(X, Y) and x 6 the regularized solution of equation (1.4) 
where g. is the function from (4.1) and a is given by the a priori parameter choice 
C, = (2±!)h/T()(23+2)1) . lithe constants r. and p from (2.4) satisfy the inequalities 

T<K<2T	and	O<p<oo	 (4.3)


then there holds the error estimate (3.3). 

Proof. We apply Corollary 4.1 and prove that sup,->0 f(y) 1 holds if (4.3) is 
satisfied. First we note that sup 0 f(y) <00 if 0 < ic 2r and 0 < p < 00 hold. Let 
0 < c < 2r. Then f(y) is monoton decreasing for y 2 1. Furthermore, f(1) :5 1 is 
satisfied for K 2 T. Hence, it remains to prove that for (K, p) E [r, 27] x (0,00) there 
holds sup0 <,< 1 f(y) 1. For 0 yr 1 there holds the inequality 

', 
(y r y (l y ry < (p	1 K 

- P+ K) 

which gives
 

< ( p K '
	(1 - 

\p+#cJ	\ ( p+kJ 

We use this inequality and obtain from (4.2) 

1(Y)	
()	

(1 - r)2—sc/r +	 (r)2—scfr 
It + \..p + K 

for 0 < y < 1. One shows that the right—hand side of this inequality attains its 
maximum for y? = p/(p + K) which yields the desired result sup0 << 1 1(Y) :5 1 for 
(ic,p) E [r,2r] x (0,00) I 

Remark 4.3. Theorem 4.2 shows that the method (1.4) with (4.1) is optimal on 
M,E for a special parameter choice if the pair (K, p) belongs to the range defined by 
(4.3). An analytical examination of the function (4.2) shows that there are no further 
(sc, p)—values satisfying sup>0 1(y )	1.
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Remark 4.4. Let ( r. , P) E (0, 2 ,r] x (O, co). Then the method (1.4) with (4.1) is 
6 order optimal on M,E for the parameter choice a = k (-i)(2.+2)/(p+i) with a constant 

k> 0. The proof of this result follows from Remark 2.5. The (x, y)-range in which the 
method (3.1) is optimal or order optimal is given in Figure 2. 

Remark 4.5. We note that for operators with discrete spectrum the computation 
of (1.4), (4.1) can be done according to 

6	 (z6 - Ai, vi) 
=±+	

Si 
"2.2>a 

+ _{(A*A)PAS(Z6 -At) -	s'(z6 _A, vi ) ut}
ar 

with p = r(s + 1)- 1 where {s, u, VibEiN denotes the singular system of A E £(X, Y). 
Recommendations for s and r are values with 2r(s + 1) = 1 (e.g. s = -1/2 and r = 1) 
since in this case (4.3) is satisfied for all p > 0 and the number of summands to be 
computed in the above two sums is as small as possible supposed a is chosen by the 
optimal parameter choice of Theorem 4.2. 

Figure 2. (sc, i)-range of optimality for method (1.4), (4.1) 

0	 27- r-

A ... optimal according to Theorem 4.2


A U B ... order optimal according to Remark 4.4 

5. Optimality of asymptotical regularization methods 
In these methods the regularized solution x 6 is characterized by (1.4) with g(t) = 
(1 - e /°)/t, hence, there holds x, = y(T), where y(t) is the solution of the initial 
value problem

;(i) + (AA)'y(t) = (AA)AY' , t E (0,T)
(5.1) 

Y(0) =



1	2" 

15 

10 

5 

0 

IL 
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and a = l/T denotes the regularization parameter. For the functions g and h of (2.1) 
we have g(t) = (1— e)/t and h(t) = e — ' . The equation h(t) = l/(p+ 1) possesses the 
unique solution to = ln(p + 1), hence, from Theorem 2.3 there follows 

Corollary 5.1. Let A Er(X,Y) and x 6 = y(T) where y(t) is the solution of 
(5.1). Let a = 11T be chosen according to a = tn 

1 (p-fl) (.)(2s+2)/(p-f1) . 
If the 

constants c and u from (2.4) satisfy the inequality 

K+// = —Iln------I ye 2 + 
K \	KJ 

<1

K+Lf n K+/2 I i 
IL ' ----) y"(l - 

e)2
te 

for ally € O, oo), then there holds the error estimate (3.3). 

Remark 5.2. In order to check for which (?c,IL)—values the generalized method of 
asymptotical regularization is optimal on ME we have examined the function f(y) of 
Corollary 5.1 numerically. We have found that for (sc, p)—values of the range A in Figure 
3 there holds sup ). 0 f(y) :5 1, hence, in this range the method is optimal. 

Remark 5.3. Let (,c,IL) € (0,2] x (0,00). Then the generalized method of 
asymptotical regularization is order optimal on ME for the parameter choice a = 
k (*)(23+21)+1) with a constant k > 0. The proof of this result follows from Re- 
mark 2.5. The (K, ,u)—range in which this method is optimal or order optimal is given 
in Figure 3. 

Figure 3. (sc, t)—range of optimality for the asymptoticai regularization method 

A ... optimal according to Remark 5.2 
A U B ... order optimal according to Remark 5.3
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6. Optimality of iterated Tikhonov methods 

In these regularization methods x is obtained after performing m steps of the gen-
eralized method of Tikhonov regularization as discussed in Section 3, i.e. there holds 

:= Xrn, where Xm is obtained according to 

XO 

Xk+: = : k + [(AA)`' + al] ' (A*A)SA* 
[y6 - Axk] (k.= 0,1,... , m - 

1). (6.1) 

Consequently, x, can be represented in the form (1.4) with g0 (t)	[1  
For the functions g and h of (2.1) there holds g(t) = [1 - It and h(t) = 
The equation h(t) = l/(p + 1) has the unique solution to = (p + 1) 1 / rn - 1, hence, from 
Theorem 2.3 we obtain 

Corollary 6.1. Let A E £(X, Y) and x 	Xrn the regularized solution of method 
II 6 \(23+2)/(p+l) (6.1) where a is given by the a priori parameter choice a= ( p+l) h / m _l 1E) 

If the constants K and j.z from (2.4) satisfy the inequality sup,> 0 f(y )	1 with


I/rn 
-	 - 1 J	y'(l + y)_2m 

	

/2	K )	] RK + 1" 
+ K +,U RK1,rn -

)	j 
ii y	 + y)_rn]2 

/2	 K  
then there holds the error estimate (3.3). 

Remark 6.2. In order to check for which (K, /2 )-values the method (6.1) is op-
timal on M,E we have examined the function f(y) of Corollary 6.1 numerically for 
different integers m. Figures 1 and 4 show the corresponding (K, /2)-ranges for which 
sup> 0 f(y)< 1 in the cases m=1 and m=2. 

The next theorem shows that for growing m the (K, /2)-range for which the method 
(6.1) is optimal tends to the (K, /2)-range for which the method (5.1) is optimal. 

Theorem 6.3. Let A E £(X,Y), K and /2 given by (2.4) and a = 
( ) 2/ 

with t0 = (±E)1/m - 1. Then the method (6.1) is for m - oo optimal on the set 
if sup> 0 f(y) < 1 holds where f(y) is the function from Corollary 5.1. 

Proof. We use Lemma 2.1 with g(t) = [i - ( 1 ) m]/t, substitute	= z and

obtain with the notations (2.4) and the choice = K/(K +,u) that 

E2 62 
= inf	sup	—t" [1 - t3+1g,(t3+1)]2 +	 ( 6.2) 

	

0<<1 iEc(AA)	 1—
1/2 

sup f 
K + /2 E2 z[1 - zg0 (z)] 2 + K	/2



708	T. Schröter and U. Tautenhahn 

Note that

[i - 
urn ga(z) =

z 

consequently,

1	(5 )2/(sc+P) 
with a 1 =	- 

1n(5±?) E 

urn z(8) ^ sup I ' + 2Zu 	+ r' + 
62Z— ic

 

[1 - e_uJ2} 
z^01	,ç	 /2 

We substitute z = a1y and obtain

1/2 

M-00
lim (8)	sup I 

?C	 /2 
+ 'a E2(aiy)Le_2Y + + /22 1 Y_ 	e_vJ2} 

M-00	t.  

_s_ -a-- = E r.+;L b IC+jA sup 
y>o 

where f(y) is the function from Corollary 5.1. This completes the proof I 
Remark 6.4. Let (s', /2) E (0,2] x (0, 2m]. Then the method (6.1) is order optimal 

On Mp,E for the parameter choice a = k (.)(2s+2)/(P+1) vith a constant k > 0. The 
proof of this result follows from Remark 2.5. The (sc, /2)-range in which the method 
(6.1) is optimal or order optimal on ME (for m = 2) is given in Figure 4. 

Figure 4. (x,/2)-range of optimality for method (6.1) with m = 2

1/2 

0	1	2	' 

A ... optimal according to Remark 6.2 
A U B ... order optimal according. to Remark 6.4
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7. Asymptotical optimality of Landweber iterations 

In this section we examine the generalized Landweber iteration as a special representa-
tive of more general iteration methods (cf., e.g., [31). In these regularization methods 
the regularized solution 4 is determined by 

=	A*A - ( ) s A*(Az - z 6 )	( k = 0, 1,... , N - 1;	= ),	(7.1) 

hence, 4 has the representation (1.4) with g0 (t) = [1 - (1 - t)'J/t and = 11N is 
the regularization parameter. Since the regularization parameter a = 11N takes only 
discrete values it is impossible to discuss optimality results of the method (7.1), hence 
we have to switch over to the concept of asymptotical optimality. The next theorem 
shows that the generalized Landweber iteration (7.1) is asymptotically optimal for such 
(K, p)—values, for which the generalized method of asymptotical regularization (5.1) is 
optimal. The proof of this result is based on a corresponding result for the special case 
s = 0 which can be found in [14]. 

Theorem 7.1. Let A e £(X,Y) with II(A*A) 34 II 2, ic and 14 given by (2.4) and 
N = int{ln (i) ()_2/(+ } ( int{.\} denotes the integer part of the real number 
.). Then the method (7.1) is asymptotically optimal on the set M,E if 5upy0 1(u) I 
holds, where f(y) is the function from Corollary 5.1. 

Proof. We use (6.2) with g0 (t) = [1 - (1 - t) N ]/t , substitute t 1 = z and obtain 
with the notations (2.4) and the choice = K/(K + ) that 

{ 
E2 52	 1/2 

	

A(b) = inf	sup	—z(1 - z)2N +	z[1 —(1— z)N]2}	(7.2) 
o <e< 1 zEa((AA)+')	e	 1 e 

< sup 
fK + P E2 z(1 - z)2N + K + 52	{i —(1— z)N12 

	

O<z<2	 IL	 I 1 K  

sup g(z) = max {SN(K,IL,8,E), aN(K,p,5,E)} 
O<z<2 

holds, where SN = SUPO.(z<r/N g(z) and O N = SuPr/N<:.(2 g(z). In analogy to the proof 
of Theorem 6.2 in [14] it can be shown that for some suitable chosen r > 0 there holds 

(i) o	E21'	52/(c+j) 

(ii) urn s—.o sup 1(y) 

where f(y) is the function from Corollary 5.1. From (i) and (ii) we obtain the state-
ment I
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Remark 7.2. Let (,c, 1') E (0,2] x (0, oo). Then the generalized Landweber itera- 
tion (7.1) is order optimal on Mp,E for the parameter choice N = mt {k ()_2/)} 

with a constant k > 0. The proof of this result follows from (7.2) with = 1/2 and 
from the two inequalities 

(i) z'(1 - z)21V < ze 2	< N()'e 

(ii) z 	z) N ] 2	NK 

that hold for all z E [0,2] and (ic, ) E (0,21 x (0, oo). 
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