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A Fully Discrete Galerkin Method 
for Integral and Pseudo differential Equations 

on Closed Curves 
0. Kelle and G. Vainikko 

Abstract. We propose a cheep fully discrete version of the trigonometric Galerkin method 
of optimal accuracy order for integral and pseudodifferential equations on closed curves. A 
practical implementation of the method leads to a band system of linear algebraic equations. 
The error analysis is based on a thorough study of related integral operators in Sobolev spaces 
of periodic functions. 
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1. Introduction 
This paper is devoted to methods of solving integral and pseudodifferential equations 
in Sobolev spaces of periodic functions. These equations arise using a potential type 
representation of the solution of boundary value problems on a region Q C JR2 with a 
smooth Jordan curve F = af2 as the boundary of ft 

Let us present some examples of boundary integral equations. 
Example 1.1. The Symm's integral equation 

--- I log Ix - y I v( y) dF	g(x)	(x E F)2ir  

arises solving the Dirichlet problem for the Laplace equation in Q (see, e.g., [7: p. 303]). 
It is of interest also when a conformal map of Q onto the unit disc is constructed (see, 
e.g., [81). Introducing a smooth 1-periodic parametrization x : .11? - F of I' such that 
Ix'(t)I > 0 for all t E IR, the equation reduces to 

flog Ix(t) - x ( s ) I u ( s ) ds = f(t)	(I E [0,11) 
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or

f 0 (t - s)u(s) ds + f a i (ts)u(s)ds = f(t)	(t E [0,1])	(1.1) 

where

	

u(t) = v(x(t))Iz'(t)I,	f(i) = —2irg(x(t)),	no (t) = log I sin irtl 

and
log Ix(t) - X(S)1 for t s (mod 1) 

ai(t,$)	

{	

I sin (t - s) I 
log -I x ' ( t )I	for i = s (mod 1). 

The kernel a 1 is smooth and 1-biperiodic, the Fourier coefficients of no are known: 
= —log2 and o(m) = — I mL' (0 0 m  Z). 

In [7: p. 3261 and [9] one can find also boundary integral equations of the Neumann 
problem for the Laplace equation. 

Example 1.2. In the case of the exterior Dirichlet boundary value problem for the 
Helmholz equation one has a boundary integral equation of the type (see [111) 

/ kO(t - s)u(s) ds+ 

/ (i - s)a i (t, s)u(s) ds +

(t E 10, 1])	(1.2) 

J a2(is )u ( s ) ds = f(t) 

where a 1 and a2 are smooth 1-biperiodic functions, no(t) = log I sin irti and r.1 (t) = 
(sin 7rt) 2 log I sin IT-il. For the Fourier coefficients of no and ici we have ko(m) 
as in Example 1.1 and R I (m) ImI	(cf. Example 1.4). 

Example 1.3. The exterior Neumann boundary value problem for the Helmholz 
equation can be reduced to an equation of the type (see [18]) 

iT-- o(t - s)u(s) ds + iu(i) 
WWI J  o	 (1 e [0,1])	(1.3) 

+ J 2(t - s)a2 (i,$)u(s)ds + J a3 (t, s) u (s) ds = f(i) 
o	 0 

where a2 and a3 are smooth 1-biperiodic functions, 'o( t ) = 1/sin2 7rt and i2(t) = 
log I sin intl whereby the first integral in (1.3) is understood in the sense of the Hadamard 
finite part. For the Fourier coefficients of no and ,c2 we have ko(0) = 0, &o(m) = 
—2 1 m I (0 54 in e Z) and 1k 2 (m)I ' m	(see Example 1.1).
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Example 1.4. Solving boundary value problems for biharmonic equations the 
boundary integral equation 

f i x - y1 2 log ix - y I v (y) dr = g(x)	(x Er)	 (1.4) 

is of interest (see [4] and [7: p. 3361). It reduces to the integral equation 

- s)ao (t, s)u(s) ds +I a i (t,$)u ds = 1(t)	(t E [0,1]) 

with u(s) = v(x(s))Ix'(s)I,f(t) = g(x(t)), 1-biperiodic smooth functions 

{ ix(t) - x(s)12 
sin2ir(t—s)	

fort s (mod 1) 
ao(t,$) 
= 1 Ix l ( t)1 2	for t = s (mod 1) 

a 1 (t, s) = Ix(t) - x(s)1 2
 log lx(t) -

sin ir(i - 

and 1-periodic function
no (t) = (sin 7Tt)2 log I sin irtl 

with known Fourier coefficients: 

ko(0)=— log 2+,	ko(1)= Ko(-1)= log 2
16 

&o(m) = (41m 1(m2 - i))'	(m E Z, I m	2). 

Note that ao(t,t) 0 0. 
Example 1.5. In this example we identify JR2 with C treating x = x i + ix2 and 

Y = yi + iy2 as complex numbers. Consider the singular integral equation 

(xEr) 

where r is a smooth Jordan curve in the complex plain, and b and K are given smooth 
functions on r and r x r, respectively. A smooth 1-periodic parametrization x = 
X 1 + ix 2 : JR - r of r satisfying x'(t) = x(t) + ix(t) 0 0 for all t E JR yields the 
equation

	

f no (t - s)ao(t, s)u(s)ds + f a 1 (t, s)u(s)ds = 1(t)	 (1.5) 

where
 

KO(t)	I_.2t	1 + i cot irt, 

=	2iri	x(s) - x(t) 
{ b(x(t)) 1 - e*21r(t3) x'(s) for t

	s(mod 1) 
ao(t, s)  

	

b(x(t))	 for t = s(mod 1)
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and
ai(i, s) = K(x(t), x(s))x'(s),	u(s) = v(x(s)),	f(i) = 

The functions a0 and a 1 are 1-biperiodic and smooth (note that x(s) 54 x(t) for s 
t (mod 1) since r as a Jordan curve does not cut itself). Further, for the Fourier 
coefficients of KU we have ko(m) = 1 for m 0 and ko(m) = —1 for in < 0. The 
first integral in (1.5) is understood in the sense of the Cauchy main value. Note that 
ao(t, t) $ 0 for t E R if b(x) 0 for x E r. 

The integral equations (1.1) - (1.5) are of the form 

J(t - s)a1,(t, s)u(s) ds = f(t)	 (1.6) 
P=O o 

where a1, are 1-biperiodic smooth functions and 

J?Cp(t - s)e tm2a ds = kp(m)e1m27	( in E Z)	 (1.7) 
0 

with known Fourier coefficients k1,(m) (m E Z, p = 0,... , q) of the order I k,,(rn)I 
ml- a, (ao < a 1	a2	...	a,). Usually a1, > 0 but in Example 1.3 a0 = — 1
and in Example 1.5 a 0 = 0. Note that ic.,, is continuous if a 7, > 1 and may have weak 
singularity if 0 < a, 1. For a 7, 0, the corresponding integral in (1.6) should be 
understood in the sense of distributions; a more familiar understanding follows from 
(1.7) using the Fourier expansions of a, and u (see Sections 2 and 3 for more details). 
Moreover, if k7,(in) depends on in in a "smooth" way, namely, if k7,(m) = imi'P or 
k1,(m) = maPsgn(m), it is possible to construct a representation 

- s)a7,(t, s) 
=b

p,k(t ) K7,,k( i - s) + ap,+i(t, s)K1,,n+ 1 (i - s) (n >_0)	(1.8) 

where kp,k(m)i imi°P (k = 0,... , + 1), the coefficients bp,k are smooth and 
1-periodic, and a1,,+i is smooth and 1-biperiodic. Unfortunately, this decomposition 
is somewhat impractical due to the complexity of the construction and involving high 
order derivatives of the parametrization function x = x(t) in Examples 1.2 - 1.5. We 
shall solve (1.6) directly avoiding possible decopositions of the type (1.8). This also 
allows to avoid the "smoothness" assumptions for k7,(m). 

The trigonometric Galerkin and collocation methods, and fully discretized versions 
of those have been extensively examined for Symm's integral equation and other integral 
equation of type (1.1) with iko(m)I imL a (a E JR) and smooth a 1 (see, e.g., [2, 10, 
13, 21, 23, 24]. More general problems have been treated in [1, 14 - 16, 18, 20, 22]. We 
refer also to [3] where a fast algorithm is proposed for the generalized airfoil equation 
with constant coefficients in a non-periodical case. In [11), the product integration was 
incorporated into the collocation method to solve the integral equation (1.2). This idea
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was used also in [4] and [18] for equations (1.3) and (1.4) and in [25] for general integral 
equations of type (1.6) with a 0 depending on both t and s. 

In this paper we exploit another idea. We start from the trigonometric Galerkin 
method and obtain a full discretization using trigonometric interpolants of a, (p 
0,. . . , q). This idea seems to orginate from works of P. Henrici (see, e.g., [8]). The 
order M of interpolants may be essentially smaller than the order N of the approximate 
solution UN, e.g. M '-.. Na (0 < a	1) is acceptable. This leads to a band systems 
of linear algebraic equations which can be solved in O(N 2 ) arithmetical operations. 
The proposed method is of optimal convergence order in Sobolev norms. Beside (1.6) 
we discuss the case with the "full" main part A0 (see (2.19)). 

The paper is organized as follows. Section 2 contains the description of the method 
and formulation of main results. In Section 3 we discuss a matrix form of the method. 
After some preliminaries in Section 4, we examine the properties of integal operators 
trying to minimize the smoothness assumptions on the coefficients a. After that, in 
Section 6, we are ready to present the proofs of the main results formulated in Section 
2. Numerical examples are presented in Section 7. 

2. Problem, methods, and formulation of the main results 

Now we formulate more precisely the conditions posed on the problem 

AU = I
	

(2.1) 

where f is a given 1-periodic function and U 15 a 1-periodic function which is looked for. 
The operator has the form 

A	A,	(Apu)(i) 
= J 

(t - s)a(t, s)U(s) ds	 (2.2) 

where the coefficients a are assumed to be C°°-smooth and 1-biperiodic, and the Fourier 
coefficients

RP(M) = f , ( t ) _ m21rt dt = (c(t), e_tm21)	(in € Z) 
0 

are assumed to be known and to satisfy the inequalities 

CTfl	 ko(m)I <c2_a	(I m i > MO) 

ko(m) - io(m - 01	 (m E Z)	 (2.3)€

(p = 1,... , q, m E Z) 

with some a E IR, /3 > 0, m0 € W, and positive constants c 1 , c2 and c. Here 

II rnI ifm0
(m€Z). 

I1	ifin=O
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Since c may be also negative, problem (2.1) actually includes a variety of pseudodif-
ferential equations, and for smooth u, the integral in (2.2) actually means the duality 
product between elements of appropriate Sobolev spaces H and H': 

(Ap u)(t)	(c(t - s), a(t, s)u(s)). 

An equivalent understanding was outlined in Section 1 on the basis of (1.7) (see also 
Section 3). 

The Sobolev space H (z E IR) consists of 1-periodic functions (distributions) 

U (s) =	ü(rn)etm21 	fl(M) = I U(S)e— im2 irs ds , 
mEZ	 0 

such that

\1/2 

IIuII = (	
rn2z Iu(m)I 2 )	<.€

\mEZ  

Similarly, the Sobolev space H	(A, A E 11?) consists of 1-biperiodic functions (distri-
butions) 

v(t, .$) 	m)chl271elm2hI3, 
i,mEZ 

such that

11 

I.(l,m) = JJv(t,$)e_t27nte_m27r3dtds 

00 

\1/2 

IIvIIA, =  
(1,mEZ

l2'rn2'(lm)I2 	<.
 

Proposition 2.1. Under conditions (2.3), for A E JR, 

A0 E £(H', H')	and	A,, E £(H A ,H) (1 p m). 

If ao(t,t)	0 for all t E 1R, then 

A = > Ap E 

is a Fredholm operator of index 0 whereby 

M(A) := {u E H A : Au = o} C	=: 

The proof of Proposition 2.1 is given in Section 6.
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Our further assumptions about problem (2.1) are as follows: 

b(t) := ao(t, t) 0 0 for all t E JR	 (2.4) 
1 

W(b) := — argb(t)	= 0	 (2.5) 2ir	I i=o 
V E C, Av = 0 implies v = 0. (2.6) 

According to Proposition 2.1 assumptions (2.3), (2.4) and (2.6) guarantee the existence 
of the bounded inverse ..4' E £(H°, H') for any A e R. Assumption (2.5) is needed 
for the convergence of the Galerkin method. 

For N E EV denote 

ZN={kEZ:_<k<} and 
TN {UN

	 cketk2t:ckEC 

	

k E ZN	
}. 

In other words, TN is the linear span of e2t (k E ZN) . Denote by PN the corre-
sponding Fourier projection: 

(PNU)(t) = > ü(k)eth2lrt	(u e HA)€
kEZN 

Obviously, the projection PN is orthogonal in H A for all A € R. It is also clear that 

lu - PNull,,	
(N)
	ll u Il,	(A <z).	 (2.7) 

First we approximate problem (2.1) by the Galerkin method 

UNETN,	PNAUN=PNJ.	 (2.8) 

Theorem 2.2. Assume (2.3) - (2.6) and f € H' ( it € .1R). Then there is a 
No such that for N > No the Galerkin method (2.8) determines a unique polynomial 
UN € TN such that 

HUN - U IIA <	 < C AII U - PN U IIA c (
N )"'

hl u hl	(A	)	(2.9) 

where u = Af € HP is the (unique) solution of problem (2.1), and the constant CA 5 
independent of N and u (or f). 

The proof of Theorem 2.2 is presented in Section 6. 

The Galerkin method performs only a semidiscretization of the problem (2.1). Now 
we construct a fully discretized version of the method. Let us denote by QN U the 
interpolation projection of u € H' (i > ) to TN on the uniform grid: 

/\ ,k2,ri (QN u ) ( t ) =	c/re	,	(Qr.iu) (fl) = u
/fl

)	(Ti =0,1,... ,N - 1): 
kEZN
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The approximation properties of QN are similar to those of PN (cf. (2.7)) but on a 
more restricted scale of Sobolev norms [1, 22]: 

	

lu - QNuIIA <cA, N AM llUIl	(o	,	
>).	

(2.10) 

Introduce also the interpolation projection QN,M for functions of two variables: 

(QN,M v )( t , s) =

	

	 E TN ® TM
kEZN EZM 

in m ) 	m'	fn=0,1,...,N-1\ 

	

(QN,M v)j) =v7,)	
m =O,1,...,M-

The coefficients a, in (2.2) may be approximated simply by QM,M aP E TM 0 T,i but, 
without a loss of the approximation order, we may drop a part of the Fourier coefficients 
of QM,MaP putting 

a,M(t,$) =

	

	
(Qrap)(k,1)ec21eu121s	(p = 0,... ,q).	(2.11)

IkI+I1I!^M/2 

Due to the C°°-smoothness of the coefficients a, we obtain a suitable approximation 
ap, m already in dimensions M which may be much smaller than N. We put 

M ' N	(0 < a < 1)	 (2.12) 

where M N means that c 1 < MN — ' < c2 as N - oo with some positive constants 
c 1 and c2 . Introduce the operators (cf. (2.2)) 

AM	 (A,Mu)(t) 
= j	(t - s)a,M(t,$)u(s)ds.	(2.13) 

Instead of PNI we shall use some approximation IN E TN assuming that fN is com-
putable. We are ready to introduce a modified Galerkin method which is fully discrete: 

UN E TN,	PNAMUN IN	 (2.14) 

(see Section 3 about the implementation of the method). 

Theorem 2.3. Assume (2.3) —(2.6) and I E H° (i E IR). Let the operator AM 
be defined by (2.11) - (2.13). Then there is an No such that for N > No the modified 
Galerkin method (2.14) determines a unique polynomial UN E TN, and 

II ZL N - u IIA	CA (lI tL - PNu IIA + UN - PNIIIA+o + C A,rN n IIUII A) (A	) (2.15) 

where r > 0 is arbitrary, u = A'f E H is the solution of problem (2.1) and the 
constants cj and CA,r are independent of N and u.
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The proof of Theorem 2.3 is given in Section 6. 
We complete Theorem 2.3 specifying the error estimate (2.15) for some choices of 

IN E TN-

1.

 

Case: IN = QNI and p + a> 1 . Using (2.7) and (2.10) we obtain from (2.15) 

IkL N - u ll :^ cA,iN M IIuII,.	(—a < A	p).	 (2.16) 

This is the most standard way to approximate 1. 
2. Case IN 1(0) + ()Ic Q N f(_ k) (k E IV) and p + a> , where f(°)(t) = 1(t) 

and	
dt

c_1 
= 
J f''(s) ds 
0	 (j = 1,... ,k). 

f(3)(t) = / (f- ) (s) - c_ji)ds 

This time (2.15) yields the estimate 

ft tL N - u llA	CA4 N1 II u II.	(—a - k < A c ,)	(2.17) 
which differs from (2.16) by a more wide scale of Sobolev norms towards negative A. 
Optimal estimates of type (2.17) for strongly negative A are of interest when the solution 
of a boundary value problem at a point x E Q is determined from the solution of the 
boundary integral equation on r = aQ. Unfortunately, the approximation IN proposed 
here is practical only in the case where the values of f(') on the grid ( -L :	= 
0,.. . , N — 11 are available, e.g. if the integrations to find f ) can be performed 
analytically. 

3. Case with known Fourier coefficients of jr, and p E JR arbitrary. Then one may 
put IN = PNI, and (2.15) yields 

huN — u hiA <cA N hh u hI	(—cx) < A <p).	(2.18) 

Remark 2.4. For simplicity, we have assumed C°°-smoothness of the coefficients 
a (p = 0,... , q). Actually, the arguments of Sections 3 - 6 allow us to point out a finite 
smoothness of a (p = 0, 1,. . . , q) under which the estimates (2.16) - (2.18) remain true 
for a fixed A, or for all A from a finite interval. For instance, in the case p + a> 1 and 
IN = QNI, estimate (2.16) remains true for all A € [—a, p] if a € HA1,2 (p = 0,... ,q), 
with

A1 =v+ 
p+a	and	A2 =max(IaI,u)+ 

where ii > 1 is arbitrary and a E (0, 1] is the parameter from condition (2.12). 
Remark 2.5. All results can be extended to the case where the operator A0 has a 

structure

(Aou)(t) 
= / (#c+(t - s)a+(t,$) + r.—(t - s)a_(t,$))u(s)ds	(2.19)
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with smooth 1-biperiodic coefficients a satisfying the conditions (cf. (2.4) and (2.5)) 

	

:= a+(,i) + a_(t,t) 54 0	
(t E R)	 (2.20) 

b2 (t) := a+(t,t) - a_(t,t)	0 

and (see (2.5))
W(b1) = W(b2 ) = 0	 (2.21) 

and with 1-periodic functions (distributions) ic, such that for their Fourier coefficients 
we have

k+(m) = ImI	and k_(m) = mIsign(m)	(0 54 m E Z).	(2.22) 

Assumptions (2.3) now reduces to 

I(rn)I < crn	(p = 1,.. . , q; m E Z)	 (2.23) 

where fi > 0. Of course, we have to assume again (2.6) 

Remark 2.6. Every classical elliptic pseudodifferential operator A of negative in-
teger order r on a closed smooth Jordan curve (see, e.g., [11) can be represented in the 
form A = A0 + B where A0 is defined by (2.19), (2.20), (2.22) with a = r i, and B is a 
smoothing operator, i.e.

(Bu)(t) _ / b(t, s)u(s) ds 

with a smooth 1-biperiodic function b. Unfortunately, for a given problem (2.1) and 
(2.2), an explicit construction of the functions a± and b for the representation A = 
A0 + B is rather complicated and impractical. We preferred to solve problem (2.1) and 
(2.2) directly. 

3. Matrix form of the method and computational cost 

Using the Fourier representations of u = u(s) and a = a(t,$) it is easy to find the 
Fourier representation of Au where the operator A is defined by (2.2): 

(Au)(i) =

	

	> a(k - rn, rn - j)k(m)(j)e2t€
kEZjEZprrO mEZ 

For UN E TN we have

q

ãp(k—rn,m—j)k(m)üpj)e ik2t 
kEZN jEZN p=0 mEZ
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Thus the (pure) Galerkin method (2.8) is equivalent to the system of linear equations 

9kj U N(j) = J(k)	(k E ZN)	 (3.1) 
j E ZN 

	

where	 - 

9kj =	a(k—m,m—j)k(m)	(k,j E ZN). 
P= O mZ 

Similarly, the modified Galerkin methods (2.14) is equivalent to the system of linear 
equations

I9UN(3) = fiv(/c)	(k E ZN)	 (3.2) 
j E ZN 

where, for k,j e ZN, 

M 
9k, =

p=O

	

	 (QM,MaP)(k - rn,m - j)k(rn) for 1k - iI m: Im_kI+Im_jI^  

	

10	 forlk —jI>.
(3.3) 

We obtained a band system of a band width M + 1. By the standard Gauss elimination 
method, with pivoting along columns under the main diagonal, system (3.2) can be 
solved in O(M2 N) arithmetical operations, or taking into account (2.12), Q(N2) 

arithmetical operations. Using the fast Fourier transformation, (QNI) or (QNfc) 
and (QM,Ma) can be found in O(N log N) and O(M2 log M) = O(N2° log N) arith-
metical operations, respectively. Making use of the convolution structure of (3.3) along a 
fixed diagonal k—j = const, we can use the fast Fourier transformation also to compute 
the sums over in for k and j on the diagonal. This costs O(N log N) arithmetical op-
erations for one diagonal and O(MN log N) = Q(N' log N) arithmetical operations 
for the whole matrix of system (3.2). 

Let us summarize. 

Proposition 3.1. Under the relation M - N (0 < a < 1) the computational 
cost of the fully discretized Galerkin method (2.14) is as follows: 

(i) Q(N' log N) aritmetical operations for the construction of system (3.2) using 
the fast Fourier transformation. 

(ii) O(Nl+2c) arithmetical operations for the solution of system (3.2) by the Gauss 
elimination. 

As we saw in Section 2, in the case of sufficiently smooth coefficients a, (p = 
0, 1,... , q) the parameter a does not influence on the optimal convergence rate of the 
method (2.14) but this result is only asymptotical as N - oo. For moderate N one 
has to compromise between the accuracy (great a) and a cheap implementation of the 
method (small a).
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4. Product of biperiodic functions 

It is relatively easy to show (see, e.g., 125]) that, for A E .1k and ii> 

II Qu IIA !^ cApII a IImax(IAI,)Ikz IIA	(a E Hmax(IAI,v) u E H A) .	(4.1) 

Here we prove a two-dimensional counterpart of (4.1). 

Lemma 4.1. For any A, z E .1k, ii > 1 , u E H .'M and a E	 the€
inequality

	

IIauIIA,M	CA	vI a IImax(IAI v) m ax ( I p I ,) II U IIA,ii	 (4.2) 

holds where the constant CA,p,y is independent of a and u. 

Proof. Denoting aim = â(l, m) and up , q = u(p, q) we have 

	

(au)(t, s) =	
(p,qEZ

ai_Pk_uPQ e12e2

j,kEZ  

and

1/2 

auIIA,M	
(	

up,q)2	

.	 (4.3) 

j,kEZ p,qEZ 

(i) The case A> 1 and p.> . Using the inequalities 

<2A((j_p) +p")	and	1c' <2((k—q) +qh)	(4.4)
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we obtain from (4.3) 

I au IIA,	2	

IjAEZ (
	

(j_p)A(k_q)IajpqIIUp,qI 

 '\p,qEZ 

+ E p'(k_q)'Jaj _pt _ q I JUp,qI 
p,qEZ 

+ >	A Paj_pk_qI JUp,q 1
 p,qEZ 

+

	

	 iui) 

2 } 1/2 

p,qEZ 

4€
= 2A+$A11 

>i: bvIIo,o
n=1 

4 

2" >: IbvVo,o 
n=1 

where the functions bn and Vn are defined by their Fourier coefficients 

6 1 (j, k) =jAkaj i'i(p,q) = ttp,q1 

1 2 (j, k) = j ai,k 1 v2(p,q) = PItLp,qI 

3 (j, k) =j'a j,k I v3(p,q) =qIUp,qI 

1 4 (j,k) = Ia3 kI
v4(p,q) =pAq1IupqI. 

Let us estimate the norms IIbvIIoo. Clearly,
1/2 

II b i V 1 IIoo =	 lb i (t, s ) 1 2 v 1 (t, s)I2dtds) 

0 

lb1 llo,o sup lvi(t, s)I	ll a llA,, >	ItAp,q 

p,qEZ

where
1/2 

=	--	= (i +2 P_2v) <00	for u> 
p

 

2v)	

1/2 

€ Z
(4.5) 
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A similar argument yields also II b4 w4II0,0 :5 +yA-y II a IIA,II u IIA,. Further, 

	

= (if	
/2 

1b2 (t, s ) 1 2 1v2(t, s)I2dtds) 

1 

1/2	1 

(I
 

sup lb2 (is)I 2 ds)	(JsuPIv2(ts)2dt) 

1/2 

\0 

Since

	

sup 1b2 (t, s)I = sup E (
	

b2 (j , k)e k23) &j2t 

JEZ kEZ

2 1/2 

	

2 (j,k)e'	7A (1:	 2(i,k)e2H) 
iEZ IkEZ	 I	jeZ	IkEZ 

we have

	

1	 1	 2 

	

fsup lb2(t,$)I2ds 2Af	2(j,k)e2	ds 

	

0	 jeZ	o IkEZ 

= j2A 	
b2 (j, 	= 7IIaIIL. 

	

JEZ	kEZ 

In a similar way, or simply using a symmetry argument, we find 

fSup Iv2 (t,$)I 2 di < 7U 

This results to II b2 v2II0,0 ^ +YA7II a IIA,II u IIA . Exploiting the symmetry between b2, V2€

	

and b3 ,v3 we immediately obtain also II b3 v3II0,0	7A-YII a IIAII u DA,. Summing up we 

	

obtain (4.2) in the case A > -and z > :	au IIA,, <22yAyIIaIIA,IIuIJA,,. 

(ii) The case A < --I and ft > 1 . Rewrite (4.3) as

1/2 

IIauIk, 	

{	

2A (

	

kIai_P,k_qIIAI?IuP,qI)2 

	

j,kEZ	p,gEZ 

Using the inequality p I ' I <21+I ( (j ._p)I AI 3I-\I) and the second one of inequalities (4.4)
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we obtain 

IIauIIA, <2IAI	

{	(	
()Iaj_p,k_qI ui)2 } 

1/2 

j,kEZ p,qEZ 

+ 2 1 +\I	 qIaj_p,k_qI iui) 

2

1 

1/2 

jkEZ '\p,qEZ

	

2	

1/2 

+	I	j 2A (

	

pA(j_p)lAk_q)aj_p_qI iui 
p,qEZ	

)€
jkEZ  

+	i 2A (

	

pA(j_p)IAIqaj_p_q ui) 

2 } 1/2 

j,kEZ	p,qEZ 

= 2 IAI (IIb2 v2 II 0,0 + II b4 v II0,0 + s1 + s2) 

where b2 , v2 , b4 , v4 are the same as in case (i), with similar estimates 

II b2 v2II0,0 :^ 7IAI ypII a IIIAI,Il u IIA,p	and	11 b4 v4110,0	7IAIyIIaIIIAl,IIuIIA,, 

and
I

	(j> 	

2)1/2 

	

s1 =	2A	
qY	(1Iaj_p,k_qIIup,qI

j,kEZ	 qEZ	pEZ 

I	/	
\2)h/2 

	

S2 =	2A (
	

IL >(p)Iaj_p,k_qIlup,qI 

	

j,kEZ	\qEZ pEZ 

The sum over p in S and S2 we estimate by the Cauchy inequality: 

)iAi Iaj_p,k_qI pAI,I 

pE Z

1/2	 1/2 

	

< (	_)2IAI	2\

	

(PEZp2upq2aj_p, k_qj

)	

= dk_qwq 
pEZ

 

where
1/2 

d 	

1/2 
= (P21AhIal2)	and	Wq = (P2AIuPqI2) 

	

pE z	 P E Z
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are independent of j. Now we can sum up over j:

1/2 

Si	IAI {

	 }	

= 7iPII9i W i lb 
kEZ qEZ

1/2 

S2	

{	(	
dk_w) }

	

= 71A11l92 W 2 lb 
kEZ qEZ  

where the functions g, u and 92, w2 are determined by their Fourier coefficients 

1 (k)=kdk, ti i (q)=wg	and	2(k)=dk, W2(q)=qMWq. 

Clearly,

1/2 

ll g i w i lb	h g ' lb SU P bwi(t)b < (
kEZ	

WqI 
 I	qEZ 
1/2 

IbahbIAI,7  
(qEZ

2Pw)= 7Il a bIiAIPII u bIA,P
 

1192 w2110 5 sup 192( t )bbb w2110	dux,,	ybabbIAI,,bbubbA,, 
kEZ 

therefore S,,S2	-y IAI'y bb a bbIAIIb u bbA . Summing up we obtain inequality (4.2) for the 
case A < -and z >	: bb au bIA,	2IAI2lbablI,IhbuhI,,,L. 

(iii) The case A > 1 and p < - i-. It is symmetrical to the case (ii), and a 
symmetry argument yields immediately l au bbA,,. 5 2I'2bbabbAI,.bbubbA,,.. 

(iv) The case A < - and p < -. It can be treated by a duality argument. 
Take an element v E H" such that bl v bb_A,_,. = 1 and bb au lk,,. = (au,v). Then, due 
to the estimate proved in the case (i), 

lb au bk,,. = (au,v) = (u,av) :S bIubIA,,.hJavhI_A,_,. 

b u lb ,.2'27A y_,.11abl_A,_,.hbvbl_A,_,. 

= 22yIAIyI,.I11ahhIAIIblulbA,.. 

The summary of the cases (i) - (iv) sounds as follows: 

au bbA,,.	2 2 y IAI y I ,. I lbabb IAII ,. I bbuhl A ,.	for	lAb>	and Iju b>	.	(4.6)
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(v) The case JAI 5 1 and I,l > . Take a v> . According to (4.6), 

lI au ll,	2	7VyIlIaII,IIllulI, 

au ll -	:5 2"	LI+27vylI IlaIl,iillulI,. 

Using the interpolation theorem for an operator in scales of Hubert spaces (see [12, 27]) 
we obtain herefrom 

Il au lk,	2 I+27pyll llall &, ,I , I Ilull A,l.	(—v	A	v).	(4.7) 

We obtained inequality (4.2) in the case .)	and ji > 

(vi) The case JAI •> -and Jyj < 1 . It is symmetrical to the case (v) yielding (4.2): 

ll au llA,	 (4.8) 

(vii) The case J AI < 1 and l,.tl	. Take again a ii> . According to (4.7) 

aullA,V	
22(v+1) 2i	I i' il a ll, lulIA,p 

llaullA,_V 

The interpolation theorem yields inequality (4.2): 

llaullA,	22 + 1 yllall v,v llull A,p	(—v < j, < ii).	 (4.9) 

Now inequality (4.2) is established in all possible cases U 

	

Inequalities (4.6) - (4.9) give some information about the constant	in inequal-



ity (4.2) in different cases. These values can be somewhat reduced. 

Corollary 4.2. For any A,y E JR the inequality 

	

ll a ( t , s ) u ( s )IlA, !^ cA,,,&,lI all max(IAIp),max(IIv) 11 u ll,1	 (4.10) 

holds with any ii> 

Proof. This follows immediately from inequality (4.2) considering u = u(s) as 
a biperiodic function (distribution) which is constant with respect to t. Note that 
ll u ( s )llA, = lI u ll for any A E RU
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5. Bounded integral operators in Sobolev spaces 

Consider an integal operator 

(Au)(t) = I r, ( t - s)a(t, s)u(s) ds	 (5.1) 

where the coefficient a is smooth and 1-biperiodic, and the function (or distribution) tc 
is 1-periodic and its Fourier coefficients satisfy the inequality 

Ik(rn)I <rna	(in e Z)	 (5.2)€

with an a E R. In the case of a constant coefficient a(t, s) = 1 we have 

(Au)(t) = J ic(t - s)u(s) ds =	k(m)ü(m)etm2ni, 

o	 mEZ 

and due to (5.2) A is a bounded operator from any H" to H A	(a E H?). Moreover, 
if c satisfies also the inverse inequality k(m)l 2 c0 rn	(in E Z) with a co > 0, then 
A is an isomorphism between H" and H' (A e H?). Our purpose is to show that 
the operator A remains bounded from H" to H" also in the presense of a smooth 
1-biperiodic coefficient a. We deduce this result from Corollary 4.2 and the following 
lemma. 

Lemma 5.1. Assume inequality (5.2). Them, for any A E H?, 

I	
if A + a > 

I	 II 

f k(t - s)v(t, s) ds	<	 if 0 < A + a	(5.3) 
0

21'\+cr1-Y-11V11j+ai+v,	if A + a	0 

where u >	is arbitrary, -y,is defined by (4.5), and v is any 1-biperiodic function €
(distribution) of a finite Sobolev norm indicated on the right hand of the inequality. 

To prove (5.3) we first formulate an elementary inequality. 

Lemma 5.2. For any 'i 20 and v2 >0 with v +v2 > 1 and any k,1E Z, 

1/2 

(	
(,,n - k)_21(m_1)_2v2)	 (5.4)€

mEZ 

Proof. In the cases v 1 = 0 or v2 = 0 inequality (5.4) is trivial (cf. (4.5)). Let 
v 1 > 0 and '2 > 0. The Holder inequality with p' =	and p2	J±!Z (obviously,
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L +J = 1) yields 
P1	P2

(m_—_k)291 (ml)2P2 
mEZ

	

(E(m—k -2(vl+1'2)	
I(VI + V2)

 (m_—_l)_2(&,1+L2)) L'2/(P+V2) ) 
'nEZ	 (mEz 

-	 = 
vnEZ 

Thus the lemms is shown I 

Proof of Lemma 5.1. We have 

	

f (t - s)v(t, s) ds =	
(mEz

k(m)(k - m,
kEZ  

and due to (5.2)

/ 
K(t - s)v(t, s) ds

(I(k _ rnm)I)}	 (5.5) 
mEZ kEZ 

2	1/2 

=	i (	krn(k mm)I) } 
kEZ \.mEZ 

In the case A + a > 0 we may use the inequality 

2°((k_—_m)	+ rn) 

Noticing that for ( C k'n)k,'nEZ the expression {kEZ (mEZ kkml)2 1/2 }	
has the norm

properties we obtain 

- s)v(t,$)ds 

	

(	/	 2 ) 1/2 

(>(k_m)A rn I i (/c_rn 1 rn )i)	 (5.6) 
(kEZ mEZ

1/2 

	

+2°	
(	

rnAI(kmm)I) 
kEZ mEZ
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(1) The case A + a > . Rewrite (5.6) as follows: 

Pc(t - s)v(t,$)ds 

:5 2\+ I E (	rn_.(k_m)0rnAI(k_mm)I)} 
kEZ mEZ

2 1/2 

mEZ 

+ 2A J	
(	

( k —	 (k_—rn)A rn A I(k - mn2)l) } 
kEZ  

Estimating the sums over m by the Cauchy inequality we obtain (5.3). 

(ii) The case 0 < A + a < 1 . This time we rewrite (5.6) in the form 

II	1	 II 

- s)v(t, s) dsM 
110	 IIA+a

	

2	1/2 

{	(	

rn	(k _—_m)	.	 m) v rn A I(k - m, m)I) } 
kEZ mEZ 

+2°
 1

1: ( 1: (k — m) -v .(k_m)(k_mm)I)} 
kEZ mEZ 

where ii > . Estimating the sums over m again by the Cauchy inequality and taking 
into account Lemma 5.2 (with v1 = A + a and v2 = v - (A + a)) we obtain (5.3). 

(iii) The case A + a <0. Using Peetre's inequality

(k,rn E Z) 

we continue (5.5) as follows: 

frc(t - s)v(t,$)ds

2	1/2 

20I {

 kEZ 
((k —m)	rn l( k _mm)I) 

mEZ	 I 
The Cauchy inequality yields again (5.3) 1
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Proposition 5.3. Assume that a = a(t,$) is C'-smooth and 1-biperiodic, and 
r. = i(t) satisfies (5.2). Then the integral operator A defined by (5.1) is bounded from 
H" to H4 & for any A € R. With any ii > , the following estimates of the norm of A 
hold:

(i) Ifa?O, then for all AEJR 

II AII,+a	IL4 IIz(H A ,H+ . )	CA,a,vIIaIImax(IA+l,),max(lAI,).	(5.7) 

(ii) If a < 0, then (5.7) holds for A 0 and for A 2 —a, whereas for 0 < A < —a 

II A II,+0 5c ,0 ,, mm (II a III+oI+v,max(A,v), IIaIImax(IA+l,v),+v).	(5.8) 

Proof. Take any u e H" and denote v(t, s) = a(t, s)u(s). According to Lemma 5.1 
and Corollary 4.2 we have

\ 
if A + a> 1

ii 
II Au II+0 <	IIaIIv,max(IAI,u)	jf 0 < A + a	IkLlIA, 

II all IA+aI+v,max(lAl,) if A + a < 0	J 

i.e. the operator A is bounded from H" to H"° whereby, for any A € IR, 

II AII,+	CA,a,p { 
I a IImax(A+p)max(lAlv) if A + a 2 0

(5.9) 
IaIIIA+oI+p,max(IAI,p)	if A + a	0. 

The Banach dual (or "transposed") operator A' € £(H( A ) , H A ) to the operator 
A E £(H", H") is defined by 

(A'u)(t) = f (s - t)a(s, t)u(s) ds =
/ 
' ( i - s)a'(t, s)u(s) ds 

where ,'(t) = r.(—t) and a'(t,$) = a(s,t). Since '(m) = —k(—m), the dual operator 
A' also satisfies the conditions of the proposition, and (5.9) is true for it: 

II a'IImax(_A,v),max(lA+aI,v) if —A > 0 

IIaIIIAI+v,max(IA+al,v)	if —A	0. 

Since the norms of an operator and its dual are equal we obtain 

II A II,+	C,0,p { 
II all max(IA+al,v),m(IAI,v)	if A	0€

if A 2 0. 

Together with (5.9) this covers the assertions of the proposition 
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For a < 0 and 0 < A < —a, inequality (5.7) may fail. For instance, for A = AN 
with &(m) =Irni (a = — 1,rn E Z) 

1

1 fork+l=O, l<l<N 
aN(k,l)=

	for other k, 1 E Z	- 

and for eo(t) 1 we have 

ANCO = (> &N(—m, m )l m l) 
eo =( l

m) e0 " N2e0 
mEZ	 m 

ll A N eollA+	N2	(A E 1R). 

For A	, inequality (5.7) fails since max(lA + a l, u) = ii = max(l A l, v) and 

fN	1/2 

I aNIIP,V =	k4v)	N(4l)/2 << N2	( < < 
3) 

Of course, we are interested to obtain estimates of the type II A IIA,A+a caA,,)2 
with possibly.small A 1 and A 2 . In this sense, estimates (5.7) and (5.8) are the best we 
know for moderate JAI. For great IAI, the result can be improved if we allow a sum of 
two different Sobolev norms in the right-hand side. In the following estimates only one 
of the indices A 1 and A2 increases linearly in I Al as I A I -	. 

Proposition 5.4. Assume the conditions of Proposition 5.3. Then ther following 
estimates for the norm of A hold: 

(i) For A +a>	with any	ii A+ a, 

(llallA+o,max (I v_Q I ,v ) + llallv,rnax (I A I ,v ) ).	( 5.10) 

(ii) For A < -i-, with any < v	Al, 

A llA,A+,	(ll all max(Iv_oI,v),IAI + llallmax(IA+oI,v),v).	(5.11) 

Proof. Let A + a > I with	ji < A+a. From (5.6) we obtain 

II	I	 II 

- s )v ( t , $ ) ds M	27p(llvllA+Q,v_o + llvll,4. 
lb 

Note that ii - a < A. Now estimate (5.10) follows with the help of inequality (4.10). 
Estimate (5.11) can be proved by the dual argument already used in the proof of Propo-
sition 5.31
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Proposition 5.5. Assume that a = a(t, s) is C'-smooth, 1-biperiodic, and van-
ishes on the diagonal: a(t, t)	0 for all t E R. Let ,c = ic(t) satisfy (cf. (5.2)) 

Ik(m) - (m - 1)1	 (m E Z) 

where y > 0. Then the integral operator A defined by (5.1) is bounded from any H' to 
H 0+ (A e JR). 

Proof. We represent A in the form 

(Au)(t) 
= / 

1 (t - s)a i (t, s) ds 

where
ki(t)	k(t)(1 - 27r1)	and	a i (t, s)	

a(t, s) 
e"(t) 

Note that a 1 is also 1-biperiodic and C'-smooth. Further, we have 

k i (m) = k(m) - k(m - 1)	and	i(m)l5 cm —'— *y (m E Z). 

Now the assertion follows from Proposition 5.31 

Estimates (5.10) and (5.11) allow to weaken the smoothness assumptions on a (p = 
0,. . . , q) formulated in Remark 2.4 and based on inequality (5.7). Unfortunately, the 
formulation becomes more sophisticated. 

Estimates (5.10) and (5.11) are rather useful also in the analysis of the numerical 
stability of the methods discribed in Section 2 and other approximate methods for 
problem (2.1). This analysis will be presented in another paper. 

6. Proof of Theorems 2.2 and 2.3 
Denote by P and P_ the projections 

(P+u)(t) =	ü(k)e 2 '	and	(P_u)(t) = > ü(k)etk21Ti 
k>0	 k<0 

Lemma 6.1. Let b1 and b2 be C'-smooth 1-periodic functions such that b 1 (t) 0 
and b2 (t) 0 0 for all t E JR and (see (2.5)) 

W(b 1 ) = W(b2 ) = 0. 

Then there is an No such that for all N > N0 , VN E TN, and A E JR the inequality 

II V NIIA < cAlPN(blP+ + b2P_)vNIIA 

holds with a constant c independent of N and VN. 

Proof. This stability result is well known in the case A = 0; a proof can be found 
in the books [5, 6, 17, 19]. A similar result holds in the case of Holder spaces (see, e.g., 
[16, 17]). The proof of [16] can be repeated in our case of Sobolev spaces H' without 
changes. We omit the details I
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Putting b 1 = b2 = b, remembering the definition (2.5) of W(b) and taking into 
account that P,. + P_ = I (the identity operator) we obtain 

Corollary 6.2. Let b be a Cm -smooth 1-periodic function such that b(t) $ 0 for 
all t E JR and W(b) = 0. Then there is an No such that for all N > N0 , vN E TN, and 
A E JR the inequality

IIvnhIA <CAPN(bVN)lA 
hold., with a constant c A independent of N and vN. 

Proof of Proposition 2.1. The first assertion of Proposition 2.1 follows immedi-
ately from Proposition 5.3. Let us assume (2.4) and prove that A is a Fredhoim operator 
of index 0. Represent it in the form

A=B+K	 (6.1) 

(Bu)(t) = b(t) 
/ 

0 (t - s)u(s) ds	with b(t) = ao(t, t) 

(Ku)(t) = J o(t - s)(a(t, s) - a(t, t))u(s) ds +	/ (t - s)a(t, s)u() ds; 
0	 P=1

Propositions 5.3 and 5.5 confirm us that, due to (2.3), K e £(HA , H) for all 
A E JR. Since the immbeding H HA is compact for A < i, the operator K E 
£(H A , H) is compact. According to (2.3) some of the Fourier coefficients ko(m) (Imi 

MO ) may vanish but we do not lose in generality assuming that ko(m) 0 0 for all 
m e Z (in the opposite case we redefine r.0 that causes a slight change in the structure 
of the operator K). In other words, we may assume that the first one of inequalities 
(2.3) holds for all m E Z. Thus, we have 

B = b(t)A	with (Au)(t) = / ico(t - s)u(s) ds.	 (6.2) 

The operator A is an isomorphism between H" and	Since b(t) 0 for all t 0 0, 
the operator B itself is also an isomorphism between H' and	and A = B + K E€
£(H", H) is a Fredholm operator of index 0 for all A E R. 

If Au = 0, then u + B'Ku = 0 and u = (-1)'(B'K)'u. (ri E IV). Since 
B'K e £(H A , H) for all A e JR, we obtain u E fl AH". This proves the last 
assertion of Proposition 2.1 concerning .A((A) I 

In the case of the operator A0 defined by (2.19) - (2.22) we put 

(Bu)(t) = a(t, t ) J K(t - s)u(s)ds + a_(t,t) 
I 

K_(t - s)u(s)ds 

= (b1 (t)P+ + b2(t)P_)A°u 

where 

and
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where the functions b 1 and b2 are defined by (2.20) and 

(A°u)(t) =
kEZ 

is an isometry between H' and H'° (A E JR). Under conditions (2.20) and (2.21), 
the operator b, P+ + b2 P_ e £(H", H') is known to be an isomorphism for all A E 11?: 

in the case A = 0 we refer again, e.g., to [5, 6, 17]; the case A 54 0 can be easily reduced 
to the case A = 0 (see, e.g., [261). Consequently, B E £(H', H0) is an isomorphism 
for all A E JR, and Proposition 2.1 holds true also in the case (2.19) - (2.23)1 

Proof of Theorem 2.2. We represent equation (2.1) in the form (see (6.1) and 
(6.2)) bAu + Ku = f. The Galerkin method (2.8), in these notations, reads as follows: 

UNETN,	PNbAUN+PNKUN=PNI. 

Notice that the isomorphism A E £(H", H°) has the property that ATN C TN and 
A'TN C TN . Due to Corollary 6.2, for any v,, E TN 

II AvNIk+ :5 CjIPNbAVNIIA+c.	(N 2 No) 

or
IIt+NIIA	C'V PN BVNIIA+C,,	(N > N0 , A E .IR).	 (6.3) 

A standard argument (see, e.g., [28]) enables us to extend this stability inequality for 
PNA=PNB+PNK: 

It+NIIA C AII PN AVNlIA .fr	(N 2 N1 , vN E TN, A E IR).	 (6.4) 

Indeed, assume that (6.4) is violated: there are v 1..j E TN such that II VNIIA = 1 and 
I IPNBVN + PN KVNIIA+a - 0 as N -. oo along some subsequence. Due to the compact-
ness of the operator K E £(H+, H°), we may assume that, along the subsequence, 
PN KVN convergences in	to some limit w E H', and consequently PNBVN 
converges in HA	to —w. Now it follows from the stability inequality (6.3) that the
corresponding subsequence of vN converges in HA to v = —B — 'w € H' and II V IIA = 1. 
The limiting in the relation II PN AvNIIA+a -+ 0 yields .Av = 0. Thus, H(A) {0) 
contradicting the condition (2.6) of the theorem and proving the stability inequality 
(6.4). With the help of the interpolation theorem one can even prove that the minimal 
constant CA in (6.4) is uniformly bounded in A on every (finite) interval [A 1 , A21. 

Thus, (2.8) determines for N 2 N1 a unique UN € TN, the Galerkin approximation 
to u = A'f . The stability inequality (6.4) yields 

UN - PN u IIA :5 CAIIPNA(UN - PN u)lIA. = C AII PNI - PNAPNuIIA+a 

= CAII PN AU - PN APN UII A+ o CA[A [A,A .fc U .-

and

IkL N - u llA :^ hUN PNu IIA + 1ju - PN U IIA	( cAII A IIA,A+o + 1 )II u - PNuIIA. 

Together with (2.7) this proves the.error estimate (2.9) 1
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In the case of an operator A0 of the form (2.19) -we use Lemma 6.1 instead of 
Corollary 6.2. Note that A_ a V N E TN for VN E TN. 

Proof of Theorem 2.3. For the operators A and AM defined in (2.2) and (2.13), 
respectively, we have according to Proposition 5.3 

11 AM - A IIA,A+a 5 CA, p E II ap ,M - apllIA+oI+p,m(IAI,p),	(> ) 
P=O 

(we used here the coarser but more universal inequality (5.8); in the cases indicated in 
Proposition 5.3, the more sharp inequality (5.7) may be used). Now our task is to show 
that, with any r > 0, 

	

II aP,M - a IIA,	c ,rM_ r llap ll A+r,+r	(A, p >	 (6.5) 

resulting to 

11 AM - A lIA,A+	CA,o,rM 	Ilap IIIA+oI++r,max(lAI,)+r	(A E	).	(6.6) 

We have (see (2.11)) 

a,, - a = IIMQM ,Ma - a H M(QM,M a - a) + (flMa - a) 

where '1m is the two-dimensional Fourier projection defined by 

	

(llMa)(t, s) =	à(k, 1)elk27rteh127€

IkI+I1I<M12 

It is clear that Hm is orthogonal in any space H A,A and 

	

la - HMaIJ	
(_2	

-r 

_)	ll a llA+r,p+r	(r > 0). 

Similarly to (2.10) we have (see [26] for a detailed proof) 

a - QM,MIIA,	cA,,rMT II aIIA+r,+r (A > 0,	0, A + r> , + r> 

This proves (6.5) and (6.6). 

Due to (6.6), the stability property (6.4) extends to the modified Galerkin method 
(2.14): there is an N2 such that, for any N > N2 , vN E TN and A E 11?, 

	

VnhlA	cAlIPNAMvnhIA+,.
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Consequently, for N > N2 (2.14) provides a unique approximation UN E TN, and with 
u = .A'f we have 

huN - PNUIIA 

C,PNAM(UN - PNu)II,+ 

= cAIIfn - PNAMPNUIIA+O 

^ CA(fN - PNI IIA+Q + 
II PN A(U - PNU)IA+Q + II(A - AM)PNuIL+0) 

:5 c (11 - PNu IIA + uN - PNI +a + CA,rMflUIIA) 

resulting to the error estimate (2.15). Note that since r > 0 is arbitrary and M 
N (0 <a 1), we may replace M by N" in the last estimate U 

No changes in the argument are needed in the case of an operator A0 of the form 
(2.19). 

7. Numerical illustration 

Let us illustrate the behaviour of the actual error UN - u of the method (2.14) with 
IN = QNI for different M and N. 

Example 7.1. We took the model problem 

	

/ ico(t - s )ao( t , s)U(s) ds	1(t)	 (7.1) 

with a = 2,

ko(m) = 1 4-	 (m E Z) 
it 4m2 - 1 

ao(t, s) = a(t)a(s),	a(t) = 3 + E 2_4I-le;-2t 

0iAmEZ 

We put U(t) = EOOmEZ m_3etm2lnt and computed with a high accuracy f = f(t) from 
(7.1). After that we applied method (2.14) with IN = QNI to recover UN E TN. 
Constructing the system (3.2) we used only grid values 

ao(j,M',j2M') (3,,j2 =0,...,M)	and	f(jN') (j	0,...,N) 

and did not use the Fourier coefficients of a 0 and f (which are available in this exam-
ple). The error huN - uo for some N and M is presented in Table 7.1. Note that 
u E H' (z < ) and u V H5!2 . The estimate (2.16) takes the form I JUN - Uhlo 
cNhIuhI,z ( < ). The experimental convergence order with M N"2 , as seen 
from Table 7.1, is approximately cN5/2.
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N=8	N=16	N=32	N=64	N=128	N=256 

M = 2 1.82 . 10' 1.79- 10	1.80 . 10-' 
M = 4 4.01 . 10-2 2.44- 10_2 2.40 . 10_2 2.40 . 10_2 
M =8  3.04 . 10_2 4.43 . iO	7.92- iO	2.96- 10	2.67 . lO	2.66- 10 
M = 16	 7.46- iO	1.30 iO	2.28- 10	4.01 . 10_6 

Table 7.1: The error H U N - u0 in Example 7.1 

Example 7.2. This example is similar to Example 7.1 but this time we took more 
slowly decaying Fourier coefficients of ao(t, s) = a(t)a(s), namely 

a(i) = 3 +	2_ImIIm27
0émEZ 

The theoretical estimate huN - u llo 5 cNhIuhI,. ( < ) is the same as in Example 
7.1 but now its numerical realization can be seen beginning from greater N and M. We 
also present the errors IJ U N - u hh_2 . According to (2.16), the theoretical error estimate 
is IJUN	u lh .. 2 < c,N 2 (L < 

N=16 N=32 N=64 N=128 N=256 N=512 

M = 4	1.85- 100 1.80-10 0 1.80.100 
3.17- 10 - ' 3.17-10 -1 3.17 . 10-' 

M=8 1.20.100 1 . 20.100 1.20.100 
7.00 . 10_2 7.00 . 10_2 7.00- 102 

M = 16 1.26-100 2.70-10 -1 2.70-10-1 
7.03 . 10-2 4.13. 10- . 3 4.13 . iO 

M = 32 4.11- iO 4.11 10 
1.61-10 -5 1.61- iO 

M = 64 4.33- 106 7.81 - iO 
3.47 - 10 -10 2.45-10-10

Table 7.2: The errors IJUN - u hIo and I JUN. - u hh2 in Example 7.2 
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