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Abstract. An interpolation problem in the class of Carathéodory functions subject to a supple-
mentary symmetry is solved; the problem originates with the theory of periodically correlated 
stochastic processes. The methods used are from state space theory. 
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1. Introduction and motivations 

In the present paper we study an interpolation problem with symmetry in the class 
of Carathéodory functions. The motivation originates with the theory of periodically 
correlated stochastic processes and is now explicited. Let us first recall that a discrete 
time complex-valued random process (X fl ) flEz is centered if E(X) = 0 for each n 
where E denotes mathematical expectation. It is said to be wide sense stationary if 
E(Xn + mX) depends only on n. This last function is denoted by (R(rl)) flEz, and is 
called the autocovariance function of X. The function R is positive sernidefinite (we 
will also use the term non-negative), in the sense that	aa,'R(n - n3 ) ^! 0 for 
every choice of M E N, of n 1 ,. . . e Z and of a 1 ,. .. , am E C. This implies that R(n) 
is characterized by a unique non-negative measure jz on the interval [0, 27r] such that, 
for each n,

R(n) = Jemntd(t ) .	 . 

Let us now consider a finite sequence R(0),... , R(N) of complex numbers. It is well 
known that these numbers coincide with the first values of an autocovariance function if 
and only if the (N + 1) x (N + 1) Toeplitz matrix with ij entry R(i - j) is non-negative 
(it is understood that R(—n) = R(n) for n = 0,...,N). Moreover, the set of all 
autocovariance functions whose first coefficients coincide with R(0),. . . , R(N) can be 
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parameterized : this is the trigonometric moment problem, which is equivalent to the 
Carathéodory—Fejér interpolation problem. For more information on these problems we 
refer to [3], [8: p. 1321 and [9: Chapter 6]. 

In 1961, Gladyev [10] introduced the concept of a periodically correlated random 
processes. A centered stochastic process (Xfl ) flEz is said to be periodically correlated if 
there exists a T E N such that 

E(Xn+m+TX,+ T ) = E(Xn+mX) 

for every choice of n and rn in Z. Therefore, X is periodically correlated if and only if 
the function R(m, n) = E(Xm+ nX) is periodic with respect to its first variable. In 
this case, it can be written as

T-1 2iirkrn 
R(m,n)= >Rk(n)exp T 

k=O 

and the function of two variables R(m, n) is characterized by the T functions of one 
variable R0 ,. . . RT_1, sometimes called the cyclic autocovariance functions of X in the 
engineering literature. Gladyev showed that the cyclic autocovariance functions are 
characterized as follows. 

Theorem 1.1. Let R0 ,. . . , RT_ 1 be T functions defined on Z. They represent the 
cyclic autocovariance functions of a periodically correlated stochastic process X if and 
only if the T x T matrix-valued sequence (S)z defined by 

( Sn)j,k = Rk_3(n)exp 2ij7rnT 

is positive semidefinite (it is understood that, for every k E 10,. .. , T - 11 and every 
q E 7L, Rk+qT(n) = Rk(n)). 

The positivity of the sequence (S)z is equivalent to the existence of (complex-
valued) measures ik on the interval [0, 2x] for which 

Rk(n) = I e intdVk(t) 

and for which the matrix-valued measure i defined by 

d/lj,k(t) = dpk_ (t - 
2j 7r 

T ) 

is non-negative (we also set z k+qT = /1 k for k 0,.. . , T - 1 and q E Z). 

However, the following problem has not yet been considered:
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Let Rk(fl) (k = 0,.. . ,T - 1; n = 0,. , N) be given finite sequences. Find neces-
sary and sufficient conditions which guarantee the existence of a periodically correlated 
process X whose first N + 1 values of the cyclic autocovariance functions coincide with 
{Rk(n) : k = 0, , T - 1; n = 0,. N}, and describe the set of all such cyclic autoco-
variance functions. 

A stochastic process (X)z is periodically correlated with period T if and only 
if the T-valued process Yk = (XkT+k0)... , XkT+ kO +T_ 1 ) r (where r denotes transpose, 
and where k0 is fixed, 0 k0 T - 1) is stationary. Therefore, a tempting approach to 
solve the above problem is to investigate whether it is equivalent to a solvable matrix-
valued tangential trigonometric moment problem. Unfortunately, this is not the case 
since the data of the problem may lead to an unsolvable interpolation problem. For 
example, even in the simplest case T = 2, the reader may check that if N = 2L - 1, 
then the data E(XmX) form = 0,...,T— land n = 0,...,N are equivalent to the 
knowledge of the full matrices E(Yk+jY,) for 1 = 0,L —1 and of(1,0)E(Yk+LY,)(?). 
To the best of our knowledge, the associated tangential matrix-valued trigonometric 
moment problem cannot be solved using the existing methods. Hence, we propose to 
use a quite different approach. 

In this paper, we restrict ourselves to the case T = 2. The general case can be 
treated similarly, but involves rather complicated notations. Using Theorem 1.1, the 
problem above can be shown to be equivalent to the existence of infinite extensions 
(Ro(n))n> N and (R 1 (n))> N of(Ro(n)) = o N and (R i (n)) =o N for which the 2 x 2 
matrix-valued sequence (S(n))flE Z defined by 

(

Ro(n)	Ri(n) 

(—l)'Ri(n)	

\
5() 

	(_1)nRo(n))


is non-negative. Let J be the 2 x 2 signature matrix J = ( ). Since S(n) satis- 
fies S(n) = (-1)"JS(n)J, this turns out to be equivalent to the following structured 
trigonometric moment problem. 

Problem 1.2. Find the set of all (2 x 2)-valued non-negative measures p defined 
on [0,27r] for which

5(n) = fe t dp(t) for n = 0, N 

dp(t) = Jdp(t - ir)J 

Recall that a C ' P -valued function 4 analytic in the unit disk II) is called a Carathé-
odory function if Re (z) ^! 0 for z E D. Problem 1.2 is equivalent to the following 
structured Carathédory- Fejér problem. 

Problem 1.3. Find the set of all C2 11 Carathéodory functions (z) for which 


41 (z) = 5(0) +2	S(n)z' + zNo(z) 

(z) = J4(—z)J
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where J is the signature matrix introduced above. 

The connection between these two problems follows directly from the Riesz-Herglotz 
theorem (see [6: Chapter 1/Theorem 4.51 and [8: p. 70]) which states that a CPxPvalued 
function 4 is a Carathéodory function with (0) > 0 if and only if it can be written (in 
a unique way) as

2,r 
(z) 

= 	
::: i; d/1(t) = /20 + 2 i: 

where i is a non-negative measure, and where p,. = Jo e" di, (t). 

Motivated by the above discussion, we study more general interpolation problems 
in the class of CPxPvalued Carathéodory functions F(z) for which c1(0) is non-negative 
and which satisfy the symmetry (z) = J(—z)J where J is now an arbitrary signature 
matrix (i.e. J = J = J'). These problems and the outline of the paper are given in 
the next section. 

2. The main results 

In this section, we introduce the interpolation problems to be studied and outline the 
strategy used to solve them. For M a meromorphic C'>'va1ued function and J some 
preassigned signature matrix we set 

!I(z) = JM(—z)J.	 (2.1) 

If e is C2Px2Pvalued, then 6 is defined by (®,), where e = (®,) is the decomposition 
of ® into four CPXPvalued blocks. 

Problem 2.1 (Tangential Nevanlinna-Pick problem). Given n points w 1 ,... , 
E D \ {0}, given n pairs of vectors ( iii,	.. , (i, ) of C, and given a non-negative

matrix 4 0 E CPXP, find all Carathéodory functions cJ such that, for i = 1,.. . , 

	

= T/j	 (2.2) 

(0) =	 (2.3)


and which satisfy the symmetry constraint 

	

1(z) = 4(z).	 (2.4) 
Note that since (Do is non-negative, every solution (z) of problem 2.1 is such that 

4)(0) > 0. If 1 is a solution of this interpolation problem, then the symmetry constraint 
(2.4) forces the supplementary interpolation conditions 

= Jil i	 (2.5) 

for i = 1,... ,n.
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In order to describe the set of all Carathéodory functions 4(z) which satisfy 4(0) 
cDo and conditions (2.2) and (2.5) (but which do not necessarily satisfy the symmetry 
condition (2.4)) we first need some notation. We suppose that the points C4.'1,... ,W, 
have been indexed in such a way that, for i,j = 1,.. .,s, La i + i, 0 0, and that 
w3 _1_ 1 =	. . ,	= -w,, (obviously, n - s is even). Let us introduce matrices 

A and C as follows: We let A(w) = diag (ca, -ce) and A is the block diagonal matrix 
whose first block entry is the p x p zero matrix, and whose next n diagonal blocks are 
A(w 1 ) (i = 1,. . . , n). The matrix C is a (2p x (p + 2n))-matrix whose first 2p x p block  

70), whose next s blocks are (2p x 2)-matrices given by (7' -j) and whose is (—  
last blocks are (2p x 4)-matrices given by 

	

( — s+2z	J71s+2i—1	7s+2i	71s+2i-1 

	

.1 e8+2j	J6+2-1	3+2i	s+2i-1 ) I 

for zz= 

Let J be the signature matrix J = (_° As is well known (see [3, 8] and [9: 
Chapter 6]), Problem 2.1 (without the constraint (2.4)) has a solution if and only if the 
Stein equation

P_A*ffA=C*JC	 (2.6) 

has a non-negative solution. If F> 0, the set of solutions 4(z) of Problem 2.1 is given 
by	

1 
(z) = (011(Z)c(z) + 012(Z)/3(Z)) (021(z)a(z) + e22 (z)13(z))	(2.7) 

where 0 is a C2PX2Pvalued rational function built from the interpolation data (and 
is given by formula (3.8)), i-unitary on the unit circle and uniquely defined up to a 
constant i-unitary matrix on the right. Here (, 0) runs through the set of Carathéodory 
pairs. We recall that a pair (a, ,O) of CPXPvalued functions meromorphic in II) is called 
a Caraihéodory pair if the matrix () has rank p for all z in its domain of analyticity, 
at the possible exception of the set of zeros of a non-identically vanishing function 
meromorphic in the open unit disk, and if moreover /3(z)*a(z) + ci(z)*/3(z) ^! 0 for all 
z in the domain of analyticity of the pair. 

This concept is intimately connected with that of a Carathéodory function: If 13(z) 

is of full rank in the unit disk, then a(z)/3 1 (z) is aCPXPvalued Carathéodory function, 
or equivalently, (I,ci(z)/3(z)) is a Carathéodory pair. Two Carathéodqry pairs (0i3O) 
and (y, 6) are said to be equivalent if there is a C-valued function C meromorphic in 
Dwith non-identically vanishing determinant such that (, 3) = (y, 8)G. When we say 
that two Carathodbry pairs are equal, we always mean that they belong to the same 
equivalence class. 

Problem 2.2 (Tangential Carathéodory-Fejér problem). Given , ifl,... , , E C" 
and given a non-negative matrix (Do of CPXP, find all Carathéodory functions (z) such 
that (0) = 4) and

	

= 2i!71,	(i = 1,. . ., n)	 (2.8) 

and which satisfy the symmetry constraint (2.4).
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From condition (2.4) it follows that c)(0) (-i)J()(0)J. Therefore, a solution 
(z) of Problem 2.2 also satisfies the interpolation conditions 

(0) ('J = 2(-1)'i!J	(i = 1,... , n).	 (2.9) 

If J = , these constraints force that (-1)'Jij = i	(i = 1,.. . , n) (arid similarly

for J = —c), in which cases equations (2.9) are equivalent to the original tangential 
constraints. Here, we focus on the case where J ±. As above, let us describe the set 
of solutions of this new interpolation problem (without the constraint (2.4)). Since the 
space M spanned by C and JC is J-invariant, so is its orthogonal complement M' in C' 
(endowed with the usual Euclidean metric). Hence, we can find a basis {e i ,... ,	}

of M 1 which consists of eigenvectors of J 

Je = (_1)"e	(e1 = ± 1, i = l,p -2). 

We rewrite the interpolation Problem 2.2 as follows 

= cI0e	 (i = 1,... ,p -2) 

= 22*!77,	 (i = 0,... , ri) 

= 2(-1)'i!Ji7	(i = 0,... ,n) 

As above, the existence of solutions is subordinated to the non-negativity of the solution 
of the Stein equation (2.6) where now the matrices A and C are given as follows: A is 
a block diagonal matrix with three blocks. The first block is a (p - 2) x (p - 2) zero 
matrix and the next two blocks are Jordan cells of size n + 1 with zero diagonal. C is 
a block row matrix C = (C1 ,C2 ,C3 ) with 

C1 
= (-(D o*e l ..	_ce_2 

\ e	 ep_2 

C2 = I
(—e -27	... 

0	...	0 
(-J	2Ji7 1 ... 2(-1)"'Jç 

C3=i ic	0	...	0 

The new interpolation Problem 2.2 (without the symmetry constraint (2.4)) is solvable 
if and only if the solution P of the Stein equation (2.6) is non-negative. If P is positive 
definite, the set of all solutions c(z) of Problem 2.2 is given as before by formula (2.7), 
in which the function 0(z) is a J-unitary matrix on the unit circle given by formula 
(3.8) (with the present-choice of A and C). 

Let us now indicate how we solve the two interpolation Problems 2.1 and 2.2 with 
the symmetry constraint (2.4). We will prove that 

6(z) = 0(z)U	 (2.10)
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for some J-unitary constant matrix U. Therefore, a solution '(z) of Problem 2.2 given 
by (2.7) for some Carathéodory pair (a(z), /3(z )) satisfies (z) = 1(z) if and only if 

I &(z)\ 
= _ i f3(z))	 (2.11) 

where we recall that (2.11) is an equality between equivalence classes of Carathéodory 
pairs. Therefore, the structured interpolation problems have solutions if and only if 
there exist Carathéodory pairs such that (2.11) holds; such pairs parameterize the set 
of all structured solutions. 

That Carathéodory pairs which meet (2.11) always exist follows from the next 
lemma. 

Lemma 2.3. Let W be a constant J-unitary matrix. There exist constant Cara-
théodory pairs (a, /3) such that

w(;)=().	 (2.12) 

Proof. The matrix W = ( °,)W is still i-unitary, and (2.12) can be rewritten as 

( CJ) 
 ww 

( a ) =	
( 2.13) 

Let us endow the space C2p with the indefinite inner product [x,yj = yJx. Then, 
C2 P is a Pontryagin space of index p. The matrix W is J-unitary with respect to this 
metric. Thus (see, e.g., [5: Theorem 7.1]), W admits a p-dimensional invariant positive 
subspace. Let 1x 1 ,. .. , x, } be a basis of such a subspace, and set 

(;)=(XIX2 ... X). 

Then (a,#) is a Carathodory pair. Furthermore, from the invariance property, there 
exists an invertible matrix C E CPXP such that 

W(x i x2	x) = (x i x2	x)G


from which it follows that, as Carathéodory pairs, (2.13) holds, which ends the proof I 

In the next section, we characterize the matrix-valued rational functions ® which 
are unitary on the unit circle, and which satisfy condition (2.10) for some J-unitary 
constant matrix U. Finally, in Section 4 we check that the resolvent matrices ®(z) 
associated to Problems 2.1 and 2.2 satisfy equation (2.10).



26	D. Alpay, V. Bolotnikov and Ph. Loubaton 

3. Some remarks on rational matrix-valued functions 
We recall that J = (_	and we put ,i = ( ,). Note that for any choice of 
the signature matrix J E C" ><9 we have JJJ = J. In this section, we characterize 
matrix-valued rational functions 0 which are J-unitary on the unit circle T and satisfy 
0(z) = 0(z)U where 0 is defined by (0,) with 0 (0) the decomposition of 0 into 
four C > -valued blocks, and where U is a i-unitary constant. 

We begin with two well-known preliminary results, the proofs of which are given 
for completeness. We recall (see [4, 7]) that a pair (C, A) E Cp,n x C x7% is called 
observable if fl 0 KerCA lc = {O}. 

Lemma 3.1. Let (C, A) E Clpxn x Cnxn be an observable pair of matrices. Then 
there is at most one matrix T E CflXfl such that 

AT= —TA	 (3.1) 

—JCT = C.	 (3.2)


If such a matrix T exists and is invertible, it satisfies T 2 = I,. 

Proof. Let T1 and T2 be two matrices satisfying (3.1) and (3.2). Then the matrix 
A = T1 - T2 satisfies AA = —AA and CA 0. Therefore, for n E N0 , CAA = 
(-1)'1 CAA ' = 0. Since (C, A) is an observable pair, it follows that A = 0. 

Suppose now that T satisfies (3.1) and (3.2) and is invertible. Then T' is readily 
seen to satisfy the same equations and by uniqueness, we have T = T' I 

The following lemma is valid for an arbitrary signature matrix. The specific form 
of J plays no role in the proof. 

Lemma 3.2. Let (C, A) E C2p,n x CflXfl be an observable pair of matrices and 
suppose that the Stein equation ll - AIF'A = CJC has a solution r which is invertible 
and Hermitian. Let w E T be such that (wIn - A) is invertible. Then the function 

0(z,w) = J - (1 - zw)C(In - zA)'ll1(I - A)_*C*	(3.3)


is i-unitary on the unit circle. For w and r' of modulus one and in the resolvent set of 
./,[( ' fill?

0(z, v) = 0(z,)0(,ii) 

is fulfilled. 

Proof. Since IF is Hermitian, it is readily checked that 

J — 0(z,w)J0(.\,w) 
1 — = C(I — zA) 1 1F'(I — AA)--C-

(see [1: Theorem 3.4] and [9]). In particular, 

= 0(z,v)J0(A,v) 

and the functions 0(z, w) and 0(z, ii) differ by a multiplicative i-unitary constant U 
from the right: 0(z, v) = 0(z, )U. Setting z = w in the previous equation, one gets 
U = 0(w, v) and hence the required result U
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Combining these two lemmas, we have the following 

Proposition 3.3. Let (C, A) E C2 ' x CflXfl be an observable pair of matrices 
and suppose that the Stein equation P - APA = C*JC has a unique solution P, which 
furthermore is invertible (and therefore Hermitian). Suppose that there is an invertible 
matrix T such that (3.1) and (3.2) hold, and let w be of modulus one and in the resolvent 
set of A. Let ®(z,w) be given by (3.3). Then, 

O(z,) = O(z, -w)	®(z,c..')®(w, -w). 

Proof. Using (3.1) and (3.2), we note that TPT is also a solution of the Stein 
equation (2.6). By the presumed uniqueness of the solution, we have P = TIPT. Fur-
thermore, still using (3.1) and (3.2), we can write 

= i®(-z,w)f 

= JJ - (1 + zw)JC(I + zA)'P'(I - 

= J + (1 + zw* )CT- '( In + zA)'P'(I - wA)CJ 

= J + (1 + zw)C(I - zA)'T' 1F'(I - wA)_*C*j 

= J + (1 + zw')C(J - zA) lPT'(I - wA)CJ 

= J + (1 + z)C(In - zA)'P(I + WA)_*T*C*J 

= J -(1 +zw)C(I - zA)'P'(I +liA)C* 

= e(z, -w) 

which ends the proof of the proposition I 

We recall that the Stein equation (2.7) has a unique solution if and only if the 
spectrum of A has no pairs of points symmetric with respect to the unit circle (see, e.g., 
[7: Appendix E]). Proposition 3.3 is what will be used in Section 4. We complete the 
analysis of this section by the following statement. 

Theorem 3.4. Let e be a matrix-valued rational function analytic at the origin 
and let J be unitary on the unit circle. Let ®(z) = D + Cz (I - zA)' B be a minimal 
realization of 0, and suppose that the Stein equation P - A1P'A = CJC has a unique 
solution. Then the following assertions are equivalent: 

(1) There exists a J-unitary constant U such that (2.10) holds. 

(2) There exists an invertible matrix T such that (3.1) and (3.2) hold. 

Proof. Let us suppose that 0(z) = @(z)U for some J-unitary constant matrix U. 
Then, since

0(z) = JDJ - zJC(I + zA)BJ
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is a minimal realization of O(z), there exists a (unique) similarity matrix T such that 

(A BU\JT o_ (T o \( —A BJ 
C DU}kO IJ \ o I) —ic JDJ 

and, in particular, AT —TA and CT = —JC. To prove the converse we note that, 
using (3.1) and (3.2),

O(z) = jDj + zC(I - zA)'TBJ. 

Thus, 0 and ® are two matrix-valued functions which are i-unitary on the unit circle 
and have left pole structure (see [11]) defined by the same pair (C, A). Since the Stein 
equation (2.6) has a unique solution, 0 and 0 differ by a i-unitary constant on the 
right (see [1: Theorem 3.2]) U 

4. Solution of the problems with condition D = 3 
In this section we show that (2.10) holds for Problems 2.1 and 2.2. We first suppose that 
the solution of the associated Stein equation (2.6) is strictly positive (the non-negative 
case will be discussed at the end of the section). First, we recall the expression of the 
associated functions 0(z) introduced in Section 2. Let w E T be such that (wIn - A) is 
invertible. Then, in both cases, a particular resolvent matrix is the function z - 0(z, w) 
given by (3.3). In view of Proposition 3.3, it suffices then to show that equations (3.1) 
and (3.2) have an invertible solution T to establish that Problems 2.1 and 2.2 are 
solvable. 

In the case of the Nevanlinna-Pick problem, T is a block-diagonal matrix with blocks 
given as follows: The first block is equal to —J. The next s blocks are all equal to the 
matrix ( o 1 The last	blocks are equal to (	). 

In the Carathéodory-Fejér case, T is given by 

(
To

00
T=- 0 0 T1 

o Ti 0 

with T0 E c(p_2)x(p_2) and Ti E CnIn given by 

T0 = diag((_1)d1,... , (__ 1)P_ 2 )	and	T1 = diag(1,-1,1,.. .) 

respectively. With these choices of T, equations (3.1) and (3.2) are readily seen to be 
met in both instances. 

Let us finally briefly consider the case where IP is only non-negative. It is possible to 
establish the existence of solutions of Problems 2.1 and 2.2 by approximation methods 
(see, e.g., [2: p. 17]). Thus, in the Carathéodory-Fejér case, we replace Io by 4o, = 

o + EI and consider Problem 2.2 associated with the same e and 71i and this new
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For each c, it is easy to show that the matrix P(e) associated to the modified Stein 
equation is positive definite. Therefore, the corresponding interpolation problem has 
a solution '(z,c). The set of matrices (O,e) is bounded for e	1. Therefore, their 
associated non-negative measures p(e) for e 1 are also bounded, and by the Helly 
selection theorem (see [6: Chapter 1/Theorem 4.3) and [8: p. 68)), the family 14)(z, e)), 
has a convergent subsequence which is a solution of Problem 2.2. 

In the Nevalinna-Pick problem, we replace (Do by O,c = o + eI and the vectors 
('lk)k=l ....., by the vectors (I1k.... . e)k=1,n defined by 17kc = 71k +ek. It is easily seen that 
for e small enough, the modified Stein equation has a positive definite solution P(e). 
Therefore, the modified problem is solvable for e small enough, and a solution of the 
initial problem can be constructed by using the Helly selection theorem. 
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