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On some Subclasses of Nevanlinna Functions 

S. Hassi and H. S. V. de Snoo 

Abstract. For any function Q = Q(t) belonging to the class N of Nevanlinna functions, 
the function Qr = Q,(€) defined by Qr(t) 

= 1(2 
belongs to N for all values of 

r E R U {}. The class N possesses subclasses No C N 1 , each defined by some additional 
asymptotic conditions. If a function Q belongs to such a subclass, then for all but one value of 
r E R  {oo} the function Qr belongs to the same subclass and the corresponding exceptional 
function can be characterized (cf. [4]). In this note we introduce two subclasses N_ 2 C 
N 1 of No which can be described in terms of the moments of the spectral measures in the 
associated integral representations. We characterize the corresponding exceptional function in 
a purely function-theoretic way by suitably estimating certain quadratic terms. The behaviour 
of the exceptional function connects the subclasses N... 2 and N 1 to the classes No and N1, 
respectively, as studied in [4]. In operator-theoretic terms these notions have a translation in 
terms of Q-functions of selfadjoint extensions of a symmetric operator with defect numbers 
(1, 1). In this sense the exceptional function has an interpretation in terms of a generalized 
Friedrichs extension of the symmetric operator. 

Keywords: Symmetric operators, selfadjoint extensions,. Friedrichs extension, Q-functions, 
Nevanlinna functions 
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0. Introduction 

A scalar function Q = Q(t) is said to be a Nevanlinna function if it is holomorphic 
on C \ R and satisfies Q() = Q(t) and> 0 for all £ E C \ R. The set of all 
Nevanlinna functions is denoted by N. The subclass N1 is the set of functions Q which 
belong to N and for which

jImQ(iy) dy < oo. 

Similarly, the subclass No is the set of functions Q which belong to N and for which 

supylmQ(iy) <. 
11>0 
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The inclusion No C N 1 is clear. Bilinear transforms of functions in N, N 1 and No were 
studied in [4]. For each function Q in N, which does not reduce to a real constant, the 
bilinear transform Q,. = QT() is defined by 

Qr() - 
Q() - T(IrnQ(p))2

(T E RU {oo})	 (0.1) 
-	TQ()+l 

where it e C \ R is a fixed number. For r = :_ we mean that 

Q°°&) 
= (ImQ())2 (0.2) 

QM 

i.e. Q can be seen as a limiting case of(0.1). It follows that for each r E RU {oo} the 
function Q belongs to N. Moreover, if Q belongs to N or N 0 , then for all but one 
r e R u {oo} the corresponding function Q, belongs to N I or N0 , respectively. The 
exceptional value of T is given by + -y = 0, where y = Q(iy) (cf. [41). Note 
that this limit is a real number as Q E N 1 (cf. [61). In fact, if Q belongs to No and 
I .	 .	 .	 mQ(iy) + = 0, then the corresponding exceptional function H Q,. has .	 1 

positive and the function

H(s) - (ha ImH(iY)) £,	 (0.3) 

is belongs to N. Conversely, each Nevanlinna function H for which limy7.0. ImH(iy) 

positive is the exceptional function of the bilinear transform of a function from N0. 

In this note we introduce two subclasses of N 0 . The subclass N_ 1 is the set of 
functions Q in No for which 

7 (sup yImQ(iy) - YImQ(iY)) 
Y>0 

Similarly, the subclass N_ 2 is the set of functions Q in No for which 

sup y2
 (Y>0

sup yImQ(iy) - yImQ(iy) 
y>O  

Observe in these definitions that the function sup, >0 yImQ(zy) - yImQ(iy) is non-
negative and non-increasing for y > 0. The inclusion N_ 2 C N- 1 is clear. Necessary 
and sufficient for a function to belong to N_ 1 or N_2 is that the moments 

IR 

ikdu(t) 

in terms of the corresponding spectral measure (see (1.1)) are absolutely convergent 
integrals for k = 0,1 and k = 0,1,2, respectively. We show that if Q belongs to N_ 1 or 
N_2 , then for all but the exceptional value of r E R  {oo}, the corresponding function 
Qr belongs to N_ 3 or N_2 , respectively. Hence, all these Nevanlinna functions behave
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in a similar way by having finite moments of the same orders. A connection to the 
classes No and N 1 as considered in [4] is obtained by looking at the behaviour of the 
bilinear transform ( 0.1) corresponding to the exceptional value of T. When 3 + = 0, 
then the corresponding exceptional function H = Q,. has the property that the function 
in ( 0.3) belongs to N i or to N0 , respectively. Moreover, a converse is also valid: each 
Nevanlinna function H for which ImJY) is positive, and for which the function 
in (0.3) belongs to N 1 or to N 0 , is the exceptional function of the bilinear transform of 
a function from N_ 1 or N_2 , respectively. 

In this note we provide function-theoretic proofs of these facts. They are based 
on the integral representations for functions in each of the classes N_ 1 and N_ 2 (see 
Proposition 1.2). In each of the arguments suitable estimates for certain quadratic terms 
are needed. 

The above results have operator-theoretic interpretations. Let S be a closed sym-
metric operator in a Hubert space with defect numbers (1, 1). The selfadjoint extensions 
(ill the given Hilbert space) of such an operator are in one-to-one correspondenc with 
T E R U {oo}. The Q-function of a selfadjoint extension belongs to N and then (0.1) 
provides a parametrization for the Q-functions of the other selfadjoint extensions. More-
over, each function in N determines a closed symmetric operator with defect numbers 
(1, 1) and a selfadjoint extension. If S has a selfadjoint extension whose Q-function Q 
belongs to N 1 or N0 , then for each T E RU {oo} with 3+ 7 0 the corresponding self- 
adjoint extension of S has a Q-function Q,. given by (0.1) and belonging to N i or N0, 
respectively. The exceptional selfadjoint extension corresponding to the case 3 + = 0 
can be characterized in a similar way as the Friedrichs extension for semibounded oper-
ators (cf. (2 - 4]). In fact, if Q belongs to N 0 , the operator S is not densely defined and 
the exceptional extension is the only selfadjoint extension which is not an operator. If 
H is the Q-function of this exceptional extension, then the function in (0.3) is the Q-
function of the (orthogonal) operator part of the exceptional selfadjoint extension and 
a natural restriction of the graph of S to the corresponding closed subspace. Therefore, 
the first and second order moments associated to the Q-functions of the selfadjoint op-
erator extensions of S are finite if and only if the function in (0.3) belongs to N i or N0, 
respectively. 

For further operator-theoretic considerations of the facts in this note and in [4], we 
refer to [5]. 

1. Integral representations 

We present integral representations for functions belonging to the classes N_ 1 and N_2. 
As these classes are subsets of N 0 , this means that we give necessary and sufficient 
conditions on the spectral measure in the integral representation of functions belonging 
to N0 , to characterize the classes N_ 1 and N_ 2 , respectively. 

We briefly collect the integral representations of functions in the classes N, N1 
and No (cf. [4,6]). The class N coincides with the class of functions Q with integral
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representation

Q(€) =	+fl+ 
in, (--- 2	

da(t) 
)

(1.1)
 

where & E R and /3 > 0, and where the function a is non-decreasing on IR and satisfies 
da(t) 

f j2+1 <. (1.2) 

The class N 1 coincides with the class of functions Q with integral representation 

Q(e)=+	
da(t) 
—i 

ft
(1.3) - t 

where -y =	Q(1y) belongs to R and 

da(t)
(1.4) 

The class No coincides with the class of functions with integral representation (1.3), 
where

IR da(t) <oc.
 

Note that for functions Q in N it follows from (1.1) that 

ReQ(iy) =	+ f	2 - 2	1) da(t) 

ImQ(iy) = fly +f	2da(t).
(1.6) 

0 
This implies that 

lim ReQ(iy) =	,	lirn ImQ(i!j) = /3,	lirn IQ(2!J' = /3. (1.7) 

For functions Q in N 1 it follows from (1.3) that 

ReQ(iy) - -y = 	da(t) fR 2	2 t +J (1.8) 
ImQ(iy) =  f 0	

2 da(t). 

In particular, for functions Q in N 0 , this leads to 

sup yImQ(iy) = limylmQ(iy) = lirnyIQ(iy) - -Yj	f (1.9) 
which is positive, if Q does not reduce to a real constant.	Moreover, in this case, it 
follows from (1.8) and (1.9) that 

sup yImQ(iy) - yImQ(iy) = 
j2	

2 da(t). (1.10) 
Y>O

The following lemma will be used to prove integral representations for functions in 
N_ 1 and N_ 2 . Each quantity in it is non-negative and may be equal to oo.
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Lemma 1.1. Let Q be afunction in N0 , i.e. af-anction with integral representation 
(1.3) such that (1.5) is satisfied. Then 

co 

I (sup yImQ(iy) - YImQ(ZY)) dy = jiti ( - arctan - 
It) 

d(t)	
(1.11) \y>O

(< 00) 

and

sup y2 (sup yImQ(iy) - YImQ(ZY)) = I t2dcy(t) 
!i	 (1.12) >0	1¼y>O

(< 00). 

Proof. The statement in (1.11) follows from (1.10), the identity 

co 
I dy	1(lr	1" 

J - - 
arctan -	(t 0)	 (1.13) 

t2 + y2	2	tI)


and an application of the Fubini theorem. Multiplying (1.10) by y2 and applying the 
monotone convergence theorem we obtain the identity (1.12). This completes the proof U 

Proposition 1.2. The classes N_ 1 and N_ 2 coincide with the classes of functions 
Q with integral representation (1.3), where -y e R and a is a non-decreasing function on 
R, which satisfies

	

J
(ItI + 1)d(t) <oo	 (1.14) 

IR 

and

f (t2

	

 + 1)d(t) <co,	 (1.15) 

respectively. 

Proof. Suppose that the function Q has the integral representation (1.3), where 7 E 
R and a is a non-decreasing function on R, which satisfies (1.14) or (1.15), respectively. 
As	 r

	
fR 

/	< I da(t)	(t + 1)do(t)	or	/	< da(t)	(t2 + 1)do(t), 

	

JR	JR JR  

it follows that Q belongs to N 0 . The identities (1.11) and (1.12) give that Q belongs to 
N_ 1 or N_ 2 , respectively. 

Conversely, let Q belong to N_ 1 or N_ 2 , respectively. By definition Q belongs to 
N0 . Hence Q has the integral representation (1.3) with integrability condition (1.5). 
However, since we require the left-hand side of (1.11) and (1.12), respectively, to be 
finite, it follows that a satisfies the integrability condition (1.14) or (1.15), respectively. 
This completes the proof I 

For a different characterization of the subclasses N_ 1 and N_ 2 in terms of operators 
we refer to 151
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2. Bilinear transforms 

It was shown in [4] that for any function Q in N 1 or No the bilinear transform QT, 
given by (0.1), belongs to N 1 or N0 , respectively, for all but the exceptional value of 
T E R U {oo}. In this section we prove corresponding facts when Q belongs to N_ 1 or 
N_2 . From now on we assume tacitly that Q does not reduce to a real constant. 

As in [4] we use the following consequence of the formula (0.1) for the bilinear 
transform:

ImQT() =	ImQ(t)	
(1 + (7_ImQ())2)	(T E R  {}).	(2.1)
Ii + rQ() 

The main result in this section is based on the next lemma. (For r = oo we use (0.2) 
and the formulas below simplify accordingly.) 

Lemma 2.1. Let the function Q belong to N 0 . Then for all r E R U fool with 
+ 7 54 0 we have 

1 + 7.712 2 (sup ylmQr(iy) - ImQr(i)) 1 + (rImQ(i)) \,>o 

	

= (
sup yImQ(iy) - YImQ(iY

)) + yImQ(iy) 
i + TQ(jY)I2 R(y)

	
(2.2) 

Y>0 

where the function R is defined by 

	

R(y) = (ReQ(iy) --y) (27 + 7- 2 (ReQ(iy) + -y)) + 7- 2 (ImQ(iy)) 2 .	(2.3) 

Proof. Note that if +	0, it follows from (2.1) that sup31>0 ylmQr (iy) is finite

and that the left-hand side of (2.2) is equal to 

sup yImQ(iy) - yImQ(iy) + yImQ(iy) (i i + rQ(iy)1 2 - Ii + 7.7 12) 
31>0	 Ii + rQ(iy)2 

The lemma follows by writing out the terms in the difference Ii + Q( iy )I 2 - 1 + T7 

This completes the proof U 

Proposition 2.2. If the function Q belongs to N_ 1 or N_ 2 , ihenfor all r E 
RU {co} with 3 + 7 0 the function QT in (0.1) belongs to N_ 1 or N_2 , respectively. 

Proof. Since the function Q belongs to N_ 1 or N_2 , it belongs to No and we may 
apply Lemma 2.1. The factor of R in (2.2) is bounded, due to (1.9) and the fact that 
lim31 .. Q(iy) = -y. Hence, the proposition is proved once we show that the function R 
in (2.3) satisfies

JIR(Y)I d < co	or	sup y2lR(y)I<oo,	 (2.4)
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respectively. As the factor 27 + r 2 (ReQ(iy) + i) has a limit, it suffices to show that 
conditions similar to (2.4) are satisfied by the functions 

ReQ(iy) - y	or	(ImQ(iy))2,	 (2.5) 

respectively. According to Proposition 1.2 the function Q has the integral representa-
tion (1.3) and in particular (1.8) holds. Moreover, either (1.14) or (1.15) is satisfied, 
respectively. 

First assume that the function Q belongs to N_ 1 . According to (2.5) it suffices to 
show that

00	 co 

fIReQ(i — 7I dy < oc	and	J(ImQ(iy))2dy <00.	(2.6) 

From (1.8) and (1.13) we obtain 
00

ir 

	

f ReQ(iy) - dy f (. - arctari	da(i) <oo,	(2.7) 

as (1.14) implies (1.5). It follows from (1.8) and the Cauchy-Schwarz inequality that


(ImQ(iy))2 < (L (i2	
d(t)' (fR d(t)

+y2)2  

(f. j2 + 2 do(t)) ((fda(t)). 
This yields in a similar way 

00 

f (ImQ(iy)) 2 dy	 R. j ( - arctan j) dar(t)) (L do(t)) 
1 

as (1.14) guarantees (1.4) and (1.5). We conclude therefore that Q, belongs to N_1. 
Next assume that the function Q belongs to N_ 2 . It suffices to show that 

sup y2 I ReQ(iy ) - 'y <oc	and	sup y2 (ImQ(iy)) 2 <00 
V>0	 V>0 

(cf. (2.5)). From (1.8) we see that 

sup y2 lReQ(iy) —y	sup J	11 dr(t) = J t l da ( t ) < 00	(2.8) 
V>0	 V>0	t +Y 

as (1.15) implies (1.14). Moreover

U
2

sup y2(ImQ(iy))2 =	 dc(t))
\ 

< 00 
y>O 	/ 

as (1.15) guarantees (1.5), so that (1.9) can be used. We conclude that QT belongs to 
N_ 2 . This completes the proof I
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3. Exceptional functions 

In this section we consider the bilinear transform QT in (0.1) of functions Q belonging 
to N... 1 or N_ 2 , when r is the exceptional value given by I + = 0. 

We begin with the following lemma (compare [4]). 

Lemma 3.1. Let Q be a function in N0 , i.e. a function with the integral represen-
tation (1.3) such that (1.5) holds. If + = 0, then the function H = Q,. satisfies 

IrnH(iy)	72 + (ImQ())2 lim	= 
y-,	j	fdo(t)	

(3.1) 

so that this limit is positive. Moreover, the function in (0.3) belongs to N. Its imaginary 
part for £ = iy is given by

fut 	- y IQ(iy ) _7I2) (2 + (ImQ(/L))2).	(3.2)

IQ( iy) - 712 f da(t) 

Proof. It follows from (2.1) with + = 0 and H = Q,. that 

- ImQ(iy) 1 2 ImH(zy) - 
IQ( iy) - 712 7 + (ImQ(IL))2).	 (3.3) 

The desired limit follows from (1.9). The function in (0.3) belongs to N as the coefficient 
of the linear term in the integral representation of H(s) is given by (3.1) (see (1.1) and 
(1.7)). Finally the expression (3.2) is a consequence of (3.3) as the imaginary part of 
the function in (0.3) for £ = iy is given by 

/ ImQ(iy)	y 
IQ(iy) _71 2 - fd(t)) 

(72 + (ImQ(p))2). 

This completes the proof I 
• Proposition 3.2. Let the function Q belong to N_ 1 or N_ 2 . For the exceptional 

function H = Q,. with + 0 the function defined in (0.3) belongs to N 1 or N0, 
respectively. 

Proof. The function Q has the integral representation (1.3) such that (1.14) or 
(1.15) holds, respectively. We introduce the function 

S(Y)=Y, (ImQ(iY) j dr(t) - y[Q(iy) 712). 

According to Lemma 3.1 this function is non-negative. Due to (3.2) and (1.9) it suffices 
to prove that

7s() 
J — dy<cxD	or	sup yS(y)<oo 

y	 11>0
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when Q belongs to N_ 1 or N_ 2 , respectively. Again using (1.9) we see that 

= (yImQ(iy)) (sup yImQ(iy) — YImQ(iY)) — y 2 (ReQ(iy) - 7)2	(34) 

Assume that Q belongs to N_ 1 . We show that the function is integrable. The first 
term in the right-hand side of (3.4) is integrable as the factor yImQ(iy) has an upper 
bound fo(t) because (1.14) implies (1.5). The second term in the right-hand side of 
(3.4) is also integrable: according to (2.8) the function y2 I ReQ( iy) —	has an upper

bound fR Itlda(t) as (1.14) is valid and according to (2.7) the function ReQ(iy) —y is 
integrable as (1.14) guarantees (1.5). We conclude that the function	is integrable. 

Next assume that Q belongs to N_ 2 . We show that yS(y) is bounded above. It 
follows from (3.4) that 

YS(Y) = (yImQ(iy))y 2  
(Y>0

suP Y ImQ(i Y ) - YImQ(iY)) - y4 (ReQ(iy) - 7) 2 .	
(3.5) 

According to (1.9) the first term in the right-hand side of (3.5) is bounded above since 
(1.15) implies (1.5). According to (2.8) the absolute value of the second term in the 
right-hand side of (3.5) is bounded above since (1.15) implies (1.14). We conclude that 
sup, > yS(y) <. This completes the proof U 

As explained in the introduction the exceptional function corresponds in the ter-
minology of operators to the Q-function of the generalized Friedrichs extension of a 
symmetric operator with defect numbers (1, 1). The main result in this section de-
scribes the behaviour of this special extension. 

4. Characterization of exceptional functions 
In this section we show that Proposition 3.2 has an converse. We characterize all possible 
exceptional functions relative to functions in the subclasses N_ 1 and N_ 2 , respectively. 

We begin with a lemma which can be found in [4), but is repeated here to make the 
paper selfcontained. 

Lemma 4.1. Let H be a Nevanlinna function for which ImH(sy) is positive, 
so that the function in (0.3) belongs to N. Then there exists a function Q in No such 
that H is the exceptional function in the bilinear transform (0.1) of Q. 

Proof. Let H have the integral representation (1.1) with condition (1.2) and 6 
lim_ 1-H(3,) Define Q by

Q() = —	IH(,.L)14	 (4.1)

(ImH())2H( 

Then
ImQ(e) = IH( i.i)1 4 ImH()

(4.2) (ImH( 1z)) 2 IH()I2
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This implies that Q is a Nevanlinna function. Moreover, it follows from (1.7) that 

SUP yImQ(iy) = sup IH(,2)1 4 ImH(iy)	y2	-	IH(Ia)14 
y >0	 >o (ImH(p)) 2	y	H(iy)12 - /3(ImH(,u))2 

This shows that Q E N 0 . Clearly limy,c,Q(iy) = 0. Thus r = 00 is the excep-
tional value for the bilinear transform of Q . Moreover H = Q is the corresponding 
exceptional function, as is easily checked by means of (0.2). This completes the proof I 

Proposition 4.2. Let H be a Nevanlinna function for which limy-00 ImH(iy) 

positive. If the function in (0.3) belongs to N 1 or N0 , then there exists a function Q 
in N_ 1 or N_ 2 , respectively, such that H is the exceptional function in the bilinear 
transform (0.1) of Q. 

Proof. Assume that the function H has the integral representation (1.1) with (1.2) 
and that = lim_. ImH(ty) Let the function Q be defined as in (4.1) and introduce 
the function T by

T(y)- 
(ImH(p))2 

(sup yImQ(iy) - YImQ(ZY)).	 (4.3) IH(i)I4 

By Lemma 4.1 it suffices to show that f1'T(y)dy < 00 and sup >0 y2 T(y) < 00, 

respectively. It follows from (4.3), (4.2) and (1.6) that 

T(y) y2	
— R (J dc(t) \	y2 — 

— IH(iy)1 2	2 + 2 ) IH(iy)12	
(4.4) 

y2	i (IH(iy)12	fR dcr(t) 1
IH(iy)12L	y2_2) -2 +y2j 

Again, by using (1.6) we obtain 

(ImH(iy)\2 — 32 = 2,3+/ da(t) \ / I do(t) \ 
y	)	\ JRt2+Y2) URt2+y2) 

?ikd$therefore we see that 

—	[i (ReH(iY)\ 2 /	1 J da(t) \ / f do(t) \1 T(y) 
IH(iy)1 2 13 ) \ 13 R+Y) cJR2Y2)] (4.5) 

Since we assume that H belongs to N and that 13 > 0, it follows from (1.7) and (1.2) 
that the terms

and	1 + 
'IR 

da(t)	
(4.6) IH(zy)I	 13 	t2 + y2 

in (4.5) have finite limits as y —* 00, and hence are bounded on the interval [1,00). 
Assume that the function in (0.3) belongs to N 1 . The term 

ReH(iy)	 (4.7)
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in (4.5) coincides with the real part of the function in (0.3). Therefore it has a finite 
limit as y -* cx and, in particular, it is bounded on the interval [1, 00). Observe that f10°

1 yv dy = 1 and 

1
da() )d.

+Y2	
iRk (_arctan) do, t)< 

since u satisfies (1.4). Hence f100 T(y)dy < oo and it follows that Q belongs to N_1. 
Next assume that the function in (0.3) belongs to N0 . Then the terms (4.6) and 

(4.7) are still bounded. Furthermore, we observe that 

2 [ du(t) 
Y JR+Y 

has a finite limit since now a satisfies (1.5). Hence sup 5>0 y2 T(y) < oo and it follows 
that Q belongs to N_ 2 . This completes the proof I 

In the framework of operator theory Propositions 3.2 and 4.2 show the interaction 
between all selfadjoint operator extensions of a non-densely defined symmetric operator 
with defect numbers (1, 1) on the one hand, and the behaviour of the operator part of 
the generalized Friedrichs extension on the other hand. 
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