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1. Introduction 

Consider the variational inequality to find u e K such that (v - u, Au) ^: (v - u, b) for 
all v E K, where b E W4 2 (S) is given, K denotes the positive cone of the Hubert space 
W- 1,2 and A is an elliptic pseudodifferential operator of the negative Order —1 on 
a closed manifold S C R'. 

Variational inequalities are nonlinear problems even if the operator A is linear be-
cause K fails to be a linear subspace of W_4 2 (S). The usual setting is that A maps a 
Banach or Hilbert space X into its dual X. In many applications X is a Sobolev space 
and A denotes a linear elliptic differential operator of order M. By energetic consider-
ations, for example, it is often easy to prove the (weak) solvability of the variational 
inequality. Concerning the regularity of weak solutions we find two different situations: 
For elliptic equations Au = b the inclusion b E W2 implies, in general, the inclusion 
u E W,,2 In contrast to this case, problems for variational inequalities have limited 
regularity, i.e. even if b is smooth, their solutions u cannot overcome a certain threshold 
of smoothness. For instance, Shamir [14] gave an example where u W3'2(l)UW2'4(fl) 
for A = —i+I, b  W'P for all p>1 and K = {u EW"2(1l) u Oonr c 5l} 
(cf. Lions [9: Section 8.2] and Rodrigues [12:' p. 279]). For variational inequalities 
with elliptic differential operators the regularity of solutions was investigated, e.g., by 
Kinderlehrer [6], Kinderlehrer and Stampacchia [8], and Uralzeva [2, 17). The case of 
systems of variational inequalities with one-sided obstacles was treated in the papers 
of Kinderlehrer [7] (systems in R 2 ) and Schumann [13] (Lamé's system of elasticity in 
R  (N > 2). 

It seems however that problems concerning regularity of solutions of variational 
inequalities have not been considered if the operator A is a pseudodifferential operator 
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of negative order. This case can also be motivated by a physical example (see [10]). 
A-priori the solution u of the variational inequality only belongs to the Sobolev space 
W4 2 (S) of negative order -.' Thus we are interested to proie' mcirë regularity for 
the solution. In Section 5 we shall prove the following result. 

Theorem. Suppose b E W'T (S) for some y E (1,2) and r> Then the 
solution u E K of the' variational inequality (1) below' is essentially bounded, i.e. u E 
L(S). 

We use the following notation. The norm in the Lebesgue space L(U) where 
U C lR'denotes an open set is

I/p 
ii = 11 u ll p ' U= 

(fu 
u (x )I Pdx)

 

and
11U117,P = (II u II + uI)" 

denotes the norm in the Sobolev space W'P (U) with y E (0, 1) where the seminorm 
uI.,,p is defined by

1/p 
IUI'YIP = I ixf 	- 1_N_ Iu(x) - u()iPdxd) 

xU 

The set of pseudodifferential operators of order m acting on U is denoted by ,'I"(U). 

2. Problem and approximation (I) 

We suppose that S is a smooth compact N-dimensional manifold (N > 2) without 
boundary (OS = 0). Consider the following variational inequality: 

Find u E K such that 

(v — u, Au) > (v — u, b)	for all vEK	,	 (1) 

where b € W 2 (S) is given and K is the positive cone of the Hilbert. space W2(s), 

K {v € W'2 (S): (v,) > 0 for all W € D(S) such that W >0 on s}.	(2) 

Clearly K is a closed cone of the Sobolev space X = W_ 2 (S) . We denotethe norm 
in X by II 11-5,2 and make the following hypotheses on the linear continuous operator 
A: W_5 2 (S)	W5'(S):	 . 

(Hi) . There exists a constant c > 0 such that (v, Av) ^! c iI v Ift1 2 
for all v € X.
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(H2) For sake of technical simplicity, we assume that a part I' of S lies in the hy-
perplane R' C R" (n = N + 1). Furthermore we suppose that the principal 
symbol of the pseudodifferential operator A E 'F'(S) on r is given by 

	

= ie)i)	for (x', 0) E F	 (3) 

	

where x' = (x 1 ,... , x iv) and ' = (ei,. . . ,	) (the general case can be handled 

after a coordinate transform). 

It follows from hypothesis (Hi) that the variational inequality (1) has a unique solution 
uE K (for a proof cf. Lions [9: Chapter 2.8.2/Theorem 8.1]). Hypothesis (112) will be 
used in Sections 4 and 5 to prove regularity of the solution. 

To prove regularity we first approximate the solution u of variational inequality (1) 
by solutions u 6 (5 > 0) of the following family of variational inequalities: 

Find u 6 E K1 such that 

6(v - u 6 I u 6 ) + (v - u 6 , Au') ^! (v - u6 , b6 )	for all v E K1	(4)


where
K1 = K fl L2 (S) = {v E L2 (S): v(x) > 0 a. e. on s}, 

b6 E W, 2 and ( •) denotes the inner product in L2(S). 

We will show that the family (u 6 )> 0 of solutions of variational inequalities (4) 
approximates the solution u of variational inequality (1). 

Proposition 1. Let b, b6 E W 2 (S). Then the following assertions are true. 

1. For any 5 > 0, there exists a unique solution u 6 E K1 of inequality (4). 

2. If sup6 II b6 II,2 < +, then sup6 II u6 II_,2 <+oo; 

3. If b6 - b in W2(S) a. S --++0, then u 6 - u in X W2(S) where u is the 
unique solution of inequality (1). 

Proof. Assertion 1: K1 is a closed, convex cone of L 2 (S). The linear continuous 
operator A defined by 

1.

(v, Au) = 5(v I u)+(v,Au) for all u,v E X (5) 

is strongly coercive on L 2 (5) since (u,Au) ^! 5 II u II + c II u II 2 2 for all u E L2 (S) (cf. 
(2)). Thus existence and uniqueness of the solution u 6 of variational inequality (4) 
follow immediately. 

Assertion 2: We set v = 0 in (4) and get 

5 II u II + (u s , Au') ^ IIb6II,2IItz6II_:,2.
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Thus, by (2) and Young's inequality 

	

8 II u6 II ±	U6 2
	

iIIb6 
2 

-	Il—i 2	iI 2 2' < c -	2' 

This means that there exists a constant C > 0 such that 

sup 11u 6 11_ 4,2	 V 

	

C	and	sup 'fl u6 II2	C.	 (6) 
6 

Assertion 3: Now, we suppose that b6 - b in W 2 (S) and that (5) is a sequence 
converging to zero. For simplicity we write only 6 instead of 6,, in what follows. Then 
we may conclude that, at least for a subsequence, u 6 u 1 E K in X and ./b-u 6 - w in 
L2 (S). By compact embedding, /u6 -, w in X. Since (u 6 ) is bounded in X it follows 
that \/u6 -, 0 in X as 6 - +0. Therefore w = 0 and	0 in L2(S). 

(a) To prove u = u 1 we want to show that u 1 satisfies the inequality 

(v - u i ,Au i ) ^: (v .-u i ,b)	for all v E K1 .	 (7) 

Then a density argument proves that u 1 is a solution of inequality (1) and the uniqueness 
of the solution gives u = u i . Indeed, from (4) we get 

6(u 6 I u 6 )+(u 6 ,Au 6 )<(u 6 -v,b6 )+ö(v 1u 6 )+(v,Au 6 ).	 (8) 

Since the positive bilinear form v	(Av, v) is weakly sequentially lower semicontinuous 

(cf. Zeidler [19: Vol. 3, p. 156]) it follows from 6 - +0 that 

(u i ,Au j )	lim inf(u 6, Au6) 
liminf ((U 6 ,Au6 ) + 6 h1 u6 11 2 )	 (9)


<(u i -v,b)+(v,Aui) 

for all v E K1 1 Thus (7) is proved and we have u = u j . A well-known argument 
concerning subsequences (cf. Zeidler. [19: Vol. 1, p. 480]) shows that the whole sequence 
(u 6") is weakly convergent to u. 

(b) We prove the strong convergence u 6 - u in X. Letus use (8) with v = u to get 

(u, Au) <liminf(u 6 , Au 6) 

<limsup(u6,Au6) 
• limsup (W, AU6 ) + 611u6112) 

• lim Sup ((u6-u,b6)+6(u I u6)+(u,Au6)) 
=(u,Au) 

and therefore (u 6 ,Au6 ) - (u, Au) as S - +0. Then (2) implies 

cilu 6 - u II_1 2 <(u 6 - u, Au 6 - Au) -+ 0 

and Assertion 3 is proved I
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3. Approximation (II) 

In Section 2 we replaced the variational inequality (1) acting in X = W-11,2 (S) by a 
family of approximate variational inequalities depending on 6 > 0 with cone K1 ç L2(S) 
(see (4)). Now we suppose that 6 > 0 is fixed and introduce a penalization of the negative 
part of the functions of L2 (S). The aim is to get a variational inequality over the whole 
of L2 (S). This variational inequality has a unique solution u = u where E > 0 is the 
penalization parameter. (Since 6 is fixed in this section we shall omit the supercript 8.) 
Later, in Sections 4 and 5 we are going to derive bounds on the solutions depending 
neither on e nor on S in order to get regularity results for the solution u of variational 
inequality (1). 

Suppose e > 0. We construct the following approximation of the variational in-
equality (4): 

Find u E L2 (S) such that 

S(v — u ue)+(v—u,Aue)+Fc(v)—Fe(uc)^!(v—ue,bc)	(10) 

for all v E L2 (S), where b E W4 2 (S) and the penalization functional F is defined by 

r 
Fe() = 

i 
- I IvI2dS 
2e is 

for v E L2 (S), denoting for any real function ço by	the positive and negative parts of 
cp, respectively, i.e. ça =	+ 

Parallel with (10) we consider the following variational inequality: 

Find u 6 E L2 (S) such that 

8(v—u6 1u 6 )+(v—u 6 ,Au 6 )+F(v)—F(u 6 )^!(v—u 6 ,b6 )	(11) 

for all v E L2 (S), where F is the indicatrix of the convex set K 1 , i.e. for v E L2 (S) we 
have F(v) = 0 if v E K1 and F(v) = +oo otherwise. 

We get now the following statement. 

Proposition 2. Let S > 0 be fixed and bS,be E W4 2 (S). Then the following 
assertions are true. 

1. For any e > 0 the variational inequality (10) has exactly one solution tie E L2(S). 

2. The variational inequality (11) has exactly one solution u 6 E L2(S). 

3. If Mo = sup 11b, 111,2 < +, then there exists a constant M >0 independent of 
S such that M = sup (II u eII 2 + S Il UcII + F(u)) < +00. 

4. b — b6 in W2(S) as E — +0 implies u —+ u 6 in L2 (S) and in W_2(S).
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Proof. Assertion 1 follows from the coercivity of the operator Adefined by (5) and 
the fact that Fe(v) ^! 0 for all v E L 2 (S) (cf. Lions [9: Chapter 2.8.5/Theorem 8.5]). 
Since (11) and (4) are equivalent Assertion 2 is obvious. To prove Assertion 3 we set 
v = 0 in (10). As F(0) = 0 we get 

61u1 +(u,Au) + Fe(ue)	IIbeIIf,2IItLeII_,2. 

Therefore
6IIUe[I+IIUelI2 + F(u)	

12,
2	 (12) 

which gives Assertion 3. 

To prove Assertion 4 suppose c = E 7, —, +0. If II be - b6 11	- 0 we get from estimate 
(12) that at least for a subsequence u, 	u 1 in L2 (S). Thus u — u 1 in X. We need

to prove that u 1 = u. From the variational inequality (10) it follows that 

ö II U eII + (ui , Aug) <ö(v I u) + (v, Aug) + F(v) — F(U) + (ie — v, be)	(13)


for all v E L2 (S). By virtue of Barbu and Precupanu [3: Theorem 2.3/p. 1071 we have 

1 
F() =	— JII + F(Jp)	 (14) 

where J = (I + eOF) 1 denotes the resolvent of OF. Then sup Fe(ue) < +00 implies 
I Iu — —, 0 if e — +0. Therefore we have J.u. — u 1 in L2 (S) and, since the 
convexfuntion F is weakly sequentially lower semincontinuous (see [3: p. 102]), 

F(u i ) <liminfF(Ju) 
/	1 <liminf I — —IIti — Jeu 11 2 + F(u))	 (15) 
.	2 

<liminfF(u). 

Since u— u 1 in L2 (S) and u —, u l in X we get from (13) 

IIuiII2+(ui,Aui) 

	

< liminf (lI u ll + (u,, Au))	 S 

Jim sup ( 8 1I u II + (u i , Aug))	
(16) 

lim sup {6(v I u4 + (v, Au) + F(v) — F, (u,)+ (tie — v, b,)) 
F(v)—liminfFe(ue)+6(vIu i )--(v,Au i )+(u i — v,b) 

.F(v)—F(ui)--(v Iui)+(v,Au i )+(u i — v,b) 

for all v E L2 (S), i.e. u l is a solution of variational inequality (11). Observe that 
Fe(v) — F(v) for all v E L 2 (S). (see Barbu and Precupanu [3: k. 107)). Uniqueness 
implies u 1 = u 6 I
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4. Regularity 

In this section we derive LP-bounds for the solution u = u ,6 of the variational inequality 
(10) that are independent of e and 6. (Here again, we shall omit the supercript S.) We 
are going to consider u on the hyperplane part r of S defined in hypothesis (H2). The 
solution u E L2 (S) satifies the inequality 

S(v - u	 (17) 

for all v E L2 (S). We multiply inequality (17) by the test function v = u + ti7, where 
0 54 t E R and r E CO-(S) satisfies the condition suppr cc r. Thus 

for 

From
lim (F(u + t71) - Fc(u)) = c' I rjudS t-at	 Jr 

it follows that

SfuedS+f Au, dS+jiiudS= is 77 b, dS	 (18) 

for all 77 E C'°(S) and by approximation for all ' E L2 (S)- with suppl) Cc r. Since i 
can be chosen arbitrarily we get 

Sue + Au., + E - u = b	in L o (r) .	 ( 19) 

4.1 (Localization and preliminary regularity). In the following we are going to use 
local properties of pseudodifferential operators. We choose an open subset U cc r and 
an arbitrary but fixed test function p E C1 '°(U) with W > 0. Setting g = Wu, relation 
(19) gives

Sg +Au = cb =: b. (20) 

Remark that SupPb C U. Furthermore we choose a function p E C(U) such that 
P 1 on an open set W CC U with K. = suppço C W. Then relation (20) may be 
written in the form 

Sg + (Ap)u + 'g = - A(1 - p)uc = b + R i u = b + pRi u	(21) 

where R 1 = -W A(1-p) is a so-called regularizing do: R 1 E 'I'°°(S) (see Dieudonné (4: 

	

Vol. 7, Prop. 23.26.11/p. 212]). Therefore R 1 : W_ 2 (S)	W'"2(U) c Wm2(S) 
a continuous operator for all in € N. 

Next we make use of the principal symbol a_ i (A) defined in hypothesis (H2). Let 
us agree to write x E R  and E R"' in the following instead of x' and ', respectively. 
Since the principal symbols of both çoAp and pAço are the same: a_(pAp)(x,) 

= (x)II', we only get a perturbation of order -2 exchanging W and
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M in the term (cpAp) of (21): pAp = pAp + P_ 2 where P_ 2 E 'I' 2 (U) is a proper Odo 
of order —2. Thus

+ (MAW)u, + eg = be + pRj u + P_29 =: h .	(22) 

By the mapping properties of proper do's, we see that P_ 2 : W 2 (U)	W'(U)

is a continuous linear mapping. Introducing a third cut-off function p ' such that p' 
on supp p we can re-write (22) as 

Sg + (pAp i )g + e'g = f.	 •(23)


The principal symbol of pAp 1 on r is a_ i (pAp i ) = 
Let us fix e > 0 and study the individual function g for a moment. 

Lemma 1. Let US assume b e W,'(r) for all < +00. Then 9e = çOU E W'P(U) 
for all e,ö >0 and p <+ 00. 

Proof. The solution u of inequality (17) belongs to L2 (S). Therefore f e W1,2(U). 
From Treves [15: Theorem 2.1/p. 161 we get (pAp i )g E W1,2 (U) and relation (23) 
gives the inclusion

69c + e'g E W 1 ' 2 (U)	 (24) 

Therefore 8g and (6+e')g both belong to W 1 '2 (U), and g E W" 2 (U) for each fixed 
pair 6,e > 0. From the embedding theorem it follows that g E L 1 (U) with Pi = 
for N > 3 and P1 < +00 arbitrary for N = 2. From the same argument we derive the 
inclusion f,(pAp i )g E W'Pl(U) and finally g E W' P '(S) C L,, 2 (U) with P2 = 
for N > 5 and P2 < +00 arbitrary for N 4. Repeating the argument we conclude 
that for each e,6 > 0

= Wu, E W"(U)	for all p < +00.	 (25)


Then it follows from the embedding theorem that g E C 15 (U) for all 0 E (0, 1) U 

4.2 (L-regularity). We intend first to apply a &do P with principal symbol to 
equality (23). Then we multiply it by the test function (g)P = 9P2g. In order 
to avoid additional regularizing terms containing e'g we need some preparation. For 
this define

	

•	(Pv)(x) = J ex(e)leId 
N	

(2)N 

for v e CO(RN), where x E C°°(R') is a cut-off function characterized, e.g., by 

fo if ICI <1 
if ICI >, 2. 

Now we put f Pv w dx into a form adapted for considerations of the positive and 
negative part of the functions involved. Taking real functions v, w E C000(Rl') the
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theorem of Fubini gives 

(PV ' W) 
= JR, (IRN e x(e)II i (e) (2N ) w(x)dz 

=
 RN I x(e)IeI)() 

d 
 (27r)N	 (26) 

= / IeI()(2N ./RN J W) 

Ii + 12. 

The operator R2 defined by 

(R2v)(x) = fR' e(() - 1)II) 
d 

(27r)N	for v E Co(RN) 

is regularizing: R2 e W_(RN), since the amplitude x(e) - 1 vanishes outside the ball 
B2 (0) (cf. Dieudonné [4: Remark 23.19.5(iii)/p.149]). Applying Parseval's equality to 
'1 we get

I = a JJRN X1RN Ix - y I	(v(x) - v(y)) (w(x) - w(y)) dxdy	(27) 

where a = a(N) > 0 is a constant (see Wioka [18: p. 97] and Hörmander [5: Vol. 
1/p. 241]). We stress that both integrals 11 and 12 depend on v and w. We have 
(R2 v,w) = 12 and define an operator Ji by 

(Jj v,w) = = a ARN
 

 xRN Ix - 1Ni (v(x) - v(y))(w(x) - w(y)) dxdy 

for all v,w E CO' (RN) to get 

(Ji v,w) = (Pv,w) - (R2 v,w).	 (28) 

We now prove L-regularity of the solution u of the variational inequality (1). 

Theorem 1. Lei 2 p < +oo and b E w4 2 (S) n w,(r): Then u E L,°'(r). 

Remark 1. For 2 p < +, the inclusion b E W"P (S) implies the inclusion 
E L(S) if after a coordinate transform the operator A has the principal symbol (3) 

in each coordinate patch of a partition of unity on S. 

Proof of Theorem 1. To prove the theorem we consider the approximate problems 
and derive uniform bounds for the solutions u = u 6 of inequality (10) and u6 of 
inequality (4). 

(a) For simplicity we set b6 = b € W 2 (S) fl W'(r). By approximation, we 
may assume that the family (be ) belongs to W4 2 (S) fl W,(f') for all q < +co and,
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furthermore, b - b5 in W2(S) and in W,(r) as c —, +0. In particular, for any 
open set 0 cc IF

sup 11bII 1,o< M = M(0) < +oo.	.	 (29) 

It follows from Lemma 1 that g E W1(U) for all q < +00. Therefore also g; e 
Wl(U) for all q < +00. Suppose q> N, arbitrary. Then Wl(U) is a Banach algebra 
(see Adams [1: p. 115]) and it follows , that (9,)P-' 9P_2g E Wl(U) for each 
q 2 2. It is pur goal to show that (29) implies 

sup Il geIIp :5 M <+00	 (30) 

where the constant M1 is independent of S. This gives the local boundedness of u E 
L(r). In fact, we may choose W such that 1 on any open set V cc U and 
estimation (30) implies

sup I u Ip,v !^- M1 <+00.	 (31) 

(b) We apply operator J 1 to equality (23) and multiply it by he = (g)P to get 

S(Ji g,h) + (Ji(,A1)g,h) +C'(J ig,h) = (J1f,h4, 

that is	 .	.	.	. 

L 1 +L2 + L 3 := oafJ ix _.y_N_l (g(x)_g(y))(h(x)_ h(y))dxdy 

	

•	 . 	
(32) 

• e1a Jf Ix - yl_ N_I (g(x) - g(y)) (h(x) - h(y)) dxdy 

= ((P R2)f, h ) + (R2(pAi)g,h). 

Now we have to consider the terms L 1 , L2 and L3 of (32) separately. The function 
t2i is uniformly monotone for p 2 2: 

	

(I s I 2s - I t I 2t )(s - t) 2 cls - j1P	for all s,t E R	 (33) 

where c> 0 is a constant (cf. Zeidler E19: Vol. 2/p. 503]). Then 

= Sa if. Ix - Y 	(g'. 
(X) - geCy)) (Ige (x)I 2 ge (x) - Igc(y)I2g(y))dxdy 

> scafJ Ix - 
1_N_I19 (x) g (y )Pdxdy	. 

6cagI.  

The third term L3 in (32) is , the penalization term. Oberserving that 

(IsI 2 s - Itt	i)(s - t) 2 (I s I 2s	II 2t )(s	,
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it follows from (33) that 

L3 = E'a 11-ix - y l	(g(x) - g(y)) (h(x) - h(y))dxy 

> c'caff lx - y_N_Ig(x) - g(y)Pdxdy 

= E'calgV... 

The second term of L2 = (P(pA i )ge ,h c ) of (32) contains the composition of P e 
'F'(U) and the proper 1)do zA 1 e W'(U). The principal symbol of P(zAp i ) E 'P°(U) 
is ao(P(iAz i ))(x,) = x(e),z (x ) . Thus there exists a t,do P_ 1 E 'P'(U) such that 

f
(PiAp 1 )(v) w dx 

= J	 1W (x) dx + J P_ i v w dx 

= f (Jex
	(2N) w(x)dx + (Piv,w).	

(34) 

= 1(1 e2() d' J w(x) dx (27r)/V 

+ 1(f & (x() - ))	(
27r)N) w(x)dx +(Pi,w)


J \JN 
=fvwdx+(R3vw)+(P_ivw) 

for all v, w E C000 (W) where ff denotes an oscillatory integral and R3 is regularizing by 
the argument already used for R2 . Then, by approximation, 

L2 = j gPdx + (R39) h) + (P_ig,h). 

By Holder's inequality, equations (32) and (34) together give 

*5cag'+lIgll+C'calgl" p,p 

:5(ll P - R2)fe li + lIR2 ( A i )ge ll p +llR3 gl+ IPigeIIp)IIge1I II',. 

:5 C(Içab i, ,, , w + II(P - R2)R l u fIlp,w + IlP_29€IIi,,w 

II	lip—i + lR2 ( /24/i )ge Il p, w + 11 39ellp,W + IIP_ i ge ll p, W) IIgeIIp 

since K. = suppp c W CC U. Young's inequality and Proposition 2 imply 

S I geI'	+lIgeII+c'Igl' p,p	 p
)p 

c(iiii. + ll U elI 2 s + IIP 2 gC I Il,,w + ll g ll1 2 + iiP i ge iI ,w)	(35) 

c(i + IIP_29E II ,,w + iiP_igeiip,w)
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since R 1 and R2 are regularizing. 

(c) We are going to apply a bootstrap argument. Using the embedding theorem 
and the fact that P_ 1 : WcoY'p2 (U) — W1 2 (U) and P_2 W4(U) - W2(U) 
are continuous linear mappings we get 

IIP_ i ge ll qj, w	c i IIPigll j2 ,W 15C2 119e11_4,2	 (36) 

IIP_29 Iii ,), ,w :5 c i IIP_2ge II ,2,W	C2 II g II —	 (37) 

for some constants c 1 > 0 and c2 > 0, where q -j-. We stress that these constants 
depend upon W and Ky,, but neither on e nor on 6. It follows from (35) with p = qi 
that

sup(61 
'i 

9e1	+ IIgeII 
+e_i 

lgI Q1) <±00.	 (38)

e	qj91 

This implies sup 1 19,11q, < +00. As in the first step we get 

sup 1IIP_29e I 2,q , , w + IP_ i gei,q, , w} < +00. 
C 

With q = N3 the embedding theorem implies 

IIP_ 2 9e II 1,q2, w 15 C 3 IP_ 2 9eII 2, q j, U	and	IP_19e11q 2 ,w	c3IP_igei,q,,w 

and we get from (35) with p = q 

sup 
(61 

q2 eLL ,q2 + II I + e	 < +oo. 
q2	 q2) 

We can repeat this procedure as far as	p. In the last step we get 

sup (6Igc I) + II ge +ehIg I' )	M1 <+00	 (39) 
£	 P	 P 

where the estimates used above show that the constant M1 is independent of 6 > 0. 
This proves estimations (30) and(31). 

(d) Let e,, —+ +0 for fixed S > 0. Since sup,, flg	M1 we can extract a 
subsequence with cue	g 6 in L(U). As u — u6 in L2 (S) (Proposition 2) we conclude 
that g 6 = pu 6 E L(S), i.e. u 6 E Lr(r). Let	1 on V. The weak sequential lower 
semicontinuity of the norm gives II u6 IIp,v	IIu6 lip M for V CC U. 

— (e) If 6,, ' +0, there exists a subsequence such that çou 5	uo in L(S) and 
—+ uo in W_42(U). Proposition 1 gives WU6 

—+ Vu in W 2 (S) . Consequently 
Uo = i.pu E L(U), and it follows that u E L ,0c(r) with D u IIp,v ^ lulIp	M1 for 
V cc UI
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5. L-regu1arity 

5.1. To prove L-regularity for the solutions ue of equation (19) we apply a method 
from the classical theory of differential equations due to Stampacchia. It depends on 
estimates for the size of level sets. As in Subsection 4.2 we begin with a kind of differ-
entiation of equation (23). Here we are going to use the operator 

(Pv)(x) := JRN e x()IeI7(e) 
d 

(2ir)N (40) 

for v E Cr(RN ) where 1 < -y < 2 and x E C°°(R N) is the same function as in 
Subsection 4.2. For g = Wu, we have the following estimate. 

Lemma 2. Suppose bg E W' 2 (U) for some y E (1, 2). Then there exist appropriate 
ibdo's Q and	from 'J[(U) and 'Ji 2 (U), repectively, such that 

Sa[g ( x ) - k] 12 + a[ge (x) - k]I2 
I.

	

 
J (IQyfel + IQ_ 2 geI)(ge(x) - k]dx.	

(41) 

U 
Proof. (a) For v, to E Cr(R') we get

\ (Pv,w) 
= JR1 (JRN ex(e)IeI) (2 d ) N) w(x)dx 

=
 IRN

d	
/ 	

d	(42) 
 (2)N +	 ) ()N 

I + i;. 

Concerning the integral I we observe that the operator R defined by 

(Rv)(x) 
= JR, e'(() - ' ) II) (2,r)' 

for v E CO— ( RN ) is regularizing, whereas Parseval's inequality implies 

	

= aff
- yI(v (x) - v(y))(w(x) —w(y))dxdy	(43) xRN  

with a = a(-y, N) > 0. Defining


(J7v,w) = 

= a ARN  XRN Ix - yI(v(x)- v(y))(w(x) - w(y))dxdy 

for all v,w € C'°(R'') we get 

(J7v, w) = (Pv, w) - (Rv, w).	 (44)
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(b) The application of the operator J to equality (23) and scalar multiplication by 
a test function he gives 

L 1 ± L2 + L 3	Sa ff ix - y_'-(g(x) - g(y))(h(x) - hc(y))dxdy 

+ (P(,iA1)g,h) 

+ e1aff lx - yl(g(x) - g(y)) (h(x) - h(y))dxdy 

= ((P -R)f,h) + (R(iA,ii)g,h). 

For k > 0, choose h	[g - k] E Win (45). It follows that supp [gc(x) - k] + c 
supp V for k > 0. We first get 

= afJ lx - yl([g(x) - k] - 1 g (y ) - k]) 

x (fge (x) - k] - [g(y) - k])dxdy 

^ a fJIx - ylEg (x) - k] - fgc(y) - k) + 
1 

2 

dxdy 

=	- kjl2. 

Observing that
W - F)([s - k] - [t - k)) ^! 0	for all s,t E IR 

we see that
c'afJ lx - yl(g(x) - g(y)) 

X ([ge(x) - k] - [g (y) - k])dxdy 

>0. 
In the second term L2 of (45), the principal symbol of the composition PiAi i ) E 
I''(U) is (P(jiA1zi))(x,) = z(x)ll)x(e). It follows that there exists a tbdo 
P 1 _ 2 E 'Ji' 2 (U) such that P(Aii ) = P' j + P._2 where P' E 'I' 1 (U) is 
defined by (40) with y replaced by 7 - 1. Thus (44) with -y - 1 instead of gives 

= (PY_lg, h) + (P._2 9, h) 

= affix -	 - k] - 1g, (y) - k])(g(x) — kJ - [g (y) - k]) 

+ (R3 9,jz) + (P_2g,h) 

^! aI[ge - k]l1 2 + (R3ge,he)+(P_2ge,he). 

The regularizing operator R3 = R' arises from (44). Observe that 1L 1 on K, 
supp W. Summarizing we get 

-	 1 2	
2 

+ al[ge - k1l2 

f{((P - R )f) + (R(,LA i )g - P_29 - Rge )}[gc (x) - k]dx (46) 

= L (Qfe + Q_ 2 9)[9(x) - k1dx
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where we have introduced Q =	— R' and Q-2 = R(pA.t 1 ) - P._2 - R3 to keep

the notation short. This proves the lemma I 

5.2 We prove an embedding theorem which is needed later in this section. 
Lemma 3. Suppose !Q c R" is a domain and s E (0,1) is given. We set 1 = 

2N	 q	2 N I 1. C . q =	> 2. Then the following assertions are true. 

1. We have the continuous embedding W 2 (cl) C L(ci), such that 

	

1U11q	c II u IIs,2	for all u E W'2(ci). 

2. If .ci 1 CC ci is an open set, then there exists a constant C = C(ciJ1 1 ) >0 such 
that

IUIIg	C 1 u 13,2	for all u E W,,2(q) with suppu c ci	(47) 

Proof. For Assertion 1 cf. Triebel 16: p. 196]. For Assertion 2.we prove that 

1/2 

	

IkII =	
+ 10\01

	

I u I}	 (48) 

is an equivalent norm on W" 2 (fl), i.e. there exist constants c 1 , c2 > 0 such that 

Cl	+J	uI2dx}	 1 I u I dx } <C2 IIuI2 1	IuI 2dx} (49) 
11 

for all u e W' 2 (ci). The first inequality in (49) is obvious. To prove the second one 
we suppose the contrary. Then there exists an sequence (ufl)R EN such that II u n1I,,2 ^! 
fl lkinhla (n E N). We define v,, = 11U11.,2 Thus II v II3,2 = 1 and II vn Ia — .0,and we 
can select a subsequence, again denoted by (va ) such that v v in W' 2 (cl v,. —, v 
in L2 (Q) and vn (x) — v(x) a.e. in Q. From II VnhIa — 0 it follows that 

	

v(x) — 0	a.e. in ci \!Q 1	 (50)


and

IvnI,2 
= ff Ix — y I 2 I v (x ) — v (y )I 2dxdy —p 0. 

cl X  

Therefore Iv(x) — v (y)I — 0 a.e. in ci x ci and (50) implies v(x) -+ Oa.e. in Q. 
This gives'vn —' 0 in L2(Q) and because of v32 —, 0 we see that	— 0, which 
contradicts	= 1. Thus (49) is proved, and (47) follows immediately I 

5.3 Now we define sets A(k) where g = wu 6 superceeds a lever k: 

A(k)={xEr: gc>k}. 

We age going to estimate the size of Ae(k). Remember that 1 < y < 2.



372	R. Schumann 

Lemma 4. We suppose b € W'(r) for some E (1,2) and r >	Set b : 
:= b. Then there exist constants C > 0 and 0 > 1, independent from e and 8, such 

that
lAe(h)l < (h " k) A(k)	for all h> k > 0	 (51) - 

where q- 2N  N-4-1--

Proof. Set s == iL	2N 
2 q	N-2s = N+1— > 2 and i +	= 1. It follows from 

	

q	q' 

Lemma 2, Lemma 3 and the inclusion supp[ge (x) - k]+ c suppp CC U that 

{IA. (k) 
[g(x) - k]+Idx}

	

1/q'	 I
(52) 

/q 

<C I IA	
(IQfeI + Q_2geI)dx}	

IA. (k)	
- k]+ I q dx 

for k > 0. Young's inequality gives 

2/q	 2/q' 

{ IA.	 [ge (x) - k]dx}	c {
 IA. (IQfeI +IQ29I)Q'dx

(k) 

Therefore, for h> k > 0,

q/q' 
IA(h)Kh - k) <C  11A. (IQfeI + IQ2eI)dX

(k) 

and, by Holder's inequality with r> —i--- = -a--- and r > q', 
g-2	7 —i  

A(h)I(h - k)	c(IIQfeIIr, +
	

(53) 

We see that 0 = q - 1 - > 1. It follows from (22) and (30) in the proof of Theorem 1 
that sup (IIQ'JeIIr,u + IIQy-29e11r,U) < +. This gives (51)1 

Now we are in the position to prove the uniform boundedness of the family (ue) = 
(ut ). We are going to use the following result of Stampacchia. 

Lemma 5 (see Kinderlehrer and Stampacchia [8: p. 63]). Let : [ko, +) - 
be a non-negative and non-increasing function such that 

(h)< (h_k)a	
for h>k>k0	 (54) 

where C,cx and /3 are positive constants with /3> 1. Then 

(ko + M) = 0
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where

	

M=2/rC* [p(ko)]	 (55) 

Theorem 2. Suppose b E W7 r(U) for some 7 E (1,2) and r > -'--. Then the 
solution u of the variational inequality (1) is locally bounded on F : u e L(F), i.e. for 
all V CC F there exists a constant M > 0 such that 0 <u(x) < M a.e. on V. 

Remark 2. Under the hypotheses of Remark 1 one may prove the inclusion tz E 
L(S). 

Proof of Theorem 2. We shall prove the theorem in three steps. 
(a) First we define b = b6 := b for all e,5 > 0. We are going to apply Lemma 5 

and suppress the superscript S again. Set q(k) = IA(k)I and k0 = 0. Then (ko) = 
I{x E F : g > 01I :5 J UI and it follows from (51) that there exists a bound M > 0 
independent of e and S such that 

w(x)u(x) = ge (x) :5 M:=	 ciIuIT	(56) 

a.e. on U. 
(b) Next, we keep S > 0 fixed and let E := En +0. For simplicity, we omit the 

subscipt n. From Proposition 2 we know that ue - u5 in L2 (S), g —' 9 6 = u 6 in 
L2 (U) and along a subsequence ge (x) -, g 6 (x) a.e. in U. Since u 6 E K1 (56) gives 

	

0	(x)u6(x) = g6(x)	M 

a.e. in U. 
(c) Finally, let S := 5,, — +0. As in the proof of Theorem 1 we have çau 6 —s çou 

in L2 (U), and pu 6 - cpu in W_2(S). Along a subsequence, a theorem of Banach 
and Saks (see Riesz and Sz.-Nagy [11: p.72]) implies the strong L2 -convergence of the 
sequence of arithmetic means, i.e. v, = (cp01 + Wu 62 + ... + cpu 6") — Wu in L2(U). 
Again, passing to a subsequence if necessary, v,,(x) - co(x)u(z) a.e. in U. Since for the 
means 0 < v,,(x) < M we have also 0 w(x)u(x) < M a.e. in U. As we may choose 
cp in Subsection 4.1 such that cp 1 on an arbitrary open set V CC U the assertion 
follows U 

References 

[1] Adams, R.: Sobolev spaces. New York: Academic Press 1978. 
[2] Archipova, A. A. and N. N. Uralzeva: On the regularity of the solution of a problem 

with one-sided obstacles on the boundary (in Russian). Vestnik Leningr. Univ. (Ser. 1) 
(1986)1, 3 - 10. 

[3] Barbu, V. and Th. Precupanu: Convezity and Optimization in Banach Spaces. Leyden: 
Sijthoff & Nordhoff 1978. 

[4) Dieudonné, J.: Grundziige der modernen Analysis, Vol. 7. Braunschweig: Vieweg 1982, 
and Berlin: Dt. Verlag Wiss. 1982.



374	R. Schumann 

[5] Hörmander, L.: The Analysis of Linear Partial Differential Operators. Vols. 1 - 4. New 
York - Berlin: Springer-Verlag 1989 - 1992. 

[6] Kinderlehrer, D.: The srnothness of the solution of the boundary obstacle problem. J. 
Math. Pures Appl. 60 (1981), 193 - 212. 

[7] Kinderlehrer, D.: Remarks about Signorini's problem in linear elasticity. Ann. Sd. Norm. 
Sup. Pisa 8 (1981), 605 - 645. 

[8] Kinderlehrer, D. and G. Stampacchia: An Introduction to Variational Inequalities and 
their Applications. New York: Academic Press 1980.	 - 

[9] Lions, J.L.: Quelques méthodes de resolution des problêmes aux limites non linéaires. 
Paris: Dunod 1969. 

[10] Muñd, A.: Equilibrium 'configurations for rotating conducting bodies. Univ. Leipzig (un-
published). 

[11] Riesz, F. und B. Sz.-Nagy: Vorlesungen uber Funktionalanalysis. Berlin: Dt. Verlag Wiss. 
1973. 

[12] Rodrigues, .J. F.: Obstacle Problem.s in Mathematical Physics. Amsterdam: North Holland 
1987. 

[13] Schumann, R.: Regularity for Signorini's problem in linear elasticity. Man, math. 63 
(1989), 255 - 291. 

[141 Shamir, E.: Regularity of mixed second order elliptic problems. Israel Math. J. 6 (1968), 
.150 - 168. 

[15] Treves, F.: Introduction to Pseudodifferential and Fourier Operators. New York: Plenum 
Press 1982. 

[16] Triebel, H.: Theory of Functions Spaces. Leipzig: Akad. Verlagsges. Geest & Portig 1983 
and Basel: Birkhäuser Verlag 1983. 

[17] Uralzeva, N. N.: On the regularity of solutions of variational inqualities (in Russian). 
Uspechi mat. Nauk 42 (1987)6, 151 - 174. 

[18] Wloka, J.: Partielle Differentialgleichungen. Stuttgart: Teubner-Verlag 1982. 
[19] Zeidler, E.: 'Nonlinear Functional Analysis and Applications. Vols. 1 - 4. New York - 

Berlin: Springer-Verlag 1985 - 1992. 

Received 16.06.1995


