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A Non-Degeneracy Property for a Class of 
Degenerate Parabolic Equations 

C. Ebmeyer 

Abstract. We deal with the initial and boundary value problem for the degenerate parabolic 
equation u = A,3(u) in the cylinder fI x (0,T), where I C R" is bounded, 3(0) = '(0) 0, 
and ,O ' ^! 0 (e.g., /3(U) uI lzI m_l (m > 1)). We study the appearance of the free boundary, and 
prove under certain hypothesis on 3 that the free boundary has a finite speed of propagation, 
and is Holder continuous. Further, we estimate the Lebesgue measure of the set where u > 0 
is small and obtain the non-degeneracy property I10 < /3'(u(x,t)) < e} < ce. 
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0. Introduction 

Consider the initial and boundary value problem 

u t =Ls 13 ( u )	in Qx(0,T] 

u(x,t)=0	onôfZx(0,T]	 (0.1) 

u(x,0)=uo(x)	in 

where Q C 1R'is bounded, T < +00, 0 is a function with /3(0) = i3'(0) = 0 and ,3' > 0, 
and u 0 > 0. Written in divergence form Ut = div(/3'(u)Vu) we see that (0.1) is a 
degenerate parabolic equation. 

The model equation of this type is the porous medium equation 

Ut = I. (uIuI m_l )	(m > 1).	 (0.2) 

Equation (0.2) has been the subject of intensive research, surveys can be found in [14, 
16]. An interesting feature is the free boundary r(t) = ôsuppu( . , t). Its behaviour in 
one dimension is studied in [2, 3, 6, 131, results in several dimensions are proven in [7, 
9 - 11]. 

In detail the Cauchy problem in n dimensions is treated in [7] and the initial and 
boundary value problem in [11]. If suppuo CC Q and u 0 is not too flat near ôsuppuo, 
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then there is no waiting time [13], that means the free boundary begins to move imme-
diately. In detail r(t) is strictly increasing for all t > 0 where r(t) n 511 = 0. Further, 
the free boundary has a finite speed of propagation and r(t) is Holder continuous. 

One consequence is the following non-degeneracy property [11]: Consider the set 
Qo = {(x,t) E 11 x [0,T]: 0 </3'(u(x,t)) <e} where /3(s) = ssI m_l (in> 1). Then 
the Lebesgue measure IS1 0 1 of 11O satisfies 

11oIce 2 .	 (0.3) 

This estimate plays an important role in finite element analysis (see [11]). If r is 
sufficently smooth, the better result jQo 1 cc can be shown, for example, if 11 c R' or 
if suppu( . ,t) is convex. The reason is that then the velocity of I' is determined by the 
slope of u (see [7, 13]). 

The aim of this paper is to prove the non-degeneracy property (0.3) in the case of 
general 3. In Section 1 we state the assumptions on the data and the main result. In 
Section 2 we study the free boundary. We prove that under the hypotheses on 3 given in 
Section 1 the free boundary has a finite speed of propagation and is HOlder continuous. 
The proof depends in a crucial way on the .smoothing property u 1 > — u. In Section 3 
we prove the non-degeneracy property. There we will use suitable comparison functions. 

1. Assumptions on the data and the main result 

Let öO, SI, S O and c be positive constants and set 11(t) = suppu( . ,t) and 11(0) = suppuo. 
We need the following assumptions: 

(Hi) u 0 E L(11) and 0 < u0 (x) < M (x E 11). 
(H2) 11 C R' (ri > 2) is a connected open domain with Lipschitz boundary. 
(H3) 11(0) cc 11, 11(0) is a connected domain, and 511(0) E C2. 
(H4) 0 1 (uo(x)) > c(dist(x,511(0))) 26 for x E 11(0) with 0 <6 < 2. 

(H5) 3'(-(x, t)) > c(dist(x, 511(t))) 2 (t Cz (0, 6)) if dist(x, 511(t)) 

Furthermore, we suppose the following assumptions on 8: 
(Al) 0 E C3(0, IIuoII). 
(A2) 0( 0) = /3'(0) = 0 and /3( s ), /3'( s ), /3"(s) > 0 for all s > 0. 

(A3) c >0 for all s E [0, IIoII]. 

(A4) 0< k0	
2	

ki <1 (s E [0,so]). 

(A5) I(is) a&(s) (s E [0,/3(so)]) where c < 1 and (s) = 

(A6) /3(s) > s tm (s E 10, so)) for some constant in> 1.
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Remark. i) Assumption (A5) holds, if (f3_'(s)) is concave for all s e [0,8(s)]. 
ii) [3(s) = slslml (rn > 1) satisfies assumptions (Al) - (A6). 

In general, it is not to be expected that all solutions of problem (0.1) will be regular. 
But if uo E L°°(l) and T < +, then the existence of a unique weak solution u is 
known and it holds (see [151) 

	

E L O" (0,T;L(l)) nC(S1 x (0,T))	and	/3(u) E L2(0,T;H'()). 

Further, uo 2 0 implies u(x,t) 20 for all (x, t) E Q x [0,T]. 

The main object of the present paper is to prove a non-degeneracy property for wich 
we define the two sets

= {x,t E ci x [0,T]: 0 </3'(u(x,i)) < 

and
c10(t) = {x E 11(t): 0 < /3'(u(x,t)) <} 

for 0 <t <T. 

Theorem 1.1. For the Lebesgue measure 1 11o1 of lb 

Illol = IUo<t<Tlbo(t)I S cc I
2

 is satisfied. 

2. The free boundary 

Assumption (H3) implies that the support of u has a free boundary for some t > 0. We 
define the free boundaries 

= U()<j<TOlb(t) \ 311	and	['(t) = 311(t) \ 311 (t > 0). 

Lemma 2.8 below implies 11(t 0 ) C 11(t 1 ) for to t 1 . Then it follows as in. [7] that if a 
vertical line segment a = { (xo,t) : t 0 < t < t} satisfies a C F, then {(xo,t) : 0 < t < 
t 1 ) c r, and if F contains no vertical line segment, then I' is strictly increasing in every 
point. 

Further, hypothesis (114) entails that there is no waiting time, that means 11(0) fl 
511(t) = 0 for all t > 0. Hence the free boundary is strictly increasing for all t > 0 
where r(t)n 511 = 0. This result is due to [13], if /3(s) = s I s I"' (m > 1) and 11 = R1. 

The proof to equation (0.1) is similiar (one needs suitable comparison functions; see, 
for example, Section 3). Let us note that the conclusion fails, if we allow 6 = 0 in 
hypothesis (114). 

The set 11(t) is open, thus let 11(t) denote its closure. In this section we generalize 
the ideas of [7, 111 in order to prove the two following theorems.
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Theorem 2.1. The following assertions are true. 

i) Let 0 <6 t t+s T < +, B CC Q a ball and U a (cs 1/ ) -neighbourhood 
of 1(t). Then there exist two constant., c and -y > 1 independent of .s and t such that 
(U n B) C (cl(t + s) fl B). 

ii) Let 0 < 6o	t and 0 < 6 < 1. Then Z(t + 6) is contained in a (c6' /2 )- 
neighbourhood of 11(t), where the constant c depends only on 80 and on the data. 

This theorem discribes the finite speed of propagation. In particular, let t > 6o, 
z E r(t 0 ), 'j E R'1 , 1,7 1 = 1 and g(s) = z+sj such that g(s)fl11(io) 0 for ails E ( 0 1 6), 
for some 6 > 0. Further, let nu (77, z, to) denote the velocity of 17(t 0 ) in the direction of 
i. Then by Theorem 2.1, there exists a constant c 1 independent of Z, 17 and t0 such that 

ic(ri,z,to) ^! Ci.	 (2.1) 

The free boundary I' is strictly increasing. Thus for any x E 11 \ 11(0) there exists a 
unique point t such that x E r(t) if and only if t = t. Hence the free boundary is 
given by a function t = G(x) (x E 11 \ 11(0)) continuous in n \ 11(0). 

Further, the proof of Theorem 2.1 yields the following property of G. 

Theorem 2.2. G is Hlder continuous on n \ 11(0) (with Holder exponent -y) and 
uniformly HOlder continuous in any compact set K C ( \ 11(0)). 

Corollary 2.3. Let i i < t2 , x 1 E r(t 1 ) and X 2 E r( t2) such that dist(x i ,F(t2 )) = 
dist(x i ,x2 ). If dist(x i ,x2 ) is sufficently small, then 

dist(ri,x2)	c I t i — t 21 4	 (22)

where the constant c is independent of xi, X2 and ii, t2. 
An essential property of u is the smoothing property (2.3). A proof which uses 

semigroup theory can be found in 18). Let us prove (2.3) using a comparison argument 
(see also [1, 5), if /3(s) = slsl m_i with m> 1). Hence we need the following comparison 
theorem [4]. 

Theorem 2.4. Let L(u) = ug - Lu3(u) and suppose (in the weak sense) 

1) L(u i )	0 and L(u 2 ) ^! 0 for all (x,t) E 11 x (t0,t1] 
2) u i ( . ,to), u2 ( . ,to) E L2 (1l) and (u i - u 2 )g E L' (t0 , t 1 ; L'(fz)) 

3) u i (x,to) 5 u(x,to) for all x E 11 
4) u i (x,t)	u2(x,t) for all (x,t) E 011 x [to,t1). 

Then
ui(x,t)	u2(x,t) 

for all(x,t) E 11 x [to,ti]. 
Lemma 2.5. Suppose assumptions (Al) - (A3). Then there exists a constant k > 0 

such that
u> —u	 (2.3)
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fort E (0,T). 

Proof. We will show

	

(flu )) j ^: —/3(u)	 (2.4)

for t E (0, TI. Then the convexity of 3 entails 

	

Ut	t/3'(u)	t 

Consider the function w = t(/3(u)) = tfl'(u)u i . Since 

Wj = /3'(u)u + t /3"(u) (Ut)2 + t /3'(u) (i./3(u))t 

we get
/3" 

L(w) := w 1 - w
	(u) 2 - - 

	

t	t(/3'(u))2 w - $'(u)zw = 0. 

Further, —k/3(u) satisfies

k2/3(u) /1	/3"(u) /3(u)
L(—k/3(u)) =

t	- (fl'(u)) ) 

and it follows L(—k/3(u)) 0 where k = 1 with c given in assumption (A3). Assume 
uo to be smooth (otherwise one uses approximations (see, e.g., [15]). Then it holds 
w0(x) 0 > —k/3(uo(x)) and w(x,t) = 0 = —k8(u(x,t)) for all (x, t) E aci x (0,T). 
Hence the comparison theorem yields w t j31 (u)u t ^: —k /3(u) I 

Let 

	

B(x,R) = {y e R": ly - x <R},	B(R) = B(0, R),	)If = jjf. 
Now we can establish two fundamental lemmas. 

Lemma 2.6. For arbitrary 6 > 0 let to ^! 6o, xo E ci\ci(to), R0 dist(xo,Oci(to)). 
<dist(xo,Oci) and 0 < R 1?. There exist two constants c and Z depending only on 
60 ,ko, so, k,n and M such that, for 0< a < E, 

0(u(x,to))0 (xEB(xo,R))	and	0(u(x,to+a))dxc-
B(zo,R) 

implies

	

/3(u(x,to + a))	0	(x E B(xo, *)). 

Corollary 2.7. If /3(u(x,to)) = 0 for all x E B(xo,R) and if (xo,to + a) belongs 
to (t0 + a), then

12 
0(u(x,to+a))dx>c R —. 

	

(zo,R)	 or
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Proof of Lemma 2.6. First we note that dist(xo,31(t)) < dist(xo,5) entails 
the inclusion B(xo,R) C ft Define the function v = 13*(u). Some easy calculations 
show that v is a weak solution of the equation 

	

Vt - V& + 
(1 -
	

1Vv12.	 (2.5) 
-	 ($hl(u))2 ) 

Let a = and

	

u(x, t) =	(afl(u(xo + R.x, to + at))). 

By some direct calculations it follows that = *(u) is a weak solution of the equation 

/	13'(ü)IY"(ü)\ 
IVi3I 2	(2.6) Vj =a(a_ 1	1())+a) 

1	("(u)) 2 ) 

where = 3l(f3_1) (and a(a 1	'(i3)) = a/3*(u)). We distinguish two cases: 
Case a 1. The assumptions yield 13(ü(z,0)) = 0 for all x e B(i) and 

13(ü(x, 1))dx a	13(u(xo + Rx, t 0 + a)) dx <c	(2.7) 
B(1)	 8(1) 

and from (2.3) it follows that 

	

z8(ü) = aA/3(u) >.—a 60 o u> -eo	 (2.8) 

where co =. Hence we get z(i3(u) +	I x V) ^ 0, thus /3(ü) +	x 2 is subhar-6 0
monic. We obtain for x E B()

2 
	
1)) +	2' 

- 
/3(ü(x, 1)) + - lxi <	 ki ) d 

	

2n	 2n  

<2	
fl(u(e,1))d+—. 

6o 

8(1)	 2n 

From (2.7) it follows that f3(ü(x,i)) < (2'c+ ) for all x e B(). Using (2.4), we get 2n	2 

ka 
= a(13(u))j > —cx---/3(u) ^! —c 1 0(1)	 (2.9) 

where e =	-. We obtain /3(ü(x,1)) > e_dt(1_t)fl(fl(x,i)), thus for all x E B() and
t E (0,1)

6 \ \ \ 

	

/3(ü(x,t)) <e1 (2'c+
Eo

 -)	
and	(X, t)	(ec (2c+ -)).	(2.10)

Now we will apply the comparison theorem. We define the function 

z(x,t) = A(mo - 1){a2i+ a (r	
)}	

(r = l x i, A >0)
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where m0 > 1 and a = . Then supp z(x, t) = {x E R" Ix  2 - }. If A is sufficently 
small, then z satifies the inequality 

Z ' >a 0 (a -, V, -, W) Az  
+ m0 

1 
-1 lVz 1 2.	 (2.11) 

For it holds a '('r'(z)) = 0 if: = 0, next in suppz we have 

zt = A(rno - 1)a2 , Az = .\(mo - 1)(n - 1)
a
-, IVzI 2 = A2 (rno - 1)2a2 
r 

and assumption (A5) entails an'°,Lr'(z))	aa'74'(r(z)) = z, thus 

a 2	

(a(a((z)))
(n_1)a2+a2)A 

Aar  

if A is sufficently small. Let m0 =where k0 is given in assumption (A4). Using 
(2.6), we get

ii <a(a''(i))ii+ 
m0 - 

1 [Vi3] 2 ,	 (2.12) 

for from assumption (A5) it follows that 

0 1 (ü ) = /3 1 (0 1 (afi(u))) 2 afl'(fl'(fi(u))) = a/3'(u). 

The comparison theorem and (2.10) - (2.12) yield i(x, t) z(x, t) for all (x, t) E B() x 
[0,1] if c and ë are sufficently small. In particular we obtain &(x, t) = z(x,t) = 0 for all 
(x, t) E B() x [0, 1]. 

Case a> 1. Now the assertion follows if we consider u instead of ü and use R2 <a. 
We get like above

\ \ 
v(x,t)	(ee' (2"c + Co

	for all (x,t) E B(xo, ) x [to, to +a]. 
. 2n

Next, we apply the comparison theorem in B(xo, ') x [to, to + all 

Lemma 2.8. Let to 2 So, x 0 E Q \1(t 0 ), 2R0 = dist(xo,ô), 0< R < R0 and 
0 < a < Z where Z is sufficently small. If 

4(zo,R-)	
R2 
a 

then there exists a constant A > 0 independent of a, R, x 0 and to such that 

(u(xo,to + Aa)) > 0. 

In particular A is small, if ji is large.
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Proof. We consider ü as above. The assumptions entail 

B(i) 
/3(ü(x,O))dx = a	(u(xo + Rx,to)) dx 2 . 
 B(1) 

Using (2.9), we get ((Ü))j 2 E i 8(U) where e 1	ë . Consider 

(t) = 40) (ü(x,t))dx. 

It follows that o'(t) 2 —ei(t), thus 

(t) > e1	for all t E [0, A].	 (2.13) 
If the assumption is not true, then 

(ü(0,t)) = 0	for all t E [0,A]	 (2.14) 
and in particular j9(ü(0, A)) = 0. Using in given in assumption (A6) we obtain as in [7] 
the existence of constants c 1 , c2 , c3 and & such that 

I
(s) ds c / fi(ü (0, s)) ds + C2(6 1) '

 + c3 ((t))	 (2.15) 

and c2 , C3 and 6 depend only on in and n. Let A 0 :z= and D(A) := c2(ei)ö(ec.1). 
Then from (2.13) - (2.15) it follows that 

fco(s)ds	(c + D(A))(o(t))	for all t E [A 0 , A]. 

Now the function '(t) = J so(s) ds satisfies 

("(t))	2 B(t)	for all t e (A 0 , A] 

where B = (c 3 + D(A)) and (A0 ) 2 Aoe'p. 
Next we compare 0 with the solution x of the problem 

x'(t) = (B(t)) m	(t E (A0 , A]) 
(Ao) = iI'(Ao). 

We get &(t) 2 ( t ) for all t E [A 0 , A]. The function x fulfills the equation 

(in - 1)((t)) m ' = (C - Bmt)_l 

where the constant C satisfies the equation(m - 1)((A0))m_I = (C - BtmA0)-1. 
It follows that X(t) - +oo if t -r, thus (t) - +oo if A 2 -. This is a 

contradiction. Hence /3(ü(0, A)) > 0 holds if 
C	A	 1 

A 2 B' = 2 + ( in - 1)(,b(Ao))m-lBm 

In particular this is true for small A if p is sufficently large I
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The proofs of Theorem 2.1 and Theorem 2.2 follow now as in [7]. 

Remark. Another approach can be found in [121. Instead of the smoothing property 
Ut > - a generalized Harnack inequality and Moser iteration are used to study the 
free boundary of the porous medium equation with absorption 

Ut = L tL m -up	in 1R' x (0, 00) 

(in> 1, p> 1). 

3. The non-degeneracy property 

In this section we will prove Theorem 1.1. We consider the set 

1 0 (t)	{x E Q(t): 0 < v(x,t) < 

and define
= {x E r(t) : dist(z, R  \ ?(t)) > o}. 

Let r co and x E clo(r). We distinguish the following three cases: 

i) x near r(T) 

ii) x near 3l fl 5I(r) 

iii) x near r*(t) for some t E (0,r) 

(the last case arises if there is a close in, that means a hole in the support disappears). 
We define for r 5o the following three sets: 

M3 	{x E f(r) : dist(x,r(t)) < dist(x,ô(r)) for some t E (0,r)} 

M2 	{x E Z(r)\M3(r): dist(x,oflfla(r)) <dist(z,r(r))} 

MI (T) = {x E (r): x M3 (r) U M2(r)}. 

First we study the measure IM1(7-)I. 

Propostion 3.1. Let to ^! 5, xo E r(t 0 ), X. e r(t0 + s) and dist(xo,x 3 ) = 
di3t (x 0 , (t 0 + s)), further let d2 (xo) = dist (x 0 , oci u (Ut 0 < t<T r(t))). There exist two 
constants co > 0 and d1 > 0 such that if dist(xo,x3 ) :5 min{ di , d2 (xo)}, then 

	

v(xo,to +s) ^! co(dist(x,xo)) 2	 (3.1) 

where co and d 1 are independent of x0 , to and s. 

Proof. Let R := dist(xo,x 5 ), B(x 3 ,R) C Q \ Q(to) and ÔB(z 3 ,R) n(t0 ) =!
(otherwise consider a suitable set B'(x 3 ,R) C B(x 3 ,R) with B'(x,,R) fl I(to) = x0).
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Let i(xo,to) denote the inner normal to ÔB(x,,R) in Xo and j z7I = 1. We define the 
function

g(x,t) = (mo -1) {Aa2 (i - t 0 ) + a(r - R)}	(r = x l)	(3.2) 

where A>1, a>0, in0 = XE B := B(x 3 ,R)flQ and t E [t 0 ,t 0 + ). 
Let t 1 E (to, to +) and I t 1 - to I sufficently small, further let a < c 1 where c 1 is 

given in (2.1). This yields 

i)gj^!gg+(mo-1)hiVg2inBx(t0,ii] 

ii) g(x,to)	v(x,to)	0 for all x E B. 
Let us now suppose that 

iii) g(x,t) ^! v(x,t) for all x E ÔB x [t0,t1J. 

From (2.5) and assumption (A4) it follows that v is a weak solution of the inequality

Vj<vv + (ma.- 1) - ' 1Vv12. 

Thus the comparison theorem entails g(x,t) ^! v(x,t) for all (x, t) E B x [to,t 1 ]. Hence 
the velocity k(,xo,to).of r(t0 ) satisfies 

?c(17,xo,to) < ic 9 (i,xo,to) = .Xa <c1 

if I A - 11 is sufficently small. This contradicts (2.1). The continuity of v yields 

v(xo,to + s) > as	for all .s E [O,(5]	 (3.3) 

*	 C2 for some small (5 and a = (nio - 1) -. 

Next we consider the function 

as	 for s < d2 (X) 
p(x,$)= 

1ad2 (x) -(s - d2 (x)) for s > d2(x). 

For fixed x E Q \ 5) there is a point i such that x E ô1(t) and x	l(t) for all
t < t. Let s > 0 and

	

F(s) :=	mm	(v(x,t + s) - p(x,$)).
ecl\cl(60) 

It holds F(0) = 0, F(s) > 0 for sufficently small s and F is continuous. Therefore there 
exists ad 1 > 0 such that F(s) ^! 0 for all s E [0,d i ]. We conclude in view of (3.3) and 
(2.2) that dist(x 0 ,x 3 ) < min{di ,d2 (xo)} implies 

	

v(xo,to + s)	a (to + s) -	c (dist(xo,x)) 2	 (3.4)

where c is independent of XO, to and 5 I
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Now we construct some suitable comparison functions in order to estimate the mea-
sures 1M2 (r)I and 1M3(7)I. 

Let z, z" E ci, i =parallel to the x-axis, 4* > z,, r' = z + A'i with 
0 < A' < dist(z,z") and to > 5o• We define for x E R n fl {x	4') and t > to 

Ax, t)=(M l _1){al(t_ to) +a21(xn)_a3(d(xI,...,xn_l))2}+	(35) 

where a 1 ,a2 ,a3 >0, lisa linear function with 1(4) = 0 and 1(4') = 4 - 4'I and 

n-I 
d(xi,...,xn_1)= min V'xj_(z+Aj)j. 

A
i= 1 

Let us consider the shape of f: It holds f(z + A, to) = 0 if 0 A A' and 

d
f(z + A1, t 0 ) = (m 1 - 1)a2 dA 

if A' < A dist (z, z"). Further, in any direction normal to 77, the function f is decreasing 
and suppf(x,t') C supp f(x,t") for t' <t". 

Now put the point t 1 such that it holds z E 5K where K = suppf(x,t 1 ) and 
suppose K C Q. Further, we define S = 5K fl Ix,, = 

Lemma 3.2. Let 6 < t0 < t 1 . For any z, z', z", t 0 and c there exist a 1 , a 2 , a3 
and t 1 such that

(3.6) I, jz ,t) = 

f(x,i) <c - a3 (d(x i .. ,x_ i )) 2 ((X, t) E  x [t 0 , t 1 ])	(3.7) 

	

ft	ftf + (ml - 1)' 1Vf1 2 .	 (3.8) 

In particular it holds
f(z + A71, t i ) = 2 A (m 1 - 1)a2A 

for 0	A	dist(z,z"). 

Proof. Set h0 = diarn S h 1 = dist(z, z"), dist(z, z') = yh 1 and dist(z', z") = 0 - 
-y)h i with 0 < -y < 1, and a 1 = ace with 0 < a < 1. The definition of S yields 
a3 := (m,—l)h• We require the following: 

(i) a il t i - to I = a2-yhi 

(ii) a2 (1 —y)h i +ai It  —to l = m,—I 

(iii) 2a3 c = (1 - a)a. 

Then (i) yields z E 9suppf(x,i 1 ), (ii) and (iii) entail (3.6) and (3.8) (note that in 
suppf(x,t) it holds ft = (rn 1 - 1)a i , f/if = —2a3(M ) -1)f, IV! 12 > (Ml - 1)2a2 and 
0 f c). Now (i) requires

a=	 .	 (3.9) 
a2I t I - iol
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Inserting (i) into (ii), we obtain c2h1 =—j-. Noting the above definition of	, (iii)
yields

= 2(m-1) 
h.	 (3.10)

Hence the constant a is determined by (3.9) and h 0 is determined by (3.10). Finally 
note that	must fulfil a special relation I 

Now let us study the measure 1M3(r)I. 

Proposition 3.3. Let 6o to < r, x E M3 (r) and dist(x, r* (to)) 5 dSt(X,r(i)) 
for all t E (0, r). Then for any sufficently small c there exist two constants c 1 and c2 
such that

v(x,t) 2 e	for all t E [t 0 ,TJ	 (3.11) 

of dist(x,r(to)) 2 c 1 e4 and if dist(x,ôci)	c2 €. Further, c 1 and c2 are independent
Of  and to. 

Proof. We fix a point x E M3 (to). Let d := dist(x,r(to)) = dist(x,xo) where 
x 0 e r*(tO). Then (3.1) provides two donstants co and d 1 such that 

v(x,to) > cod 	 (3.12)

if d d1 . Now let us use f from (3.5) as a comparison function (all denotations are as 
above): We suppose d cc 2i where c is sufficently small such that 3€4	ë0 h 1 where 

= min{1,co}. Further, put h 1 = c3 d (C3 < 1 will be determined later), i = 
and

z = xo - E0-4 ij, z' = xo + 'c4i, z" = xo + (c3d— 

Now we apply Lemma 3.2. Let c* = c4h 1 where c* is given in (3.6). This yields 2 = €4. 
Then the function f satisfies f(z',to) = 0 and f(z",to) 2 c, and there exists a point t1 
such that

' f(z,ti) = 0,	f(xo,ti) 2 f,	f(z',ti) 22.E,	f(z", t i ) 23€. 

We assume t 1 = T (this is true if dist(z', z") is suitable or if severel functions fg are 
considered one after another). Using d <cc4, we get suppf(x,T) C ci if c2 is suitable. 

Now we are able to apply the comparison theorem. Below we will prove that 

v(x,t) 2 f(x,t)	for all (x, t) e S x [to, T].	 (3.13)

It follows 

(i) v(x,t) 2 f(x,i) for all x  ôsuppf(x,T) x [to, T]. 

Inequalities (3.12) and (3.8) entail 

(ii) v(x,to) 2 f(x,to) for all x E suppf(x,T) 

(iii) f	fLf + (m - ')—' 1Vf12.
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Put m 1 = -kw here k 1 is given in assumption (A4). Then (2.5) yields 

(iv) vt 2 vv + (in1 - 1)' 1Vv12. 

Thus by the comparison theorem we obtain v(x, t) 2 f(x, t) for all (x, t) E suppf(x, T) x 
[to, T]. In particular it holds v(z",t) 2 e for all t E [to, T). This yields the assumption. 

Finally we prove inequality (3.13). Note that c is defined by c = eh 1 . Consider 
the Barenbiati solution 

g(x,t) = mi(t + r) k(mi_I) {b2 - k(m i - 1) I x - X * I I 2nm 1 (t + 7.)2k/ 

where k = (M I —1+ ). This function is a weak solution of the porous medium equation 
g t = gLg + (in1 - 1)' IVgI (see, for example, [14]). Let suppg(x, to) = B(x, r) where 
r <d and c3 (see above) are choosen such that S  B(x,r). Now let 9( X* , to) = c4& 
sufficently small. Then we obtain in view of (3.12) g(x, to) v(x, t 0 ) for all x E B(x, r). 
Next there exists a constant c5 > 1 such that suppg(x,t) c B(x,csr) for all t E [to, T] 
and B(x*,csr) c Qif c2 is suitable and if d ce4. Thus the comparison theorem and 
(iv) entail g(x, t)	v(x, t) for all x E B(x , c5 r) x [4 0 , T]. Further, it holds g(z", t) 2 c6d2 
for all t E [to, T1. Noting that c =	= 4c3 d, (3.7) yields f(x,t) < g(x,t) < v(x,t)
for all x ES x [to,t 1 ] if e 2 < rhin {c' CO, ëoc3 } I 

Proposition 3.4. Let to 2 60 and x E M2 (to). For any sufficently small e there 
exists a constant c1 such that 

v(x,t)	e	for all t E [t 0 ,Tj	 (3.14)

if dist (x, ôci) 2 c 1 e4. Further, c 1 is independent of e and to. 

Proof. It follows like above by comparing f and v (here we use the fact that ci has 
a Lipschitz boundary in order to choose a suitable constant c 1 ). Then supp f(x, T) c ci 
and f(x,t)	v(x,t) for all (x, t) E suppf(x,t) x [t0,T]I 

Now the proof of the main theorem follows immediately 

Proof of Theorem 1.1. Hypotheses (H4) and (H5) entail Iclo(T)I ce for 0 < 
T < 60 (near r(r) proceed as above and use hypothesis (H5) instead of (3.12)). Next we 
consider r 2 5o Let x E Q(T). If e is sufficently small, then by (3.1), (3.11) and (3.14) 
we obtain a constant c such that v(x,t) 2 c if dist (x,ôci(r)U (Uô0 < 1 <,. r(t))) 2 cc 12'. 
Noting that I U6 0 <t<,- r(t)I = 0 we obtain the assumption I 

Remark. Let to 2 8o,xo E r(t 0 ) and x., E (t0 + s) such that dist(xo,x) = 
dist(xo,r(to + s)). In order to prove (3. 1), we have used (2.2): 

dist (x 3 , x 0 ) :^ c I(to + s) - to I	 (3.15) 

where a = 2. But if this estimate holds for some a E [1, 21, then the proof of Theorem 
1.1 yields the better result jQo ce. For example let us assume ci c R'. Then we 
can prove (3.15) for a = 1 as in [13].
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In general this is not to be expected: if (3.15) is satisfied for a = 1, then the velocity 
of the free boundary has not only a lower bound (see (2.1)) but also an upper bound. 
For example this is impossible if there are holes in the support of u, even if r is smooth. 
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