
Zeitschrift für Analysis und ihre Anwendungen!
Journal for Analysis and its Applications!

Volume 15 (1996), No. 3, 661-86 

On the Convergence of the Goerisch Method 
for Self-Adjoint Eigenvalue Problems 

with Arbitrary Spectrum 
U. Mertins 

In remembrance of Friedrich Goerisch 

Abstract. It was shown recently in [13] that the Goerisch method provides upper and lower -. 
bounds to eigenvalues of variationally posed *self-adjoint eigenvalue problems with arbitrary 
spectrum. In the present paper the approximation of eigenelements is established. In addition, 
the convergence of the eigenvalue and eigenelement approximations is shown in a pure func-
tional analytic procedure. A numerical example is given where the curve veering phenomenon 
occurs. 
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0. Introduction 
For self-adjoint eigenvalue problems the famous Rayleigh-Ritz method allows for a 
straightforward and efficient computation of upper bounds to eigenvalues below the 
essential spectrum as well as approximations to the corresponding eigenelements. As 
is well known, the method converges (see, e.g., [8, 9]). Lehmann [6], Maehly [7] and 
Goerisch [3] developed complementary methods that provide a possibility to calculate 
corresponding lower bounds to the eigenvaJues. From a combination of these methods 
very satisfying inclusion intervals of the eigenvalues are obtained (for further references 
see [13]). Zimmermann [12] has shown that the error in a Lehmann-Maehly-Goerisch 
bound is less than a constant multiple of the error in the corresponding Rayleigh-Ritz 
bound. 

The methods mentioned are no longer available for isolated interior eigenvalues,.i.e. 
eigenva.lues lying in a gap of the essential spectrum. As shown in [13] there are two 
versions of Goerisch's method giving upper and lower bounds to all isolated eigenvalues 
of finite multiplicity. We shall derive an extension of Goerisch's method that yields ap-
proximations also to eigenelements. In addition to this, general convergence results . are 
given for eigenvalue and eigenelement approximations attained by this method (Theo-
rems 1.2, 1.3, 6.2 and 6.3).  
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By establishing further insight into the methods, the proofs are in themselves of 
some theoretical interest. In particular, the Lehmann-Maehly method results in a special 
application of the Rayleigh-Ritz procedure for the calculation of eigenvalue bounds of 
a transformed problem (Theorems 2.6 and 7.1). In Section 5 and Section 8 a numerical 
example, already treated in [13], for a system of partial differential equations shows the 
efficiency of the evolved theory. 

1. Convergence results for the left-definite eigenvalue 
problem 

Let Ha be a separable, complex Hilbert space with inner product a( . ,.) and norm 
Suppose b( . ,.) is a continuous, Hermitian, sesquilinear form on Ha X Ha such that, for 
U E Ha, b(u,v) = 0 for all v E Ha implies u = 0. We then consider the following 
left-definite, variationally posed eigenvalue problem: 

Find eigenpairs (A, u) E R x Ha with u 54 0	
(11 such that a(u,v) = .Xb(u,v) holds for all v E Ha. J 

Denote by B E £(Ha) the bounded self-adjoint operator that satisfies 

	

a(Bu,v) = b(u,v)	for all u,v EHa. 

Then B possesses a self-adjoint inverse 

A = B': Ha D V(A) 

and problem (1.1) is equivalent to the eigenvalue problem for the operator A. Hence, 
a(A) and c(A) represent the spectrum and the essential spectrum of (1.1) with 0 

According to [13: Section 11, we introduce for a spectral parameter p E R a local 
notation for the eigenvalues of finite. multiplicity 

P <A	... <A_2	<p <	 -4-2	••. <A	< p+	(1.2) 

with k, k E No, P_ E R1J{—oo} and p E RU {+}. Let the eigenelements u E Ha 
of eigenpairs (A 1 , t4 1 ) E R x Ha satisfy... . 

	

a(u,u')=k1	(k,1E {—k,...,-1,+1,...,+k}). 

We set
Dp{uEHa:a(u,v)zrpb(u,v) for all vEHa}. 

In addition to these assumptions suppose that X is a complex Hilbert space with inner 
product s( . ,.) and norm	],. By the isometry T : Ha	X, 

	

s (Tu, Tv) = a(u, v)	for all U,VEHa,
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let H. be embedded into X. Denote by 

= {w E X: s(w,Tu)= 0 for allu E H. 

the s( . , )-orthogonal complement of TH0 in X and by 

Q°: X —+ X° 

the s( . , .)-orthogonal projection of X onto X°. For v e H0, 

	

min {s(w,w): w E TBv + X°} =	— Q°)TBv,(Ix — Q°)TBv) 

= s(TBv,TBv)	 (1.3) 

= a(Bv, By) 

gives the square of the distance between TBv E X and the closed subspace X°. We 
define T: H 0 —p R by 

T(v)=	
a(v,v)—pb(v,v)	

(1.4)
a(v,v) — 2pb(v,v) +p2 min {s(w,w) : w  TBv + X0} 

for all v E H 0 . If the eigenvaIues A are positive and represented in the form 

	

AP = p +	p	with Tj 
= A:t	(i = 1	k  T± — l. 

then the quantities r E R are characterized (see [13: Theorem 1.4 and Corollary 2.1]) 
by variational principles: 

We have for i E {1,. . . , k} 

	

0 >7-P i =	ml	max T(v) 

	

VCH	O?6vEV 
dimVi 

VnD={O} 

	

=	inf	max	mm	
a(v,v)—pb(v,v)	 (1.5) 

	

VCH	OOvEV	WEX	a(v,v) - 2pb(v,v) + p2s(w,w) 

	

din,V=i	3(wTu)6(vu) 

	

VrD={O}	VuEH 

and for iE{1 .. ., pJ 

1 <	=	sup	min T(v) 
VCH. O;evEV 

dimVt 
VnD={O} 

	

sup	mm	max	
a(v,v) - pb(v,v) 

=  
VCH. 09EvEV	wEX	a(v, v) - 2p b(v, v) + p2 s(w, w) 

dimVi	,(w,Tu)rb(v,u) 
VnD={O}	VuEH
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For a discretization of the eigenvalue problem (1.1), let n E N and m E No and suppose 
the following: 
(L) 1 Vi,. . . , V, E Ha are linearly independent, V, = spari{v i ,... , v,}, SV fl Di,, = {0}. 
(L) 2 w, . . ,w E X satisfy s(w,Tu) = b(v,u) for all u E Ha (1 < < 72). 
(L) 3 w,. . ,w E X° where w° 0 and w =	,. .. , w° are linearly independent. 
Then, we construct matrices A 1 = (a), A2 = (a), A3 = (a) by 

- a,.,(1)
 - atvk,v 

a	= b(vk,vI)	(1	i, k	n) ik 
(3) = a(Bvk,Bv) zk 

(Ii)	(12)	(22) and matrices C11 = ( c k ), C12 = (c i k ), C22 = ( clk ) by 
(ii) 

Cik = s(w, w) 

s(w,w) form >0 
zk	to	 for rn=0

	

(1	i,k<n) 

	

(1	i <n; 1	k max{1,rn}) 

22) - I s(w,w) form >0 c	
i	for 	(1 < i,k max{1,m}) k	i  

and consider the matrix eigenvalue problem 
(A 1 - pA2)x = r(A i - 2pA2 + p2 (Cii + C12CC1 ))x	(1.6) 

where T E R and x E C'. Denote all eigenvalues T of problem (1.6) in R \ [0,1] by 
p[n,m] and arrange them in the following order: 

p[n,m]	< p(n,m] <0 < i <r: m]	... <T 1	(1.7) 

with n,n E No and n + n	n. Then we obtain (see [13: Theorem 2.4]) the 
eigenvalue bounds 

AP,m) =pp(Tm] — 1)_I <,V	(i = 1,...,min{n,k}) 
and

Amj =p+p(Tm] -	> A	(i 1,...,min{n,k}). 
We may assume that the eigenvectors of the matrix eigenvalue problem (1.6) constitute 
an orthonormal system with respect to the inner product 

C' x C" (x,y) '—p x"(A i — 2pA2 + p2 (Cii - Ci2 CC))y E C.

Now, if (T±p[ nm] ,x) E R xC, with x = (x 1 ,.. . ,x,,) E C is an eigenpair of problem 
(1.6), we set

n 
p[n,m] U	=>Jxjv,EVn	(z=1,...,n).	 (1.8) 

j= I 
This orthonormalization is equivalent to 

[n m)	[n,m] a((I - pB)u	,u1p	)	
p[n,m] = 6kl Tk	 (1.9) 

for k,1 e {-1,. .., — n — , +n+ ,... ,+1}).
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Remark 1.1. The choice m = 0 yields .the procedure of Lehmann-Maehly (cf. [13: 
Remark 2.2]) given by X = Ha, s( . ,) = a(., ), T = I and X° = {0}. 

In our investigation of the convergence we assume for the sake of simplicity that 
p a(A) and, consequently, D = {0} (cf. Remark 3.5 for a more general choice of p). 
We set X = span{w',. .. , w}. Suppose the additional assumptions 

U V,,	is dense in(Ho,II.IIa)	 (1.10) 
nEN 

and
U X,	is dense in (X°, II 113)	 (1.11) 

mEN 
to be fulfilled. 

On the set N x N let an order -< be given by 

(ñ,th) - (n, m) if fl n and ñì m. 

We denote the limits of nets N x N -4 R and N x N -p Ha defined by this order by 
the symbol limn,m....,,,,. Monotonicity is always related to this order. If (n') and (m') 
are subsequences of natural numbers, we denote the limits of the corresponding subnets 
by limn',m'....,. 

Theorem 1.2. Let 0 <p V a(A) and )' > 0. Then: 

For  E {1,...,k;} we have

1imA'° = A P	 (1.12) 

and
= Ap i	 (1.12)b 

monotone incrasing on N and N xN, respectively. 
For  E {1,...,k} we have

1imA'°1 = A P	 (1.13)a 

and
=	 (1.13)b 

monotone decreasing on N and N x N, respectively. 

The discretization (1.6) allows for the approximation of eigenelements corresponding 
to the eigenvalue .X. For that purpose we have to take into account the multiplicity 
of the eigenvalue A', - We set

J 1 = { j E N: AP =
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(If the eigenvalue	and A', does not exist, the set of indices J 1 and J', is empty,
respectively.) Then

N1 span {u: j E J1 } C Ha 

is the corresponding eigenspace of the eigenvalue .X. Its multiplicity is 
IJ±1 I = 

dim NP . Denote by
Pi:Ha— JVi 

the a( . , .) -orthogonal projection of Ha onto N1. 
The following constants result from the position of p a(A) relative to the spectrum 

a(A) of (1.1). Assume that a(A) \ {A} 0 and set 

	

P.. min {Ip_\I : AEcr(A)}	 (1.14) 

	

= min {___—Ap: AE7(A)}	if J 1 0	(1.15) 

f ______ 

	

= min	-	A E a(A)}	if J1 

Theorem 1.3. Let 0 < p a(A) and A', > 0. Then: 

For i, 3 E J 1 we have the limits

p[n,0] 

	

lim I(I - P)u±	Ia = 0 
n 00

=	}	
(1.16)a 

lim a((r0J)-1 p[a,0] ( p[n,O
)

] —1 P[nol) 
n -00 

and

	

lim I( - P 1 ) u 1	o Ia 
p[n,rn]Ii 

= 
n ,M-CO 

( r 1	u	 ) u	
) = Sj.	

(1.16)6 
lim a(± 

p[n,m]
) 
—i p[n,m],

 (r 
p[n,m) —1 p[n,m]\ 

fl m—. 00 

For m E No and sufficiently large n E N we have the quantitative estimates 

1( 1 - P 1 ) U mJ 1 2	(1	p 2 1 
a –' +	

_ [r' – T 1]	( E J1)	(1.17)*YP

and

RI — P 1 ) U m]II 2 <	 2 1	p	p[n,m] 1 

	

+3	ILa –	) (i +	17+ 1 – Tj	
]	(3 E JP \ 

Remark 1.4. We can not expect the convergence of the sequence (u0)) and of 
p[nm)	 p[m] the net (u±	). The approximations u ±

n
' are not determined uniquely, since they 

depend (1.8) on eigenvectors of a matrix eigenvalue problem. 

Instead, we find
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Corollary 1.5. There exists a subsequence (n') in N, a subnet (ri', m') in N x N 
and an a( . , )-orthonorma1 basis

f.P TtTP	. E	. .j E

of NIP I such that we have for i E J1 

p(n' 0] -1 p[n',O] 1Im(T	) Uj	=	 (1.18)a

and
p(n' m'] —1 p[n',m'] 

hm (r±,	) u	=	 (1.18)t 

In the following sections we shall prove Theorems 1.2 and 1.3 and Corollary 1.5. 
We restrict our considerations to the eigenvalues A' i (1 i k with k > 1) which 
we assume to exist. 

2. Preliminary results 
Due to our assumptions, we have 0, p V o(A). In particular, 

T = A(A - PI) - ' E £(H0) 

is a bounded and self-adjoint operator. Furthermore T is bijective with T' = I - 
pB E £(H 0 ). Evidently,	E R x H0 is an eigenpair of (1.1) if and only if 

ER x H. is an eigenpairofT E £(H 0 ) with r =	for i 

The spectrum of T is bounded from below and begins with isolated eigenvalues 

mina(T) = 7-f 1 <r 2 <	<T1' <0	 (2.1)

of finite multiplicity. These eigenvalues are characterized by the Poincaré principle 
a(Tw,w)  

= mm	max	 (z = 1,... ,k -) 	(2.2) 
WCH, 0^wE W a(w w) di-W— 

where the minimum is attained for W = span{u!. ...... u!.}. We set 

	

Wn (I_pB)(Vn )CH0	(nEN). 

According to (1.10),
U W,,	is dense in (H 0 , 1 1 II),	 (2.3) 

nEN 

too. We denote by
Q,, : H0 -i W. 

the projection which maps H0 orthogonal with respect to the inner product a( . ,.) onto 
W, and by

Q*:X—+X 

the projection, which maps X orthogonal with respect to the inner product s( . ,.) onto 
x0 Tn•

The assumptions (2.3) and (1.11) provide (cf. [8: Satz 1.1]) immediately
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Lemma 2.1. For all relatively compact subsets M C Ha we have 

sup 11( 1 - Qn)v 110 -* 0	as n -4 00.	 (2.4) 
vEM 

By Un E Ha (n E No) with II U - UOIIa - 0 as n --+oo, it follows that 

	

IIQn un - UOIIa _4 0	as n - oo.	 (2.5)

For w E X we have 

IIQ w - Q°wIlj =	lw* - Q° w IIs - 0	as in -+ oo.	(2.6) 

Lemma 2.2. For i E N let U 1 C H 0 be a subspace with dim U' ) = i. Then for 
all sufficiently large n E N we have also dim Q. (W O ) = i. 

Proof. For u E Ha the identity	 S 

	

ll('— 
Q, )u	= lI u lI - llQnull 

holds. Based on the compactness of the set M = {u E U( I) : h u h0 = 11 in (H0, hi ha), 
it follows from (2.4) that

lim sup (1 - hiQn u hl) = 0. 

	

n co uEM	 - 

Hence, for sufficiently large n E N the projection Q :	- H. is injective. Thus,
the assertion holds I 

Based on the assumptions (L) 1 - (L)3 of the . discretization, we define for (n, m) E 
N x No the Goerisch mapping Gm : V -, X as follows: 

If v	>' x3v3 E V, with x = (x 1 ,. . . ,x,,) E C' is given, let be w = 
>	xw, E X and

fw* - Q*w*
TBv	form=0 

Gm(V) 

= for m > 1 

Then, we have (cf. [13: Lemma 2.3]) for such v E V, 

XH(CII - Ci2 C2 'C1 )x = min{s(w* + w,w + w): w  X,} 

= S(Gmv, GmV)	 (2:7) 

^! XA3 X = a(Bv,Bv) = .s(TBv,TBv). 

Consequently, for n E N and v E V,, the sequence (hi Gm v lis)mEN is monotone decreasing. 
For the (n x n)-matrix A3 ,m = C11 - C12 C' C the following limit (cf. [4: Theorem 

4] and [12: Section 7]) can be established.
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Lemma 2.3. Suppose n E N, x = (x 1 ,... ,x)t E C" and v =	xiv, E 1f.
Then we have

	

X H ( A3,m - A3 )x = II Gm V - TBv II 1 0	as m -	.	(2.8)

The convergence limm_. GynV = TBv is uniformly on all bounded subsets of V,,. 

Proof. Because of Gmv - TBV,W* - TBv E X°, the limit (2.6) yields 

o <(Gmv, Gmv) - s(TBv, TBv) 

= S(Gmv - TBv, Gmv - TBV) 

= S(GmV, GmV - TBv) 

I s((Ix - Q O )w * , Qo(w* - TBv - w*)) 

=0 

as rn - ooI 

For n EN and i E {1,.. . ,n — } the elements in (1.8) are normalized by 

	

= 1
	

(2.9)a 

and
(I - pB)um] ii: + P2 (Gni - TB)Uml ii: = 1	(rn E N).	(2.9)b

By the boundedness of the sequence (um])mEN in V Lemma 2.3 yields immediately 

Lemma 2.4. For i E {1,. . - ,n — } we have 

hm (I - pB)u p[n,m)

	

a = 1.	 (2.10) 

For n E N, x = (x 1 ,... , x,,) E C'1 and v =	xiv, E Ti',, the Rayleigh quotient
of the matrix eigenvalue problem (16) is given by 

Ti,m(V) =
	 a((I_pB)v,v) 

	

11( 1 - pB)vII + p2 11( Gm - TB)vII	
(m E No).	(211) 

Hence, for v E V,, with a((I - pB)v, v) <0 the monotonicity in (2.8) provides 

0> T m (v) ^! T m + i ( V) ^! T(v)	(m E N).	 (212)

Since for v E V,, the sign of T;m(V) does not depend on rn E N0 , we have 

Lemma 2.5. The number of negative eigenvalues of the matrix eigenvalue problem 
(16) is for m = 0 equal to that for in > 1. 

We have to introduce an additional notation of the eigenvalues of the matrix eigen-
value problem (1.6). Let 

-p[n,m]	_p[nmJ <	- <PInmI	((n, M) E N x N0 )	(2.13)
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be all eigenvalues of (1.6) arranged in monotone increasing order. According to (1.8), 
we define the elements	m] E V,, (i = 1,... ,n). If	< 0 holds, then with
respect to (1.7) and (1.8) we have (P[nm] P[nm]) = (rm],uL7m)) E R v. 

Poincaré's principle applied to the eigenvalues in (2.13) now gives the following 
characterization: 

_p[n,m] =

	
XTim(V) = T m ( Ü nm] )	(i = 1,... ,n).	(2.14) 

d.-V=.  

In the special case rn = 0 (Lehmann-Maehly method) we substitute v = Tw and obtain 
from (2.14)

..p(n,o].	a(Tw, w) 
= mm	max	 1,... ,fl).	 (2.15 -	.vcno^wew a(w,w) 

Consequently, we have (cf. [10]) proved 

Theorem 2.6. For i E {1,. . . k - } and n EN with n > k we have 

pl,,°l	 (2.16) 

Moreover, the quantities f 1 '°1 E R are upper Rayleigh-Ritz bounds to the eigenvalues 
T P 

i of the operator T E £(Ha) with respect to the trial functions (I - pB)v i ,. . . , (I - 
pB)v E Ha. 

3. The convergence of the eigenvalue approximations 

In order to prove Theorem 1.2, we first give some results on the eigenvalues of the matrix 
eigenvaluc problem (1.6). 

Lemma 3.1. For . rn EN0 and i E {1,...,n} we have 

.p[n+I,mJ < .p[_,_]	(ri E N).	 (3.1)

Proof. Again, the Poincaré principle (2.14) provides 

p[n+I,m) = min max TLP  vcv,, 0OvEV 

For the particular subspace

	

_p[n,m]	_p[n,m]1	i, =span{u 1	,...,u	1 U ( ' ) C vCV,,1 

we have
.p[n+1,m]	Max 

Tim(V) 
= -p(nml 

0?6vEU() 

and the assertion is proved I
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Lemma 3.2 For i E {1,. . . , k;} we have monotone decreasing. 

lirn 	= T 1 <0.	 (3.2) 

Proof (cf. [8: Satz 2.2]). We set U' = span{u. ,u} C Ha. For all 
sufficiently large n E N Lemma 2.2 gives dim Q(U ( ' ) ) = i. For those n E N we obtain 
by (2.15) and (2.16)

..p(n,O] < Max a(TQu,Qu)	a(TQu,Qnu) 
eu() a(Qu,Qu)	a(Qu,Qu) 

II'. II	=1 

At this, we assume the maximum to be attained by the point u, E {u E	: IIUIIa _p 11. According to (3.1) the sequence (r[n,O] )nEN is monotone decreasing. Now, we shall 
prove the existence of a subsequence converging to r,. By the equivalence of all norms 
on () and by the boundedness of the sequence (un), there exists a subsequence (u) 
with

lirn IItL n' - U OIIa = 0	for any u 0 E U' with II U OIIa = 1. 

Due to (2.5), we have	IlQ'u"— U OIIa = 0. Consequently, (2.2) gives 

< n' —00 
lim _p[n',O) < a(Tuo,uo) 

—'	a(uo,uo) 

and the assertion is proved I 

Because of the monotone convergence (3.2), we always have < 0 for all 
sufficiently large n E N. Due to Lemma 2.5, for those n E N and i E {1,. . . , k} the 
notation (2.13) of the eigenvalues of (1.6) is now superfluous. Then, n > A holds in 
the arrangement (1.7). 

Lemma 3.3 For all sufficiently large iiEN and i E {1,. .. ,k} we have 

T'1	p[n,O)	pin.m+i) <p[n,m] <0	(m E N)	(3.3) 

and

	

= p[n,O)	 (34) 

Proof. Lemma 2.5, Poincaré's principle (2.14) and the monotonicity in (2.12) give 
the estimates

(nm]	.	p.(v) 0 > r p_	= minmax TL rn 

• min max Tm+i(V) = p[n,m+i] 
- VCV, Q%I 

di-V=i 

• min max T' 0(v) = n,O] 
— VCVn Q/ 

din,V 

Since eigenvalues depend continuously on the elements of its matrix, (3.4) follows by 
(2.8)1
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Now, (3.2) and (3.4) give 
Theorem 3.4. For i E 11,.. . , k} we have 

-	 fl T'° = , 00	 (3.5) 

and
Fm	p[nm] = p	 (3.5)b 

monotone decreasing on N and N x N, respectively. 

Proof of Theorem 1.2. By the transformation r '—' p + 4- Theorem 3.4 pro-
vides the assertions U 

Remark 3.5. The assertions of Theorem 1.2 are also valid if p E o(A) is an isolated 
eigenvalue of (1.1) of arbitrary multiplicity. 

In this case,
D = { E V(A): (A — pI)v = o} 54 {O} 

is a non-trivial closed subspace. We denote by H = HaeDp the a( . , .)orthogonal com- 
plement of D in Ha and by P' : Ha — H P the corresponding orthogonal projection. 
Instead of (1.10), suppose now 

U P P(V) is dense in (Hz,	Ia). 
nEN 

Since HP forms a reducing subspace of A, the operator 

T = A((A — PIN'. ) -1 E .C(H) 

is bounded and self-adjoint. (At,, u) E R x Ha is an eigenpair of (1.1) if and only if 
(r 1 ,u) E R x H is an eigenpair of T E £(H) for i E {1,...,k}. Obviously, we 
have for v E V(A) the equation 

(I — pB)v = A'(A — pI)v = (I — pB)Pv. 

Since V(A) is dense in Ha, we have for all v E Ha 

a((I — pB)v, v) = a((I - pB)P"v, P"v) 

and
11( 1 — pB ) V lla = 11( 1 - pB)P"vIIa 

and thus
T" ' '—Ta (P 

L , Ok V ) - L,O	v 

Due to assumption (L) 1 , the projection P" V, —4 HP is injective. Setting 

W. = (I — pB)P"(Vn) C H	(n E N) 

Lemma 3.2 holds in this situation, too.
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4. Convergence of the eigenelement approximations 
The eigenspace N 1 corresponds to the eigenvalue r 1 of the operator T € £(H 0 ). Since 
N 1 is a reducing subspace of A, the operator T and the projection P.! 1 commute. The 
distance of the eigenvalue r 1 to the next spectral point of T is given by (1.15). 

We denote by {EA € £(H 0 ) : A € R} the continuous (to the left) spectral family 
of T. Then the following estimation of the distance of an element v € H. to its best 
approximation in N.! 1 holds (cf. the more general result [9: Satz 2.3]). 

Lemma 4.1. For v € Ha we have 

(I— P.! i )v11 4[a(Tv , v) - T.!ia(v,v)].	 (4.1) 

Proof. Due to the spectral theorem, we have for v € H0 

IITII+0 

a(Tv,v) = r.!1a(P.!1v,v) + f Ada(Ev,v) 

I +

IITII+0 

^ r.!1a(P.!1v,v)+(r.!1 +) J da(EAv,v) 

= r.! 1 a(P.!1v,v)+(r.!1 +y)[a(v,v)—a(P.!jv,v)J 

= r.! 1 a(v, v ) +	a((I - P.!1)v,v) 

and the assertion is proved I 
Setting u,v € H, with v = (I — pB)u 56 0, the equation '") = T 0 (u) holds and 

(4.1) provides

	

[To(u)_r.!i].	(4.2) 

Proof of Theorem 1.3. In particular, we now set for m € No and sufficiently 
large n E N

= (I - PB)u!j;ml	(j € J.! 1 ) .	 (4.3) 

Then, according to (2.9)a and (2.9)6 we find 

p[n,m] p[ m] a(v 	,v_' )	(j € J.!1) 

and
0>	= T ,m ( U P_ ml ) ^:

Consequently, (4.2) yields

T,0(U!ml) 

p.! i )vPlmml 12 < 1 r p i n , m)	p 1 - —p-	- T_ ij	 (i € J.!1).
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Now, Theorem 3.4 gives..	..

	

(jEJ1)	.	(4.4)a 

and

	

lim	- P4 l ) V mh II = 0	(j E J 1 ).	 (4.4)6 

By (4.3), we have (A - p1)-'V"" = BUPE,ml The operators (A - pI)' and B and 
the projection I - P-P , commute. Hence (4.4)ô provides for j e 

	

B(I - pP)pIfl,m] =(A - pI)'(I - pP)VP[nm]	0	(4.5)

as n, m - 00 and finally 

(I_Pi)u7ml =(I-.. P i ) v m] +pB(I_PI)U[m] '0	(4.6)

as n,m - no. The limits (2.10) and (4.4)6 give 

(1 - YIIPiu7m]I = 1(1 -- PB)plUm)M2 

= 

= Iv; m]I - 

—31 

as n, m - no. Consequently, we have 

IIPiu.m]M:	(p) = (rP)2	 (4.7) 

as n,m - on and, by (4.6),

	

IumhII	(rj	 (4.8) 

as n,m -*. 00. With the aid of (1.9), (2.10), (3.5)6 and (4.8) we arrive for i ,J E. J1 

with ij at 

( 1	p[mm]
,tz

 p[m imj 

Ja	U 
p(n,m]	

V P17,71 'P17'-1 

,	 .	 . 

= 

<	p[n,m]	1	p[n,m] - Plnm] 
-	-,	1	P a 

=IIUmhIIa 
((1)2 11

mh I - 4a(u m1 ,v m ) + ivm)
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as n,m -	. Due to Theorem 3.4, the assertion (1.16)b is proved.. The proof of 
assertion (1.16) follows the previous pattern. 

The equations (4.5) and (4.6) provide the quantitative estimation (1.17), since the 
norm of the self-adjoint operator S (A - pI) 1 E £(Ha) is given by 

11 511= max (Jul E	a E a(S)) = bp 

Thus the assertion is proved I 

Proof of Corollary 1.5. According to (2.9) and (2.9)6, we have for(n,m) E 
N x No and j E J 1 always II v IIa	1. Due to (4.7), the sequence 
and the net ( FTP are bounded in the finite-dimensional subspace N 1 . Hence, 
we have a subsequence (n') in N and a subnet (n', m') in N x N, such that by (4.6) 
the limits (1.18)a and (1.18)6 exist, lying in N 1 . Now by Theorem 1.3, the system 
{1	E N' 1 : j E J 1 } constitutes an orthonormal basis of N' 1 I 

5. Numerical example I 

We shall consider the eigenvalue problem for partial differential equations given in [13: 
Section 31. Let 

= (-1,1) x (-1,1) C R 2	and	Ha Hol X (L2 (cZ) x 

We define

a(u,v) = f (a grad u, . grad 3 j + gradu j jj + ujj . gradtj 

+UJVJ +2uij . 11)
 
dc 

b(u, v) = f	+ ujj . j) dSl 

for u = (u J ,u jJ ) and v = (vJ , v JJ ) E Ha with a E C°°(), a(x,y) > 0 and (2a - 
1)(x,y) >0 for (x, Y) E ft	 ..	 . 

The inner product a( . ,.) gives a norm in Ha which is equivalent to the natural norm 
of this product space. By partial integration one shows that (1.1) is a weak form of the 
boundary value problem	- 

	

—div(a grad u j + u jj ) = (-1)uj	in 

	

graduj+ujj=(\-1)u jj	in Q 
uj=0	 onôIl. 

We set X = L2 () x (L2() )2 x (L2())2, 

s(u, v)= 
j 

(a lIjjj . jj + uJJJ jj + ujj jjj + u j j + 2 ujj	dSl
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for u = (UI, uj, ujil), v = (vi, Vii, Viii) € X and 

T : H. 3 (f1 ,fjj) '-i (fj, fjj, grad fi) € X. 

In our calculations of bounds we restrict the problem to the symmetry class (invariant 
subspace)

H. = H(ci)°'° X (L2(ci)("°) X L2(Q)°'1)) 

and

X = L(Q)°' O x (L2(cz)(''°) x L2 (Q) (°" ) ) x (L2(cz)(1'0) x 

respectively. We use the same trial functions v1,... , v,, € H. and wi',... , w,, € X° as 
in 113: Section 31. 

Here, we shall consider (x, y) = 1 for (x, y) E Q. The corresponding eigenvalue 
problem can be solved explicitly: A = 1 and A = 2 are eigenvalues of infinite multiplicity, 
forming the essential spectrum. Let (Pk,1, u k,1) € R x H0'(Il) be the eigenpairs of the 
Laplacian operator -Au = p u with 

Pk,I	(k + 12) (lr)2

"	flir 
u k,1(x , y) = sin	(x + 1)) sin	(y + 1))	((x, y) € ci; k, I E . N). 

Then the further eigenpairs of (1.1) are given by 

	

(2+/ikE, (pk,I uk,:, graduk , !)) ER x H.	(k,1 EN). 

Thus, we find
2 < A 1 = 2 + P1,1 

<A2 = 2 + P1,3 
=A 3 =2+p3,1 <28<30<33<37<40 
<A4 = 2 + 
<A5 

and, with our local notation for p E (A3 , A4), 

N P I = span{( i,3 u i,3 , grad U1,3), (P3,1 U3,1, grad u 3,1 )} C H. 

N+1 - - span{ (/i3,3 U3 , 3, grad U3,3)1 C H0. 

See [13: Section 3/Table 1] for upper and lower bounds to the eigenvalues. Now, the 
results

40[108 56 1 ) - 1 u_ 40(108 56], (r_3 40[108,56]
) -1 u_3 40(108,56] 

(1.000000181 for i = = 1 
= 1.000000182 for i = j 2

	

t1 . 94.10_ 16	for i=1,j=2
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and
1 30[108,561 ) —1   301108561	30[108,56] -I 30(108 56J\ u	(r1	) u..1	) = 1.00049 

put to the test the second limit of (1.16)b. The Tables 1 and 2 show the quality of the 
error estimates of (1.17). 

.i P:)L40J°856II (1 +	. [40(I08.561 - 

I 5.438 10_8 29.23 2.625 =	7.672	10_6 

2 1.037 29.23 2.639 10-	=	7.713	10 

Table 1: Approximation of the eigenspace N°1 

p E	A4) 11( 1 - P 1 )u085II (I +	) [r	- r08561] 

28 3.068	iø 621.8	. 1.365• 10 =	8.488	10 

:10 :1.915.	10 100.6	. 2.075	io - =	2.088	10 

33 5.979• iO 26.38	. 4.196 1.107	10' 

:17 1.244- 10 9.134	. 1.358 . 10 1.239	10

Table 2: Approximations of the eigenspace N 1 depending on p E (1\ 3 , A4) 

Mathematica [11] was employed for the symbolic evaluation of all inner products and 
for the calculation of all matrices. The eigenpairs of (1.6) were calculated by means of 
a suitable library routine. 

6. Convergence results for the right-definite eigenvalue 
problem 

Let H 6 be a separable, complex Hilbert space with inner product b( . ,.) and norm 11 116. 
Suppose that a( . ,.) is a Hermitian sesquilinear form in H 6 with dense domain Ha. 
Furthermore, a( . ,.) is assumed to be bounded from below and closed. Without loss of 
generality, let a( . ,.) be an inner product such that for c> 0 

ic2 b(v,v) < a(v,v)	(v E H0) 

holds. By the closedness of a(., .), the inner product space (Ha,a(.,.)) with norm 11 
is a Hilbert space (see, e.g., [5: Chapter VT/Subsection 1.3]). We then consider (cf. [13: 
Section 4]) the following right-definite eigenvalue problem: 

Find eigenpairs (A, u) E R x Ha with u 0 0	
(6.1) 

such that a(u,v) = Ab(ti,v) for all u E H0. J 
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This eigenvalue problem is equivalent to the eigenvalue problem for a self-adjoint and 
positive defihite operator A in H 6 defined by 

D(A) = {u E Ha: a(u,v) = b(ui,v) (v E H0 ) for some lie H6} 

b(Au,v) = a(u,v) for all u V(A) and v E Ha 

where D(A) is dense in the Hubert space H 0 (see, e.g., [5: Chapter VI/Subsection 2.1]). 
Thus, II 1a gives the energy norm on H. performing 

II v II = b(Av, v) (v E D(A))	and	I v IIb	IHI	(v E H0).

Now, let the eigenelements u EH0 of eigenpairs (,u 1 ) ER x Ha satisfy

b(u,u') =6k1	(k,1E {—ç,...,--1,+1,...,+k}). 

Again, we assume that X is a complex Hilbert space with inner product s(., ), norm 
Ill3

 
and isometry T: Hb-4X, 

	

s(Tu,Tv) = b(u,v)	(u,v E H6). 

We denote by	 . 
= { E X: s(w,Tu) = 0 for all u.E H6} 

the s( . , .)-orthogonal complement of TH 6 in X. If the eigenvalues .\ are represented 
in the form

ApI = p + -- with r = _1	(i = 1,.. , kr), 
T±1 

then the quantities 7-±P i e R are characterized again (see [13: Theorem 1.3 and Corollary 
4.1]) by variational principles. 

For a discretization of the eigenvalue problem (6.1), let n C N and rn C N0 , and 
suppose the following: 

(R) 1 v 1 ,... ,v C V(A) are linearly independent, V	span{v i ,... v,, 1, VflD= {0}. 

(R) 2 w,... ,w e X satisfy s(w,Tu) = a(v R ,u) for all u C Ha (i = 1,... ,n). 

(R)3 w00 ,... ,w	X° where w' 	0 and w',... ,w,, are linearly independent. 

Then, we construct matrices A0 (a), A1	(a), A2 = (a) by ikik 

a ik =b(Avk,AvI) 
a	=a( vk,v)	.	(1	z,k 

a	= b(vt,v)
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and matrices B 11	. = 'b0" ik )' B12 = (b,k 
(12) ), 

B22 = (b 
(22) ) by ik 

(	 * b l 11) k	S(Wk,W)	 (1 < i,k < n) 

b2 . { 
s(w°,w,) form >.0	(1 i n; 1	k max{1,m}) ik	0	for rn=0 

b2	{
s(w,w) for 771 >0	(1 i,k max {1,rn}), 
1	for m=0 

and consider the matrix eigenvalue problem 

(A 1 — pA 2 )x = i -(B ii — B 12 B 1 B — 2pA i + P2 A2 ) x	(6.2) 22	1 2
p[n,m] where T E R and x e C. Denote all non-zero eigenvalues of (6.2) by r	and arrange 

them in the order

<...	pIn ml	p[-,m]	•.. <Tplfl,ml	 (6.3) 

where	E No with n +	n. Then we get (see [13: Theorem 4.2]) the 
eigenvalue bounds 

Am)=P+(Tm]y1 < A	(i =.l,. ..,min{n,k})	(6.4) 

and
= p+(Tm))	^ )	(i = 1,...,min{n,k}).	(6.5) 

Assume the eigenvectors of (6.2) to form an orthonormal system with respect to the 
inner product 

C' x C	(X, Y) —- x H (B 11 — B12BB H — 2pA 1 + P2 A 2 ) y E C. 22	12 

Now, if (Tml,X) E R x C tm with x = (x 1 ,... ,x) t E Ctm is an eigenpair of (6.2), we 
set

U±i
pIn,m] = xjvj E V	(z = 1,...,n± ).	 (6.6) 

This orthonormalization is equivalent to 

b((A — I)UmI,Um))	skiT;'' (k,l e {-1,. .. , —n, +n,. . . ,+1}).	(6.7) 

Remark 6.1. Observe that the quantities (6.3) - (6.6) are denoted exactly in the 
same manner as the corresponding ones in Section 1. 

Now, assume (1.11) to be fulfilled, and 

U (A — pI)(V) is dense in (H b , II II6) .	 (6.8) 
mEN 

Theorem 6.2. Let 0 < p V a(A). Then the assertions of Theorem 1.2 hold. 

Denote by 

the b( . , .)orthogonal projection of Hb onto the eigenspace N 1 . Furthermore, we adapt 
from (1.14) and (1.15) the definition of 5P, -y and .4.
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Theorem 6.3. Let 0 <p a(A). Then: 

For i,j E JP, we have the limits.

	

urnj(I —	
p[n,O] 

	

n—a)	
u±2	= 0 

tim b((T	u	, (ri .	u±j	=	}	
( 6.9)a 

	

1 p[n,O]	P[n0J)_1 P[nO) 0])_ ) 
fl 00 \ 

and
urn_ (I—P 1 )u 1 = o 

TI Tm - 

lim

	

(r	) u	= öjj.	
(6.9) 

n,m—.00 
b (( T T1m1)_I p[n,m]	p[n,m] —1 p[n,m]\1 

For rn E No and sufficiently large n E N we have the quantitative estimates 

-	 11 'a	(i +-)	
_- [ tt*] — r]	(i e JP)	(6.10) bp 

and

11(1 — p: I )u m2 <	+	1	1 p	p[n,ml' 

	

4	[T+IT+J	j	
(jJ1). 

Corollary 6.4. There exists a subsequence (n') in N, a subnet (n',rn') in N x N 
and a b( . , .)-orthonormal basis

E N 1 : j E 

of N 1 such that for j E J 1 the limits (1.18),, and (1.18)b hold (with respect to the 
energy norm on H,,). 

In the following section we sketch the proofs of the Theorems 6.2 and 6.3 giving 
mainly the differences to the left-definite case. 

7. Proofs for the right-definite case 

Due to our assumptions, we have p V a(A). In particular, 

T = (A — pI)' E £(Hb) 

is a bounded and self-adjoint operator. Obviously, ( ; ,u j ) E R )< Ha is an eigenpair 
of (6.1) if and only if(r 1 ,u) E R x H. is an eigenpair of T E £(Hb) with T 

for iE {1,...,k}. We set 

W=(A—pI)(V)cH b	(nE N). 

Due to (6.8),

U W, is dense in (Hb, 
mEN
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Based on the assumptions (R) 1 - ( R)3 , we define for (n, m) E N x No the Goerisch 
mapping Cm: V, -p X by

fTAv	for rn=O 
Gm(V) =- Qw* for m> 1 

with

v=xvEV	and	w*=>xjw,*EX 

where x = (x 1 ,... , x,,) E C'. Then we have 

Z H (BI1 _Bj2BB)x = min{s(w*+w , w*+w): wE X} 

22 12= s(GmV,Gmv) 

2 x 1 A0 x = b(Av,Av) = .s(TAv,TAv). 

For the (ii x n)-matrix Aø,m = B 11 - B12BB, the limit 

	

22	12 

X H (Ao ,m - Aa)x = GmV - TAvfl ' 0 

as in - oo holds. Furthermore for (n, m) EN x No and z E {1,... ,n} we have 

JI(A
pin,m] 2	 pin,m]i12- pI)u_	'lb + ll( Gm - TA) u_1	113 =1

lim II(A - PI) P E nm l II = 1. 

	

II	 lb 

	

For n EN, x = (x i ,	x,, )* E C' and v =	x3v3 E V,, the Rayleigh quotient 
of (6.2) is given by

-	b((A—pI)v,v) 
Tm(V) -
	- pI)v + (Gm - TA)v2	

(in E No). 

If we introduce the notation (2.13) for the eigenvalues of (6.2), Poincaré's principle 
yields

_p[n,m) 	min max Tm(V)	(i = 1,...,n).	 (7.1) 
VcVn fl, V OOE d  

In the special case m = 0 (Lehmann-Maehly method) we substitute v = Tw and obtain 
from (7.1)

	

p[n0]	min	max 
b(Tw,w)	

(i = 1,...,n).
'C'nO :9WEW b(w,w) 

Theorem 7.1. For i E {1,.. . , k} and n EN with n k, we have 

T <rft'1 
Moreover, the quantities ' 01 E R are upper Rayleigh-Ritz bounds to the ezgenvalues 
T P i of the operator T E C(Hb) with respect to the trial functions (A - pI)v i ,. . . , (A - 
PI)Vn E Hb. 

Now, the lemmata and the theorem of Section 3 hold analogously.
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Proof of Theorem 6.2. By the transformation r— p+ L , Theorem 3.4 provides 
the assertion I 

For v E Hb, U E D(A) and v = (A - pI)u 54 0 we have 

j(I—P i ) v Ij <	[T,0(u)_ri].	 (7.2) 

Proof of Theorem 6.3. For rn E No and sufficiently large n E N we set 

v'" = (A - J)P[nm]	
(j E J1) 

giving
b(Vj;m],VmJ)	1	(j E J1) 

and
0 >	= Ti1 m ( U m] ) > 

For j E J 1 estimation (7.2) yields

[[nm]	P] 

and consequently

n lim	- P.1)vp[, ,O]	_ ll = 0	 (7.3)a n co 

limI('- p I )vj ml M 6 = 0.	 (7.3)ô n m —'oc 

For j E J 1 the limit (7 . 3)b provides 

	

(r_p1)um)=(A_pI)_1(I:pP1)VP;m	0	(7.4)

as n, rn -+ oo, furthermore

	

—o	(7.5) 

as n, rn 	and finally
11(1 - p i ) u; ml M	0 

as n, m - c. Based on	 . 

(A P I - p) 2 IIP 1 UJ m I = (A - pnplU;m 

- pe p(n,mJ 2 
b 

III	= - IR' - p) V ; m	. 

—+1
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as n,m —+ 00, the limits (6.9)a and (6.9)b can be proved in the same manner as in 
Section 4. 

The quantitative estimate (6.10) follows from the equations (7.4) and (7.5) by 

— pP)P[nm]2 

= b(A(I — P.1)uTJ, (I. Pl)U;m]) 

(11( 1 — P l) v j	b +	Ri — P 1 ) vmh,I)	11( 1 —	j	11b 

= (1+ bp b p	 b 

(i 
+	)	 — T' 1I	(j E J1) 

and the assertions are proved U 

Remark 7.2. Theorem 7.1 gives reasons for the rigorous demand (6.8) on the trial 
functions. In return; Theorem 6.3 yields convergence with respect to the energy norm. 

8. Numerical example II 

Here, we shall consider the eigenvalue problem of Section 5 for a(x, y) = 1 +x 2 y 2 ((x, y) 
E ii), now given on the domain ci = ( — a,a) x (—b,b) C R 2 with ab 1. In this 
case, there exists the essential spectrum u C (0,2] and the point spectrum in (2, +00) 

whereas .\ = 2 = max a, is an isolated eigenvalue of infinite multiplicity. We shall 
regard the side length ratio s = as a system parameter. 

We use polynomial trial functions v1,.. ,v E V(A) C Hb, orthogonalized with 
respect to the inner product b( . ,.) and generated via a suitable enumeration by the 
functions

(X , Y) i_( (X - a2)x2'(y2 — b2)92k, (0, 0)) 
1 

(X Y) - (o, (x2ly2lc, 0))	 I	 k e N0).. 
(.T Y)	(o, (0, x2y21)) 

Since the operator A in H b is well known, the right-definite Lehmann-Mae hly method 
can be applied with these trial functions (cf. [13: Section 4]). Thus, by (6.4) and (6.5) 
we get upper and lower bounds to the eigenvalues depending On the parameter s. The 
Tables 3 - 5 give bounds for s = 1.1,s = 1.53 and s.= 1.9, respectively.
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tipper and lower bounds to the eigenvalues for s	1.1 

p At A2 A3 A4 As A6 A7 A8 

2
AP	- Aft	- +2 AD +3 AD	- 

+4
AP	- 

+5
AD	- +6 AP	- 

+7
Aft	- 

-

7.230459699 26.036676 29.974332 50.8020 63.2713 74.7699 89.745 99.326 
I	 o

A	- 
-8

AD	- -7 AD	- 
-6 AD	- 

-5 AD 
-4_ AD	- 

•-3 AD	- -2 Aft	- -1 
- 7.230459663 26.036662 29.974316 50.7991 63.2668 74.7641 88.973 96.656 

Table 3: A" - A26 '°1 and A" - A''° 184 '°1 A 2156 '°1 - 119.33 -1-t - +t	-i - - 1	'	+ 9	- 

Upper and lower bounds to the eigenvalues for s = 1.53 

p A. A2 A3 A,1 A5 A6 A7 As 

- AP .2 AD	- +3 - AP+4 AD	- 
+ 5 AD 6 + - A0	- +7 A	- 

Eli'o
7.686468682 21.400952 39.065869 48.0362 55.3017 83.0767 89.119 101.08 

A0 
- - 8 -7 - -6 Aft	- -5 - Aft

4- 
A

7.686468637 21.400942 39.065838 48.0328 55.2988 82.6021 87.778 101.04 

- Table 4: A"	A2[56,0] and A" - A 110[84,0] ' A2t6 '°1 - 121.8 -4-i - +i	 - -i	+9	- 

Upper and lower bounds to the elgenvalues for s = 1.9 

P

At
A2 A3 A4 A5 A6 A7 

2
Aft AD	- +2 AP	- 

+3
AD	- +4 AD_ +5 AD	- 

+6 AD	- 
+7 

8.319955344 19.514135 41.063992 47.1348 61.1291 73.4526 84.453 
AP - Aft	-

- - AP, Al*	- 
-

AD	-
AP-
	- AP	- 

ito
- -6 -A -4-4 -3 - 2 - -I - 

8.319955285 19.514126 41.061346 47.1346 61.1254 73.0029 83.834

Table 5: A" - A26 '°1 and A" - A1i°t84°L	2(56,0] 
+1 - +	 .., -	, A 8	= 123.1 

When plotting the approximations of eigenvalues A 3 , A 4 and As versus the side length 
ratio s E [1, 21, the famous curve veering phenomenon can be observed (see Figure 
1). According to Theorem 6.3, the graphs of the first component of the eigenelement 
approximations u" E Hb are plotted in Figure 1 for the indicated values of s and 
the spectral parameters p chosen appropriately with respect to the Tables 3 - 5. 

So far, this phenomenon has been described only for eigenvalues below the essential 
spectrum (see, e.g., [1, 2] and the references given there). 
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