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Approximation 
of Solutions of Stochastic Differential Equations


by Discontinuous Galerkin Methods 
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Abstract. The generalized solution of a system of Stratonovich equations is approximated 
by a discontinuous Galerkin method. A piecewise polynomial approximation is introduced. 
The convergence and error estimates are proved. The solution of Galerkin equations can be 
approximated by the solution of a system of equations with an inhomogeneous random part 
and the simulation of a stochastic integral. 
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1. Introduction 
This paper is concerned with piecewise polynomial approximation of the solution of a 
system of ordinary stochastic differential equations in the sense of Stratonovich. Under 
certain conditions it is well known that a solution of a system of Stratonovich equations 
is a solution of a modified Ito system [3: p. 237]. The approximation of solutions of 
stochastic differential equations is studied by many authors. For example, a stochastic 
Taylor formula was developed and applied to the approximation of solutions of ordinary 
Ito equations (see [4: p. 1631 and [5: p. 78]). Especially, stochastic variants of the Euler 
and Runge-Kutta methods are obtained by application of the stochastic Taylor formula. 
In [3: Theorem 7.2/p. 394] a Stratonovich equation is approximated by a sequence 
of stochastic differential equations with piecewise differentiable paths. Therefore the 
Stratonovich interpretation is often important for the applications. 

Here we consider another method known in the deterministic case as completely 
discontinuous Galerkin method [1]. The investigations differ from the deterministic 
case since the paths of solutions of stochastic differential equations are not differentiable. 
Subsequently, the methods of stochastic analysis must be used. In Section 2 we interpret 
a system of Stratonovich equations on a fixed interval [0, T] as system of stochastic 
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variational equations and prove for the solution of the last an existence and uniqueness 
theorem and a regularity property (Theorem 2 and Theorem 3). The approximation 
is studied in Section 3. For that the interval (0, T] is partitioned into N intervals 
I, [t,,-,, t,,] by points i,, (0 <n < N) with 0 = to <- t i < ... < tr = T. On each 
interval I, a random polynom (Galerkin approximation) is constructed by solution of 
random variational equations. If the partitions of the intervals are small enough, then 
a unique solution exists (Theorem 4). The convergence in mean square and error of 
approximation estimates are contained in Section 4. A computing possibility is given 
in Section 5. 

2. Variational formulation 

Let (s), F, 1') be a complete probability space equipped with a filtration (Ft )tE[o C F, 
let (w(i))jE[o, be an Ft -adapted rn-dimensional Wiener process and 

a: [0,T]xR d +R1	.	. 

Cr ii	f0, T] x Rd	RI	
(i = 1,... ,d; j	1,... ,m) 

measurable functions with 

	

a,(t, X)I + Ic,j(t, X)I	C(1 + X I)	(X E Rd t e [0, TI)	(2.1)


for some constant C > 0 and 

	

Iai(t, X) - a1 (t, Y)I	D 1 IX - Y )I	(X, Y e R' t e [0, T])	(2.2) 

for some constant D 1 > 0. Assume that	exists and 

	

ô0r,3(t,X) 
<K	(i = 1,... ,d; j = 1,... ,m)	 (2.3) ax,.	- 

for some constant K > 0. Then the functions a ii are Lipschitz continuous over R' with 
Lipschitz constant K. Define 

a(t, X(t)) = (a(t, X(t))) 
1=1 .....d 

a(t,X(i)) = (oj(t,X(t)))._I,,d 

and let Xo :	R' be Fo-measurable. 

Further we consider the system of Stratonovich equations 

dX(t) = a(t, X(i)) di + o(t, X(t)) o dw(t) }

	
(2.4) X(0) = X0
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which is defined by 

	

X(t) = Xo + / a(s, X(s)) ds + / a(s, X(s)) o dw(s)	 (2.5) 

for all t E [O, T) with probability 1. The stochastic integral is defined in the sense of 
Stratonovich [3: p. 237]. From [3] we can deduce that (2.4) is equivalent to the modified 
Ito equation

dX(t) = b(t, X(t)) dt+ o(t, X(t)) dw(t)	
(2.6) 

X(0)=X0	 J 
where b = b(t,X) E R d with components 

b(t, X) = a(t, X) + aX,. 
ôi(tX)ak(tX)	(i = 1,... ,d), 

,=1 k=1 

equation (2.6) is defined as 

	

X(t) = Xo + / b(s, X(s)) ds + a(s, X(s)) dw(s)	 (2.6)' 

P-a.s. for all t E [0, T] and the stochastic integral is an Ito integral. Further assume 

1b2(t, X) - b 1 (t, Y)I	D2 Ix -	 ( 2.7) 

for fixed D2 > 0. 

The classical existence and uniqueness results are summarized in the next theorem 
(see, for example, [2: Satz i/p. 38]). 

Theorem 1. Under the above assumptions equation (2.6) has a unique Is-adapted 
continuous R d -valued solution X(t) = (XI ( t ),  . , Xi(t)) with Esup 10, 1X 1 (t)1 2 < 
00 (i=1,...,d). 

Now we introduce a mesh-dependent variational formulation of equation (2.6). For 
a given number N E N we introduce partitions 

0=io<t I < ... <IJVT 

with
max {t+, — i a : TI = 0,...,N - i} : hN - 0 

as N - oo. Assume there is a constant c > 0 with t, - i..I > C/IN for all n. Let 
H' = H' (Q x [0, TI) denote the space of all Ft-adapted random R'-valued processes 
(V(t))jE[o, where the paths have generalized derivations (V'(t))1o,.rj with 

E sup IV, (t)12 <cc. 
O<t<T
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That is, (V'(t))tElo,i is an Ft-adapted Rd_ valued process defined by 

I (V (t), v'(t)) dt = _ I('(i),t 

(P-as.) for all	E C0— [0, T], where () is the scalar product over Rd. Further we 

introduce the following function spaces: 

• L(ci): Space of all Ft .-measurable functions U: ci	Rd 
with E I U I 2 <00 (n =0,...,N). 

• 1,2(11 X [t n _ i , t n ]): Space of all R'-valued Ft -adapted processes (Y(t)) 
where t E [t_ 1 ,tJ with Eft'" Y(t)[ 2 dt <00 (n = 1,...,N). 

N 
• YN = n L 2 (ci x 

n=1 

N 
• UN = fl L(cl). 

n=0 

N 
• VN = fl H'(cl x 

The variational problem consists in finding of ( U0 , ..., UN; Y1 , ..., YN) E ON X Yzv such 
that

U0 = Xo 
(U,V(t)) = (U_1,V(t_1)) 

+J ((Y(t), V(t) + (b(t,Y(t)), V(i)))dt	(28) 
tn 

+f (V(t), (t, Y(t)) dw(t)) 

holds for all V, E H'(Q x [i_1, t 1) and n = 1,...,N. To solve problem (2.8) we apply 
the following 

Lemma 1. 

(1) The function	: H'(ci x [t_ 1 ,t])	L(11 x [t_ 1 ,t]) x L(Q) defined by 
= (—V,( . ), V(t)) is an isomorphism. 

(2) Let (BI(t)) tE [o .fl and (B2(t))tE[0, be Ft -adapted stochastic processes with val- 
ues in R d and R< so that the Ito differential B 1 (t)dt + B2 (t)dw(t) exists and let
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U,,_1 E L_ 1 (1) be given. Then there are U E L(1) and Y E L2 ( x It-1,t)) with 

(Un, V(i)) - (U_ 1 , V(i_1)) - f (Y(t), V(t))dt 

	

I n	 in 

—1	
(2.9) 

	

=J	+	vn(t), B2 (t) 

P-as. for all V E H'( x ft_ 1 ,tJ) (n = 1,...,N) and (U,Y) is with probability 1 
unique. 

Proof. Assertion (1) is obviously. Assertion (2): Applying the Ito formula to 
(Y(t), V(t)) where

dY(t) = B, (t) di + B2 (t) dw(t) (I E	tJ)


Y(i- 1 ) = U,,_1 

and V, E H'(Il x [t_,t]) we find

in 

(Y(t), V(t)) - (U 1 , V(t1)) - J (Y(t), V(t))dt 
tn_i 

= J (B 1 (I), V(t))dt +J (V(t),B2(t) dw(t)). 

Consequently, (Un, 1",,) with U, = Y(i) and Y = Y solve problem (2.9). It is easy 
to see with an indirect proof that (Us , Y) is the unique solution of this problem with 
probability ii 

Remark 1. Obviously, statement (2) in Lemma 1 holds also for the Stratonovich 
integral. 

Theorem 2. There is a unique solution (Uo,...,UN;Yl,...,YN) E ON XYN of prob-
lem (2.8) for sufficient small h > 0. 

Proof. On an interval [t_ 1 , t) suppose that an 'Fin _ 1 -measurable R-valued vari-
able U,_ i with E I U_ 1 2 <oo is given. Then (U, Y) e L' (Q) x L2 (Q x [t_i,t]) has 
to be determined so that 

(Un, V(t)) - (U_ 1 , V(t_1)) - J (Y(i), V(t))dt 
tn_i	

(2.10) 

=f (V(i), b(t, Y(t)))di +J (V(t),(t, Y(t)) dw(t))
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is valid for all V E H'(1 x (t,,-,, t,,]). We define recursively (U,',+ ', Y,,' + ') e L()) x 
L2 (Q x ft- 1 , i n ]) (i = 0,1,...) by the equations 

(U 1 , V(t)) -	, Vn(t n_i)) - f (Y' (t), v(t))di 

in	 in (2.11) 

J(Vn(t), b(t, Y(t)))dt +f (Vn(t), a(t, Y(i)) dw(t)) 

where (2.11) holds for all V E H 1 (Q x [t fl _ 1 ,tj) and Y° E	x [t_ 1 ,tj) is chosen

arbitrarily. Lemma 1 shows that (U 1 , Y') exists uniquely. We consider (2.11) for 

=: j and i =: j - 1. Then we substract these equations and we obtain 

	

- u), Vn(tn))	f ((t) - Y(t), v(t))di 

= f (V. (t), b(t, Y(t)) - b(t, Y 	(t)))dt	 (2.12) 

in 

+f (V(t), (a(t, Y(t)) - a(t, Y' (t)))dw(t)) 

for all Vn E H'(Q X [t n _ i ,t n j). Obviously, the function 

for t=t_i 

V(t) = l .ft(Y,(s) - Y,?(s ))ds for tE (t_ 1 , t)	(2.13) 

0	 for t=tn 

is from H 1 (Q x [tn_i,tn]). If we choose the above process V, then we obtain from 
(2.12) 

in	 in 

Y'(i) - Y(i)I2dt =1 (V(t),b(t,Y(t)) - b(t,Y'(t)))dt 

	

in	 (2.14) 

+ f (Vn(t), (a(i, Y(t)) - a(t, Y	(t)))dw(t))
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and 

Ef Y ' ( t ) - Y,'(t)I2dt

2 

(El b(t, Y(t)) - b(t, Y' (t))I 2dt) (El IV(t)I2dt) 

	

2 

(El Y(t) - Y 1 (t)l 2dt) (El 1 (Y(s) - Y1(s))dsdt) 

(
El Y(t) - Ynj	

2 

h (El Y(t) - Y)+1(t)I2dt) 
2 

i n-1	 tn-1 

where the properties of the Ito integral, the Lipschitz continuity of b and the Schwarz 
inequality in L2 ([t_ 1 ,tJ) were applied. Consequently, it follows 

I 

	

<	- Y' -IIV - Y ( . )M t 2 fflx[t,, 1 ,t]) - 

<(D2 h)' I Y ( . ) - n (IlL 2 ( nxt, ,t]) 

and for p > 0

n -

1y.J+P(.) -

+ IIY( ) - n 

+ ll1 1	- T (•) L 2 (1 x[t i ,t)) 

^ + (D2h))+P_2 +... + (D2h)'] 

- 

Therefore lYnj (-)I j is a Cauchy sequence in L2 (cl x [t_ 1 ,t1), since the term [ ... ] con-
verges to  for sufficient small hN > 0 as j,p - no. Thus, the limit Y( . ) = lim. Ynj 
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exists in L2(c x ft.-,, t.]) and consequently, 

r

 

in 
lim I f (Y(t), V(t) di 
1001

—' 

+ 1L 
(va , b(t, Y(t)) +J (V(t), a(i, Y(i)) dw(t))] 

(Y(i), V(t))dt 

+J (V(i), b(i, Y(t)))di +f (V(i), a(t, Y(t)) dw(i)) 

holds in probability. Then (2.11) shows if we choose V	c e Rd that there exists an

pt,. -measurable function U: Q — Rd with 

(Un , c) — (U_ 1 , c) =J (c, b(t, Y(i)))dt +J (c, a(t, Y(i)) dw(t)). 

It follows from the properties of b and a that EIUI2 <00. It is clear that (Un , Y(.)) 
is the unique solution of (2.10). We proceed in this way to the next interval and so on 
in a finite number of steps. At the end we obtain the unique solution of problem (2.8)1 

We can prove a regularity property of the solution of problem (2.8). 

Theorem S. Let (XO;UI,..., UN; Yl ,...,YN ) and (X(i)) the solutions of problems 
(2.8) and (2.6), respectively. Then X(1 1 ) = U1,...,X(tpj) = UN and X(t)	Y(t) for

t E [t_ 1 ,t) (n = 1,...,N). 

Proof. The solution of equation (2.6) also defines the solution of problem (2.8). 
This follows from the Ito formula: 

= (X(t_1,V(t_1)) +J (x(t),v(i))di 

(b(t, X(t)), V(t)dt +J (V(t), a(t, X(t)) dw(t) 

where X(0) = X0 . The statement of the theorem results from the uniqueness of the 
solution of problem (2.8) 1	.
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Lemma 2. A solution of problem (2.8) is also a solution of the problem 

Uo=xo

in 
=

+J [(Y(t), V(t)) + (a(t, Y. (t)), V(t))] di	(2.15) 

tn 
+J (V(t), or (t, Y. (t)) o d, (t')) 

for all V1 E H'(cl x [t_ 1 ,t]) (n = 1,...,N) and conversely, where the stochastic 
integral is the Stratonovich integral. 

Proof. It is obviously U 

3. Approximation 
We want to approximate the solution of problem (2.8) by random polynoms. Let 
pk([j_17t],Rd) the space of all polynomials PI ,..., Pd of degree k. If their coefficients 
are from L,_ 1 (), then we write P_1([t_1,tj,Rd). 

Lemma 3. 
(1) The function 'I' : P1 ([t_1,t],R') ...+ pk([t_1,j],Rd) x R" defined by 

= (—V,( . ), V(t)) is an isomorphism. 

(2) Let (B 1 (t)) 610,1 .1 and (B2 (t))11o'j .i be Ft -adapted continuous stochastic pro-
cesses with values in Rd and Rdxm so that the Ito differential B 1 (t)dt + B2(t)dw(t) 
exists. Then there are U, E L() and Y,, E P_1([t_1,t],R') with 

(Un, V(t))  

tn

 (Y,,(t), V,(i))di 

= f (B 1 (t) V(i))dt +J (V(t), B2 (t) dw(i)) 

P-as. for all V1 E Pt11([t_1,tj, Rd ) and (U, Y) is with probability 1 unique. 

Proof. Assertion (1) is clear. Assertion (2): Let t 1 _ = SO < s 1 < . .. < Sr = 
be a partition with

lim max (s,+j — s) = 0. r—. 00 O<i(r-1 
If V E pk+1([j_1,j1,Rd), then 

(B i (s), V(s))(s+ 1 — s) +( V(s),B2(s)(w(s+i) - w(si)))
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defines for fixed w E Q a linear continuous functional Pr on the space of polynoms of 
degree k + 1, and also a linear continuous functional on Pk([t_1,t],ad) x Rd since 
pk+l([t_i,t],Rd) is isomorphic to this space. Then because of the definition of the 
isomorphism 1i there are U E R' and Y,( . ) E pk([i_i,t],Rd) so that 

pr(Vn) = (U, V(t))	(Y(t), V(t))dt. 

Subsequently we have 

(U, V. (t.)) - 
J (Y(t), V(t))di

(3.1) 

=
(Bi (s 1 ), V(s 1 ))(s 1 + 1 - s) + E (Vn(si), B2 (s 1 )(w(s 1 + 1 ) - W(s))) 

for all V, E Pk+1([t_1,t],Rd) with probability 1 and for all r. If we choose especially 
V. €	 so that V(t) = 0, then 

in r-1 

—E f (Y(t), V(t))dt = E(B i (s 1 ), V(s 1 ))(s1i - s) 
in I	 1=0 

defines a linear continuous functional on P_1([t_1,t],Rd) where the values of the 
polynoms are zero in t,. The space P, 1((t_i,i],Rd) is isomorph to the Hilbert space 

X ... x R e'). Consequently Y,' is also from P,_1([t_1,iJ,Rd). Obviously, 
Ur is from L(fl). 

The left-hand side of (3.1) is convergent in mean square to the limit 

(Un , V(t)) -j (Y(t), V(i))dt 

since the right-hand side of (3.1) is convergent, namely to 

i n	 in 

(B 1 (t), V(t))dt +J (V(t), B2 (t) dw(t)) 

in the mean square. The uniqueness of U and Y follows with an indirect proof I
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We introduce the variational problem to find (Uo, ..., UN; Y1 , ..., YN) from ON X 

Mo Pc,([t1, tR+l], Rd ) so that 

Li0 = X0 

(Un , V. ( t .)) = (U_ 1 , V(t_1)) 
in 

+f ((Y. ( t ), V., ( t )) + (b(t, Y. ( t )), V(t)))dt	(3.2) 

in 

+1 (V(t), cr(t, Yn(t)))dw(t) 

holds for all V E pk+Ijj,Rd) and n = 1,...,N. 

Theorem 4. Assume that the hypotheses of Theorem 2 are verified. Then the 
variational problem (3.2) has a unique solution for sufficiently small h N > 0. 

The proof is like that for Theorem 2 if we apply Lemma 3 instead of Lemma 1. 
Hence it is omitted. 

4. Error estimates 
This section contains the theorem which establishes the convergence of U, and Y(.) 
for h N - 0. 

Theorem 5. Let X and (U0 ,... ,UN; Y1 , . . . , YN) be the solutions of problems (2.6) 
and (3.2) where the assumptions (2.1), (2.2), (2.3) and (2.7) are fulfilled. Then 

(1) max(EIUn - x(t n )I 2 ) <ChJ.., 

and
T	 2 IN	 I

(2) EJ>	 ,,Y(s)1ttj - X(s) ds < C1ThN 

0 	 I 
where C and C1 are positive constants. 

Proof. Assume X solves the stochastic equation (2.6). Then from equation (3.2) 
there follows 

K U - X(t), V(i)) - (U_ 1 - X(t_ 1 ), V(t_1)) 
in 

= f ((Y(t) - X(t), V(t)) + (b(t, Y(t)) - b(t, X(t)), V(t)))dt
(4.1) 

+J (V(t), a(t, Y(t)) - (t, X(t)) dw(t)).
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If we choose V(t)	(1,0,.. . , 0), ... , V,(t) = (0,. . . , 0, 1), then we obtain equations 
for the components of U, - X(t). Then the following inequalities hold for the norms: 

(EIU - X(t)1 2 )	(Eu	- X(t_ 1 )12) 4 

in	 2	4 

• (E I (b(t, Y. (t)) - b(t, X(t)))dt

2) 4 

• (E J ((t, Y(t)) - a(t, X(t)))dw(t)	(4.2) 

(E(u 1 - X(t1 ))2) 4 

+ D2 (1 + 2) (ji EIY(t) - X(t)12ds) 

where the Lipschitz continuity of b and a, the Schwarz inequality in L2 ([t_ 1 , 
and properties of the Ito integral were applied. Now introduce the L 2 -projector Pi. 
of L2([t..1,t]) onto Pk([t_1,i},Rd) and an arbitrary polynomial Y E 
IRd) If we substitute for V,. into (4.1) the solution of the problem 

= PL(Yn - 'n)	(t E [t_ 1 , ta]) 

V(t. 1 ) = 0 

we obtain from equation (4.1) the estimate 

(u - X(t), 
In  PL(Yn - ' )dt) 

tnI 

(Y - X ( t ), PL ( Yn Y.)) 

(b(t Y) - b(t, X(t)),f PL(Yn - ') ds) di 

in	 I 

_1 0' (t,Y) - c(i, X(i)),f PL (Y - ) dsdw(t)).
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From the last equation we obtain with elementar transformations 

/	t,.. 

(El IPL ( Yfl - YIdt) 

1  
h 2 (E	- X(t_ 1 ) I 2 ) < N 

+ Iii + './D2 + (2vD2 + \12D2hN)hiJ	
(4.3) 

(EJ	(t) - X(t)12 

+ [D2 + (2D2 + \12D2 h N )h] (EJ I Y ( t) - Yfl(t)I dt) 

where properties of the projector and the Ito integral, the Lipschitz continuity of b, 
the Schwarz inequality in L2 (1 x [t_ 1 ,t] x [t_ 1 ,t]) and the triangle inequality were 
applied. The constants D 1 and D2 are independent from hN and n. Inequality (4.3) 
and the inequality 13 1 1Y1 2	I(PL (Y),Y(tn))I	0IYI yield 

l[flu -	- (2D2 +	2hN)h] (E	Y() - Yfl(t)I2dt) 

	

< hJ.,(EIUn_i _x(t_ 1 ) I 2 )	 (4.4) 

+ [i + D2 + (2D2 + V2D2 hN)h] (El I() - X(i)I 2 dt) . 

The last inequality and inequality (4.2) become 

(EIU	
£ 

- X(t)I2) 2 

(EIu_ 1 - X(t-1)I 2 ) + qch(EI n _ i — X(t_i)I2)4 

	

+ c{1 + q{1 +	+ (2v'D2 + vI2D2hN)4}]	 (4.5) 

(J I(t)_X(t)I2dt) 

where c and q are constants which depend from the Lipschitz constant D2 and T.
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Through special selection of (.) we obtain for k0 > 0

I /	 It 

(El	(t) - X(t)I 2 dt)	(JE sup	- X(t)I2dt) 

2 

tEltn—I,tnj 

<k0h. 

Then there follows 

(EIU - X(t)I 2 ) 4	[1 + cqh] (E I U 1 - X(t_ 1 )1 2 ) 4

(4.6) 
+	+ q{1 + h 

1
J,(2./D2 + ,/2D_2h

_____) + 

Now we apply [1: Lemma A.2.2] of (4.6) with M = 1, Uo = 0 and 6 = 1 and obtain 

(EIu - x ( t )I 2 ) <k 1 h	(n E N). 

This estimate substituted into the right side of (4.6) yields 

max (EIu ._ X(t n )1 2 ) 4 Ch i<n<N 

for all n = 1, ...,N with some constant C > 0. 

The second statement of Theorem 4 we obtain from (4.4) with the help of elementar 
transformations. Indeed we have 

(El Y(t) - X(t)I 2 dt) <ch(EIu_ i - X(tn_i)12)4 

+ c [i +	+ (2'/D2 + /2D2 h N )h]	(4.7) 

(
El I(t) - X( t )I 2 dt) . 

I n I 

Through special selection of Y defined as 

n(t) = X(t ..... 2 ) +	
- 1 tn-2 (x(t_

1 ) - X(t n _ 2 ))(t - tn_i) 

we obtain in 

E 	I"n(t) - X(t)I 2 di < cih
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and then E I X ( i ) - X(s)j 2 < c 1 t - sI with some constant c 1 > 0. This equation, (4.6) 
and the first statement of Theorem 4 yield 

in 

Ef I Y ( i ) - X(t)I 2 dt < ch 

and finally

E 

	

	 - X(s)ds C I ThN	(C1,T ER). 
n1 

Thus the assertion is proved U 

5. A Computing possibility 

We now return to the problem of computing the solution of problem (3.2). We assume 
d = 1. It follows from (3.2) for V, = 1 that 

i n	 in 
U. = Un_i +f b(t,Yn(t))dt +f o, (t,Y(t))dw(t).	(5.1) 

Let { g o,... ,I'k} be a base in P'([tn_1,in],R1). Then Y, has the representation 

= 1: Y-A(t) 

with Y,,, E L,_ 1 (1l) and we have to determine Y, (j = 1,... , k). At first we calculate 
for given U_1 E L,_ 1 () (in the case n = 1 we have U0 = Xo) random variables 
Ynj E L,L 1 (1) with

	

n(t) = U,_ 1 +f b(s,i2 (s))ds	 (5.2) 

where Yn( t) =That is, we have to solve for fixed t E [t,,_, t] a 
(nonlinear) equation with random inhomogeneous part. Then we define On as 

On(t) = Un _ i + f b(t, 9n (t)) di +f a(t, Pn(t)) dw(i).	(5.3) 

Obviously, (Un(in - 0), Y( . )) is a solution of (5.1) and subsequently, it follows by the 
Ito formula that (Un , Yn) with 

Un = Un(tn - 0)	and	Y(t) =


solves problem (3.2).
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