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1. Introduction 

Let X be a Banach space and p a continuously differentiable functional defined on X 
(i.e.	E C'(X,R)) and satisfying the Palais-Smale condition 

(PS) Each sequence {x}> 1 C X such that Ip(x)I c (n E N) and v(x) — 0 as 
n — +oo has a convergent subsequence. 

The classical Ambrosetti- Rabinowitz mountain pass lemma [1] states the following: 

If x E X is a point of strict local minimum of a functional W as above, and there 
exists a point y 96 x such that (y)	p(x), then p has a critical value c > cp(x). 

This mountain pass lemma is rather simple but it makes it possible to get numerous 
results on the existence of non-trivial solutions for various classes of nonlinear problems 
(see, for example, 1171). The present paper is devoted to functionals of special type. 

Let us call a functional quasi-decreasing on X if W is decreasing on each finite-
dimensional subspace X C X or, in other words, (x) —+ — oo as 11x11 — +	(x E X). 
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The mountain pass lemma says that each quasi-decreasing functional having a point 
x of strict local minimum admits a critical value c> (x). 

Rabinowitz [16) proved by means of the topological notion of linking a general 
mountain pass lemma; in the case of quasi-decreasing functionals this lemma can be 
formulated (see [17: Theorem 5.3 and Remark 5.5)) in the following form. 

Theorem 1. Let  = V	V+ , where dim V- <+oo, and let  e C'(X,R) be 
quasi-decreasing functional satisfying the (PS)-condition. Suppose, moreover, that 

inf (x) > 0	(x e V)	 (1) 11Z 11=P 

for some p> 0 and
(x) <0	(0 54 x E V).	 (2) 

Then p has a critical value c > 0. 

This result by Rabinowitz was revised and generalized in different directions by 
numerous authors (see, for example, [3 - 6, 171 and others). However, the "geometrical" 
conditions (1) - ( 2) were unchanged for the case of quasi-decreasing functionals. At the 
same time it is known that, in the case when the functional p is odd, condition (2) in 
the "symmetric" mountain pass lemma can be omitted (see [1] and [17: Theorem 9.12]). 
Under these conditions the functional W has an unbounded sequence of critical values 
C > 0 (n > 1). In this situation one can assume that condition (2) in Theorem 1 
about the negative definiteness of the functional W on the whole subspace V, which 
leads in applications to serious restrictions for the non-linearities involved, is of technical 
character and can be weakened. The first result in this direction for quasi-decreasing 
functionals of special type was obtained by Benci (see [5: Theorem 7.12]) with the help 
of a special variant of the Morse-Conley theory. Recently a new variant of the mountain 
pass theorem for quasi-decreasing functionals was presented in [11] on the base of the 
local linking principle. In these variants the "global" condition (2) is replaced by a 
"local" condition of the type 

(x) < 0	(0 < 11XII	p , x E V).	 (3) 

The present paper is concerned with a new general theorem on critical values for quasi- 
decreasing functionals. Its proof uses a variant of critical point theory based on a 
"strong" deformation lemma (compare Lemma 1 below and [17: Lemma A.4]) and 
does not use the standard minimax approach. Namely, a "strong" deformation lemma 
allows us to take into account finer homotopy characteristics of the Lebesgue sets of 
the functional W . An analog of the mountain pass theorem from [11] turns out to be a 
consequence of the main theorem. As applications we consider non-trivial solutions to 
Hammerstein integral equations with superquadratic non-linearities.
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2. Preliminaries 

Let X be an infinite dimensional Hubert space with scalar product (.,) and norm 
= (., .)4, {e}> i an orthonormal basis in X, and X,2 = Span{e i ,. . . , e,,}. Further, 

let w e C 1 (X,R) be a functional on X and W. = pIx its restriction to X,. The 
functional W is said to satisfy the (PS)-condition if for each sequence {Zn}n>i g X 
such that

(x.) $ C, Xn E Xm(n), lim Vcom(n)(zn) = 0 
n -oo 

(for some subsequence of integers m(n) T +oo) there exists a convergent subsequence. 
It is easy to see that in case of the (PS)-condition each convergent subsequence of 
the sequence {xn}n>i converges to a critical point of ; besides, the (PS)-condition 
implies the standard Palais-Smale condition (see [111). 

Below the closed and open Lebesgue sets of a functional p with c E RU {+oo} are 
denoted by

co C =: { XE X:co(x)<c}	and	Oc ={xEX:(,,(x)<c}, 

respectively; it is natural to put	°° =	= X. 
Let A ç B ç X. A deformation of the set B is a continuous (with respect to both 

variables) mapping h : [0, 1] x B -.- B such that ho(x) = x for x E B. A set B is 
deformable into A if there exists a deformation ht of the set B such that h 1 (B) A. 
In the case when A = {p}, where p is a point in B, B is deforrnable in itself. 

The set A is a deformation retract of Bif there is a deformation h of the set B such 
that h 1 (B) ç A and h i (x) = x for all x E A. The set A is called a strong deformation 
retract of B, if A is a deformation retract and, moreover, h(x) = x for all x E A and 
t E [0, 1]. It is well known that, if A is a (strong) deformation retract of B, then A and 
B have the same homotopy type. The converse does not hold in general (see, however, 
Lemma 2 below). 

For C' -functionals satisfying the (P8)-condition the following deformation lemma 
is well-known (for a proof see, e.g., [7: Theorem 3.2]). 

Lemma 1. Let E C'(X,R) satisfy the (P8)-condition. Assume that the interval 
[a, b] c R U {+oo} does not contain critical values of . Then the Lebesgue set W a is a 
strong deformation retract of both W b and Ob. 

We now indicate some elementary consequences of Lemma 1. 

Proposition 1. Let	E C'(X,R) satisfy the (P8)-condition. Let [a, b) ç R U 
{ +oo} and assume that the Lebesgue set ço' is not a strong deformation retract of 
Then p has a critical value c E [a, b]. 

Proposition 2. Let W E C'(X, R) satisfy the (P8)-condition. Let a E R be such 
that the Lebesgue set 'a is not deformable in itself to a point. Then W has a critical 
value c> a. 

In the sequel it will be useful for us to distinguish a particular class of critical values, 
obtained by Propositions 1 and 2. More exactly, a value c E R of the functional is
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called an essential critical value if there exist arbitrarily small numbers > 0 such that 
the Lebesgue set	is not a strong deformation retract of the Lebesgue set 
From Lemma lit follows that each essential critical value of a C'-functional p satisfing 
the (I'S)-condition is indeed a critical value of W. The notion of essential critical values 
is in fact a topological one and can therefore be extended to continuous functionals. 
Close notions for continuous functionals in metric spaces were introduced and studied 
in [8]. The notion of essential critical value is also used in [13]. 

3. The main result 

Now we are in a position to present a general mountain pass theorem for quasi-decreasing 
functionals. 

Theorem 2. Let W E C'(X,R) be a quasi-decreasing functional satisfying the 
(PS) * - condition. Further, let W have an essential critical value c E IL Then there 
exist at least two different critical values of . 

In order to prove Theorem 2 we need information about the homotopy types of the 
Lebesgue sets for a functional in a neighbourhood of an essential critical value and 
the "asymptotic" homotopy type of the Lebesgue sets	for c —* —00. 

We recall that a metric space C is called an absolute neighbourhood retract if for any 
closed subset A c B of any metric space B each continuous mapping f : A — C can 
be extended to a neighbourhood of A in B. A Banach manifold (with boundary) and, 
therefore, the Lebesgue set corresponding to a regular value of a C'-functional is an 
absolute neighbourhood retract (see [14: Theorem 6]). 

It is a crucial property for us that the classes of deformation retracts and strong 
deformation retracts for absolute neighbourhood retracts coincide. In fact, the following 
statement holds (see [15: P. 90]). 

Lemma 2. Let B be an absolute neighbourhood retract and A ç B be a closed 
subspace of B which is an absolute neighbourhood retract, too. Then A is a strong de-
formation retract of B if and only if the inclusion i : A '—* B is a homotopy equivalence. 

A simple corollary of Lemma 2 gives us the necessary information on the homotopy 
type of the Lebesgue sets for a functional in a neighbourhood of an essential critical 
value. 

Lemma 3. Let p E C 1 (X,IR) satisfy the (PS)-condition. Further, let c E R be 
an isolated and essential critical value of W. Then there exist arbitrarily small numbers 
c > 0 such that at least one of the two Lebesgue sets and is not deforrnable 
in itself. 

Proof. Fix c > 0 in such a way that the interval [c—c, c+c] does not contain critical 
values of W different from c and the Lebesgue set is not a strong deformation retract 
of the Lebesgue set cpe. Since c + c and c - e are regular values of W, the Lebesgue 
sets	and çc+e are closed absolute neighbourhood retracts and, by Lemma 2, we 
have that the inclusion i :	.	is not a homotopy equivalence. Assume now 
that both	and WC+' are deformable in itself. In this case any continuous map
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1:	 c+e and, in particular, the inclusion map is a homotopy equivalence [15:

p. 89], which is a contradiction I 

Now we discuss an auxiliary statement on functionals defined on finite-dimensional 
spaces. 

Lemma 4. Let dim  = n < co and 10 E C'(X,R) be a decreasing functional 
having a finite number of critical values. Then for all sufficiently small a E R, the open 
Lebesgue set /,a has the homotopy type of the (n - 1)-dimensional sphere S"'. 

Proof. Fix a number a E R such that the functional 1' has no critical values in 
(—cc, a]. Under the above conditions, attains its maximum on X at a point xo. It is 
easy to see that Xo a• Denote by DR = X \ BR( XO) the complement to the open ball 
BR(xo) in the space X with center at the point x 0 and radius R> 0. Since DR has the 
homotopy type of the (n - 1)-dimensional sphere S'', the statement of Lemma 4 will 
be proved if we show that i,ba is deformable in DR and DR is a retract of t, i.e. there 
exists a continuous mapping r —4 DR such that r(x) = x (x E DR) . Then (see 
115: p. 84]) DR is a deformation retract of i and, in particular, t and DR have the 
same homotopy type. 

Since is decreasing on X, there exist a number b < a and a sufficiently large 
number R such that the embeddings &' -+ DR '-* t hold. Further, since t does not 
have critical values in the interval (—cc, a], by virtue of Lemma 1 the Lebesgue set 
is a strong deformation retract of t,b°. In particular, 5a is deformable in DR. 

Define a retraction r:	- DR by means of the formula 

r(x) = 
Ixo +RIIx—xoIV(x—xo) ifx e a \DR 

ifXEDR-

Since x0	, the mapping r is continuous, and r(x) E DR for all x E	Moreover,

by definition, r(x) = x for all x E DR . Thus, r is indeed a retraction of tl" to Dr I 

Let us recall some definitions. Let {Xn } n > i be an increasing sequence of topological 
spaces (X c Xn+i) and X = U,> 1 X, their union. The set X equipped with the 
finest topology in which all embeddings i, : X,, - X are continuous is called the 
inductive limit of the sequence { X, } n i; it is denoted by X,,,, = liminj Xn. The following 
lemma is one of the fundamental results in infinite-dimensional homotopy theory (see 
[14: Corollary of Theorem 17]). 

Lemma 5. Let U C X be an open set of X and U = liminj (U fl Xc ). Then the 
embbeding i : U '-* U is a homotopy equivalence. 

Using Lemmas 4 and 5 one can easily calculate the "asymptotic" homotopy type of 
the Lebesgue sets of a quasi-decreasing functional as c— —cc. 

Lemma 6. Let  E C'(X,R) be a quasi-decreasing functional satisfying the (VS)* 
condition. Assume that cp has only a finite number of critical values. Then for all 
sufficiently small a E R the Lebesgue set cpa is deformable in itself. 

Proof. Fix a number a E R such that the functional t4' has no critical values in 
(—cc, a]. Since cp satisfies the (PS) * -condition, it is easy to see that the functionals CPn
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have no critical values in the interval (-, a] for all sufficiently large n. Moreover, the 
functionals ço are decreasing on X. Further, Lemma 4 implies that the open Lebesgue 
set	= çb a fl X, has the homotopy type of the sphere S''. Correspondingly, the 
inductive limit , = liminj	has the homotopy type of the sphere S°°. 

Now, due to Lemma 5 the embedding i: ' is a homotopy equivalence. But 
this means that the open Lebesgue set ç has the homotopy type of the sphere S°°, 
and therefore is deformable in itself. Further, according to Lemma 1, for each b < a the 
Lebesgue set W b is a strong deformation retract of the open Lebesgue set 0a , and hence 
deformable in itself, too  

Notice that the (PS) * -condition was used only in the proof of Lemma 6. In order 
to prove other lemmas the "standard" (PS)-condition is sufficient. 

4. Proof of the main result and further ones 
First let us now prove our main result. 

Proof of Theorem 2. We start with assuming that W has a finite number of 
critical values, for otherwise the theorem is proved. Let c E R be an essential critical 
value of . By virtue of Lemma 3 there exists an arbitrarily small number e > 0 such 
that at least one of the two Lebesgue sets	and	is not deformable in itself. 
First assume that the set	is not deformable in itself. Then Proposition 2 implies 

that o has a critical value c 1 > c. 

Now assume that	is not deformable in itself. Then, by Lemma 6, for all 

sufficiently small a E IR the Lebesgue set a is deformable in itself. On the other hand, 

cannot be a strong deformation retract of the non-deformable set	Thus, by

Proposition 1, the functional has a critical value c 1 < c  

The assertion of Theorem 2 is rather general and therefore not convenient in appli-
cations to nonlinear problems. But it is evident that any condition which guarantees the 
existence of an essential critical value for the given functional implies a corresponding 
variant of the mountain pass lemma. 

Let us present some examples. 

Proposition 3. Let E C'(X,IR) saiisfy the (PS)-condition and x be a point of 
strict local minimum for W . Then c = (x) is an essential critical value of . 

Proposition 4. Let X = where dimV < oo, and let cc E C'(X,R) 
satisfy the (PS)-condition. Assume that cc(0 ) = 0 and, for each p > 0 sufficiently 
small,

inf cc( x ) > 0 (x E V)	and	cc(x) <0 (0 < jjxjj p, z E V). IIzII=p 

Then c = 0 is an essential critical value of W. 

The proofs of Propositions 3 and 4 are standard (see, for example, [12]). It should 
be noted that it is necessary to use the definition of essential critical value based on the 
notion of strong deformation retraction in order to prove Proposition 4.
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One can formulate more general conditions for the existence of an essential critical 
value on the base of linking conditions of different types (see Lii, 12, 17]). 

The classical mountain pass lemma of Ambrosetti- Rabinowitz is a union of Theorem 
2 and Proposition 3. An analogous union of Theorem 2 and Proposition 4 allows us 
to formulate the following variant of the mountain pass lemma in which only local 
geometrical conditions are utilized. 

Theorem 3. Let X = V V+, where dim V — < oo, and let W E C'(X,R) be a 
quasi-decreasing functional satisfying the (PS) * -condition. Assume that (0) = 0 and, 
for each sufficiently small p > 0, 

inf p(x) > 0	(x E V)	 (4)

11 11=P 

and
(x) <0	(0 < 11XII :5 p, x € V).	 (5) 

Then W has a critical value c 0 0. 

Note that, in contrast to Theorem 1 where the existence of a positive critical value 
is stated, Theorem 3 allows us to prove the existence of critical values of arbitrary 
sign. As one can see in the proof of Theorem 2, this fact is crucial and is based on the 
substitution of conditions (1) - (2) by conditions (4) - (5). 

5. Applications 

We apply the results given above to obtain the existence of non-trivial solutions to the 
nonlinear Hammerstein integral equation 

X(t) = j k(t, s) f(s, x(s)) ds	 (6) 

where Q c R is a bounded domain, k : Q x Q -* R is a measurable symmetric kernel 
and the function 1: Q x IR - R satisfies the Carathéodory conditions. 

Equation (6) can be rewritten in the operator form x = KFx, where F is the 
nonlinear superposition operator

Fx(s) = f(s,x(s)) 

generated by the Carathéodory function I and K is the linear integral operator 

Kx(t) = in k(t, s)x(s) ds 

generated by the kernel k. In what follows, we assume that K is selfadjoint positive 
definite and compact as an operator acting in L2 . In this case its spectrum or (K) consists 
of a countable set of positive characteristic values A 1 > A2 > ... of finite multiplicity, 
and zero is the only accumulation point.
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Let (.,.) and II•II = (,	stand for the scalar product and norm in L2 , respectively,

and let p: L2 - R be the Golomb functional generated by K and F, i.e. 

(x) = (h, h) - f (s,Hh(s))ds 

where H KY is the square root from K and 

0(s, u) jf(sv)dv 

is the potential generated by f. 
Assume that for some p E (2, ) and p' = P P I the operator K acts and is compact 

from LP, into L. Furthermore, assume that the operator F acts from L into L,,; the 
latter means that the function I satisfies an inequality 

f(s,u)I	m(s) + b I uI''	 (7) 

with rn E Lp, and b < 00. Then (see [9, 18]) the Golomb functional is continuously 
differentiable on the space L 2 and its gradient has the form 

V '(h) = h - HFHh


where .ñr	- L2 is a natural extension of the operator H to L9 . Moreover, under 
the conditions above the operator HFH acts in L2 and is compact, and each critical 
point h* E L2 of the Golomb functional defines a solution x = Hh L, to the 
Hammerstein equation (6). 

Now assume that the function 0 has the form 

f(s,u) = a(s)u +w(s,u) (8) 

where a E L...,. and w satisfies the special condition that for each c > 0 there exist 
a E L...j. and b E R such that II aeI L'i.II <e and 

P- 2	 P-2 

	

Iw(s,u)I	a(s)uj + belul"'; 

the latter guarantees that the Golomb functional W is twice differentiable at zero (see 
[10, 19]), and

V2(0) = I - HAH	(Ax(s) = a(s)x(s)) 
is its Hessian. Set

w(s, u) 
= / w(s, t) di. 

In what follows we are interested in non-trivial solutions to the Hammerstein integral 
equation (6) under the assumptions 

w(s,u) ^: 7II - b(s)	(s E ci, u E ll)	 (9)
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where -y > 0, 2< q <p and be L 1 , and 
a E L	and	w(s,u)—uw(s,u) —6u+c(s) (s Cci, U eR)	(10) 

where S > 0, 2 < r <p, < I and c C L 1 . Nonlinearities of such type are considered 
as superquadratic. 

A vast literature is devoted to quasilinear elliptic equations with superquadratic 
nonlinearities (see [1, 4, 5, 16, 17]). The problem of finding non-trivial solutions to 
Hammerstein integral equations with non-linearities of such type is considered in [1] 
under the assumption that a(s) = a < Ar'. In this case, 0 is a point of local minimum 
of the Golomb functional W and the classical mountain pass lemma is applied to this 
functional. In the case when a(s) = a A l 1 one can apply Theorem 1; however, to 
check (2) it is necessary to require in addition that the function ti is non-negative on 
ci x R. 

Theorem 3 allows us to prove the existence of non-trivial solutions to the Hammer-
stein equation (6) without assumptions of such type. 

Theorem 4. Let the conditions (9) - (10) hold. Moreover, suppose that one of the 
following conditions is true: 

a) 1 V a(KA). 

b) 1 e a(KA) and the condition 

-(s, u) ^! a I u I' (Jul	UO(S))	and	- w(s, u) < L 1 u 1' (Jul > uO(S))	(11) 
holds for some a > 0, L < oo and some measurable positive function uo. 

C) 1 E a(KA), the eigenfunctions of KA corresponding to eigenvalues from [1,00) 
belong to L,, and the condition 

i(s, u) ^: a l u I' (Jul < Us(S))	and	- w(s, u) < L 1 u 1' (Jul > UO(S))	(12) 

holds for some a > 0, p < P < oo, L < oo and some measurable positive function uo. 

Then the Hammerstein equation (6) has a non-trivial solution in the space L. 

6. Proof of Theorem 4 
In order to prove Theorem 4 it is sufficient to show that the Golomb functional W satisfies 
the conditions of Theorem 3 on the space X = L2 . It can be rewritten in the form 

w(h)	- iIAH)h,h) - (h) 

where
(h) = / w(s, Hh(s)) ds. 

Jcz 

It is obvious that i(h) = o(l]h112) as JJhlJ - 0 and 

V 2 (0) = I — HAH 

is the Hessian of the functional cp at zero. 
Assume that L2 = V	V+ where V+ is the positive invariant subspace of the 

operator I—HAH and V is its orthogonal complement. It is easy to see that dim V — < 
+.
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Lemma 7. Let Condition (9) be satisfied. Then the Golomb functional W is quasi-
decreasing on the space L2. 

Proof. Since the operator K acts from LP , into L, the operator H acts from L2 
into L c Lq (see, e.g., [10: p. 1761). Further, due to (9) we have 

b(h) 
= j (s, Hh(s)) ds > j Hh(s)I ds - IIb(s)IL1 

	

= 7IIHh ' rI .'.,q II1q - II b(s )I L1II	(h E L2). 

Now assume that X is a finite-dimensional subspace of L2 . Then 

	

I1I1 q jI ^! a IIhII	(h E 

for a positive a = a(X). This inequality implies 

,b(h)	a.y II h II 1 - II b(s )IL 1 II 

and, further,
p(h) :5 III - HAH II 11h112 - a 7 1 II h II" + II b(s )IL 1 II. 

Since q > 2, we obtain (h) - -00 . as h E X and I IhIj -' +00. This means that is a 
quasi-decreasing functional on the space L21 

Lemma 8. Let condition (10) be satisfied. Then the Golornb functional p satisfies 
the (PS) -condnon. 

Proof. Assume that {e}>i c L2 is an orthonormed basis in the space L2 con-
sisting of eigenfunctions of the operator K, 

X=Span{ei,...,e}, 

and P, are orthoprojectors on the subspaces X,. Assume that {h}> 1	L2 is a 
sequence such that 

	

w(h) <C (h E Xm( n) )	and	lim VPm(n) (hn) = 0 

for some subsequence of integers m(n) I +oo. First we show that the sequence {h}>1 
is bounded in L2. 

Fix e > 0. Then the elementary identity 

- )II hnII 2 =
 w(h) - 

+ ( - )(EAHh, h) + b(h) - (V(h), h) 

implies that the inequality 

-)II/ n II 2 <C +	+ ( - )flhI1ThnI1jrII2 

+ 
j ((s, Hh(s)) - Hh(s)w(s, Hh(s))) ds
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holds with a,3 < +00 for sufficiently large n. Further, by virtue of (10), 

( - )II h II 2	c + e II h Il +	- )flI ThnI L rlI 2 —6 1 Hh(S)I r ds + II c( s )IL 1 Ill 

	

Jo	 j 

= E lI hnhI +[(1- e)/3II 1Th I L II 2 - 6 II Hh I L iI' + c + II c( s )I L i ii] 

It is easy to see that

M = sup [( - )fit2 -6trJ <+ 
0< t <00 

and thus we have
( - )II h II 2	Eh4 + ni + C + I1c(s)IL1II 

for sufficiently large n. Since e is fixed, the last inequality implies the boundedness of 
the sequence {h}> 1 in L2. 

Finally, by virtue of the relation 

	

II VSO n(m)( hn)II = 11h - Pm(n)HFHhnII - 0	(n -4 +00) 

and by the complete continuity of the operator HFH in the space L2 , the sequence 
{ h,,},>i contains a convergent subsequence I 

Lemma 9. Let one of conditions a) - c) of Theorem 4 hold. Then there exists p> 0 
such that

(h) > 0	(h E V, 0 < IIhII 

Proof. In the case when condition a) holds the statement of the lemma is evident. 
Let condition b) hold. Then, by virtue of (9), 

Jci 
w(s, Hh(s)) ds = JO \D(h) 

w(s, Hh(s)) ds + JD ( h) 
(s, Hh(s)) 

a
 I

IHh(s)I" ds - U	IHh(s)I ds 
z\D(h)	 D(h) 

=
 a f

Hh(s)I ds - (a + L)L
(h)  

IHh(s)I ds 
Cl  

= alIHh(s)lLpII - U
D(h) 

Hh(s)Ids 

where D(h) = Is E	IHh(s)I > uo(s)}. Now we remark that there exists a positive 
number v such that

IIHh(s)ILII ^: i'll/ill	(h € V) 
and, furthermore, there exists a function e E L such that 

IHh(s)I	lihil e(s)	(h € V)
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Applying these inequalities to the previous one we obtain 

11 
w(s,Hh(s))ds > (avp - fT(Ilh1l) e(s)ds) 

where T(r)	{s E Q : r c(s) > uo(s)}. It is evident that mesT(r) - 0 as r - 0 and 
thus the inequality

fn c(s,Hh(s))ds >0 

holds for sufficiently small h E V. The case when condition c) holds is similar; it is 
sufficient to remark that in this case the operator H acts from L2 into L,3 I 

Now we give the 

Proof of Theorem 4. By virtue of Lemmas 7 and 8, the Golomb functional 
is quasi-decreasing on the space L 2 and satisfies the (PS) * -condition. Moreover, by 
definition of the subspace V+ , the functional W satisfies condition (4) of Theorem 3. In 
order to prove Theorem 4 it is necessary to check condition (5) on the subspace V. 
The latter follows from Lemma 91 

In conclusion we note that Theorem 4 can be generalized to Hammerstein integral 
equations with quasi-positive definite kernels, as well as to systems of Hammerstein 
integral equations or, in other terms, Hammerstein integral equations in ideal spaces of 
vector-functions. 
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