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Weighted Inequalities for the 
Fractional Maximal Operator in Lorentz Spaces


via Atomic Decomposition of Tent Spaces 
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Abstract. Consider the usual fractional maximal operator M. with 0 < s < n. A character-
ization of R" weight functions u( . ) and a( . ) for which M,,da sends the (generalized) Lorentz 
space A' (w i ) into A' .(W2) with 1 < s < r < oo is obtained by using a suitable - atomic decom-
position of tent spaces. 
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1. Introduction 
The Lorentz space A(w) is defined as the space of measurable functions f( . ) on 
satisfying

cc 

(w) = 
j [f(t)]Tw(t) dt <. 

Here 0 < r < oo, w( . ) is a weight function on t0,) (i.e. a non-negative locaJly 
integrable function), dv( . ) is a locally finite positive Borel measure on R n (n E N* = 
N \ {0}), and f,*, (.) is the decreasing rearrangement of f() defined on [0, oo) by 

f(t)=inf>0 
If-ER":	

dv(x){If(.)I>}<t  If(x)l>A} 
This function space is merely denoted as A(w) when dv(x) = u(x)dx with u( . ) a 
weight function and dx the usual Lebesgue measure on R". Many of usual spaces are 
particular cases of A(w). Indeed, the Lebesgue space L'(R",dv(.)) is just A(1), 
and the classical Lorentz space LT(Rn,dv(.)) is obtained by putting w(t) = tb'. 
The space Lr[(logL)J(Rn,dv(.)), useful in interpolation spaces, appears by taking 
W(t) = t !— ' (l + I log 

The fractional maximal operator Mc. (0 a <n) is defined as 

(Maf)(x)= sup {lQI'flf()I dY Qisa cube with Qx}. 
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All cubes Q considered have their sides parallel to the coordinate axis. So M0 is the 
classical Hardy- Littlewood maximal operator. 

The purpose of this paper is to characterize the weight functions u( . ) and a( . ) for 
which there is a constant C > 0 so that 

	

I(1afdU)()IAr() < C	 for all f() 2 0.	(1.1) 

Here 1 < .s	r < oo, and w 1 ( . ) and w2 () are given weight functions on [0,). For 

convenience, inequality (1.1) will be denoted by 

Mada: A(w i ) - A(wz). 

This embedding has an important link with M : A(w i ) -* A(w 2 ), i.e. 

	

< C	 for all g() > 0.	(1.2) 

To the best of our knoweidge, a characterization of weights u( . ) and v( . ) for which (1.2) 
holds is an open problem. Indeed, only results for M0 : A(w i ) -+ A(w2 ) and with 
weights u(•) belonging to the Muckenhoupt class are available in the literature (see, for 
instance, [3, 4, 7]). 

The first reason to deal with inequality (1.1) is that in many applications, for in-
stance in trace inequality, the case of dcx = dx is the most significant and interesting 
inequality under consideration. Next, inequality (1.1) yields a solution to inequality 
(1.2) when w i ( . ) = 1. As a third reason, problem (1.2) can be solved by using (1.1) 
when the weight functions v( . ) belong to some Muckenhoupt class. However for the gen-
eral case, the two embeddings Madcx : A(w i ) - A(w 2 ) and : A(w i ) -i A(w2) 

are completely different. 

Our approach of (1.1) is based on atomic decomposition of some suitable tent space 
(see Section 5). The idea of using tent spaces to tackle maximal inequalities was already 
alluded by many authors (see, for instance, [11]). But the systematic development with 
various weights as presented here is not done. So we hope with the present work to 
fill this lack in the literature. The technique used here is inspired on the author's 
paper [81, where weighted inequalities for Ma on classical weighted Lebesgue spaces 
were considered. 

So in Theorem 2.1 we obtain a characterization of the embedding Ma dcx : A(w i ) + 

A(w2 ). As a consequence, the boundedness of Ma: L - A(w) is stated in Proposi- 
tion 2.2. And the embedding Ma: A(w i ) - A(w2 ) is also characterized (in Theorem 
2.4) whenever the weight v( . ) belongs to some Muckenhoupt class. As it is known [91 
in the Lebesgue case, a characterizing condition is in general difficult to check, so this 
question is also examined in Corollary 2.3. Finally the statements of our results for the 
classical case Ma dcx : L 3 -Lqr or Ma : LP -' -* are also included in Corollaries 
2.5, 2.6 and 2.7.
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2. Main Results 

To study the boundedness Mada: A(w i ) - A(w2 ) or 

C	 for all f( . ) > 0,	(2.1) 

some restrictions on cr, .s, r, wi(.), w2(.), u( . ) and a(S) are done. So it is always assumed 
that

	

0<a<n	and	1<.s<r<oo. 
Further: 

• u( . ) and a( . ) are weight functions on R'1 such that u( . ) V L 1 (R",dx) and o() > 0 
a.e. 

• w i ( . ) and w2 ( . ) are weight functions on [0, ) for which the following growth con-
ditions are satisfied:

w1(.) E B,,	w2(.) E Br;	 (2.2)


there is a real E such that s < E < r and 

	

([wi (t,)] 	cW1 (t)	for all i > 0;	(2.3) 

for s = r it is assumed that w2 ( . ) E B 1 , else w2 ( . ) E B.	(2.4) 
Here c > 0 is a fixed constant which only depends on w i ( . ). And W1 ( . ) is defined 

as W, (R) = f0Rw1(t)di. For p> 1, the condition w( . ) E B means 
rR


/	 Jo 
w(t)t" di < CR	/ w(t) di	for all R> 0. 

And w( . ) E B 1 if there is C> 0 such that 

R'W(R2 ) < CRW(R 1 )	for 0 < R 1 <R2. 
Condition w( . ) E B (resp. w( . ) E B 1 ) ensures that II 11A ( w) (resp.	IIw) is


equivalent to a norm (see [10] and [21). Thus for a fixed constant C > 0 

F . )	< C	 for all F( . ) ^: 0.	(2.5) 

A sort of converse of (2.5) is held under condition (2.3). Precisely, 

G() <C	G(.)	for G( . ) ^ 0 with disjoint supports. (2.6)
A. 

The reason, why the growth conditions (2.2), (2.3) and (2.4) are introduced, can now 
roughly explained. Indeed, by using a suitable atomic decomposition of tent spaces (see 
Section 5), the left side in (2.1) is broken into pieces by applying the rule (2.5). Next 
the test condition (2.7) (see below) leads to do summations as displayed in (2.6) and in 
order to capture again the initial function 

Now the first main result can be stated.
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Theorem 2.1. 

(a) Suppose Ma dcy : A(w i ) -+ A(w2 ). Then for a constant A >0 

	

(MalIQda)()IIQ(	
(w2)

)" 
A	

< All 	 for all cubes Q .	(2.7) 

	

II	- 

Here II Q () is the characteristic function of the cube Q. 

(b) For the converse, the growth conditions (2.2), (2.3) and (2.4) are assumed. So 
the test condition (2.7) implies Mda : A,(w i ) - A(w2). 

Condition (2.7) is the analogue of the famous Sawyer's condition 19j for the Lebesgue 
spaces setting. 

This result leads to the characterization of the weight functions u( . ) and v( . ) for 
which M0, : LP - A(w), where L = L7'(!R",v(x)dx) = A ()d1 ( 1 ) . So from now, the 
following is supposed: 

• 1 <p r < oo. 

• v() and c( . ) = v T ( . ) are weight functions on RTh. 

• w() is a weight function on [0, ). 

Proposition 2.2. 

(a) Suppose Ma : L P -+ A(w). Then for a constant A > 0 

(Ma V T llQ )()1	II	
(w) A 

	

Q()
	
<A 

ii
Iv T ( . ) ll Q (	for all cubes Q .	( 2.8) 

(b) Conversely, condition (2.8) implies Ma : L P - A(w) whenever there is e such 
that p < e r and for which condition (2.4) with s = p and w 2 () = w( . ) is satisfied. 

Although Theorem 2.1 and Proposition 2.2 yield respectively characterizations of 
M,,, do, : A(w i ) - A (W2) and Ma : -* A(w), the conditions under consideration 
are in general difficult to check since they are expressed in term of the fractional maximal 
function Ma itself. However easily verifiable conditions can be derived under the reverse 
doubling condition RD with p > 0. Thus w( . ) E RD whenever there is c > 0 such 
that

I w(y)dy w(y)dy	for all cubes Qi and Q with Qi C Q . C ( LQ-11
j 

Many of usual weight functions have this property. 

Corollary 2.3. 

(a) Suppose o'( . ) E RD with 1 - < p. Then condition (2.7) in Theorem 2.1 can 
be replaced by 

101 (J a(Y)dY) {w2 (f u(x)dx)] <A Iw1 (f ()d)]	(2.9)
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for all cubes Q. 
(b) With the same hypothesis and o( . ) = VT( . ) , then condition (2.8) in Propo-

sition 2.1 can be replaced by 

	

[W -(J u(x)dx)] (f v(Y)dy)j	A	for all cubes Q.	(2.10) 

Theorem 2.1 yields a characterization of u( . ) and v( . ) for which Ma : A(wi) 
A(w2 ) and whenever w i (t) = 1. To study this embedding for more general weights 
w 1 ( . ), the standard Muckenhoupt conditions v( . ) E A t (t > 1) are needed. Remind 
that v( . ) E A 1 if for a constant c > 0 

	

1Q1 - i v(y ) dy <c inf v(z)	for all cubes Q, 
 zEQ 

and that v( . ) e A t (t > 1) if 

(1Q1' f v(y) dy) (1Q1' f v -	(y) dy)	c	for all cubes Q. 

The second main result for this paper can be stated as follows: 

Theorem 2.4. 
(a) Suppose Ma: A(w i ) - A(w2 ). Then for a constant A >0 

IQI [w2 
(f 

u( Y )dY)] <A [w1 
(f 

v(y)dY)]	for all cubes Q.	(2.11) 

(b) For the converse, suppose v( . ) e A t for some t with 1 t < .s. Then condition 
(2.11) implies Ma : A(w i ) -+ A(w 2 ) whenever w 1 ( . ) E B. and there is e such that 

	

cW1 [t]	for all t > 0,	(2.12) 

and w 2 ( . ) E B10,, ifs = r = te, else w2 ( . ) E Br. (and in this case s < te < r). 

Finally, we end this section by stating the corresponding results for classical Lorentz 
spaces which can be seen as A(w) with w(r) = r'. So from now it is assumed 
that

1 <p,s,q,r < oo, 

with roughly speaking max(p, s) min(q, r). Precisely the restriction done is described 
by one of the following inequalities: 

QI

 

ps<q<r	p<s=q=r	p=s=q=r	
2 

ps<r <q	s < p < q <	 L 13r	s<pr<q.	 )
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Corollary 2.5. 

(a) Suppose Madr: L 3 - L. Then for a constant A> 0 

(Ma dO1I Q )()1I Q ()II	< A I
L 

IIQ( . ) '	for all cubes Q .	(2.14
11

) 
I  

(b) Conversely, condition (2.14) implies Madr :	- L whenever one of the 
inequalities in assumption (2.13) is satisfied. 

(c) Inequality (2.14) in parts (a) and (b) can be replaced by 

QI I (fa(Y)dY) P (Ju	<A	for all cubes Q	(215) 

whenever o(-) E RD with 1 -	p. 

Corollary 2.6. 

(a) Suppose Ma L -	Then for a constant C > 0 

	

< Cv1(.)1IQ(.)	for all cubes Q .	(2.16) 

(b) Conversely, condition (2.16) implies Ma	- L whenever one of the 
inequalities in assumption (2.13) is salisfied. 

(c) Inequality (2.16) in parts (a) and (b) can be replaced by (2.15) whenever a( . ) = 
VT( . ) E RD and 1 - <p. 

Corollary 2.7. 

(a) Suppose Ma : LP -' L. Then for a constant A > 0 

	

QI(Ju(y)dy) <A(Jv(x)dx)	for all cubes Q .	(2.17) 

(b) For the converse, let v( . ) E A t for some t with 1	t < .s,p. Then condition 
(2.17) implies Ma :	-. L?, whenever one of the inequalities in assumptions (2.13) 

is satisfied. 

The results and method introduced in this paper may be easily generalized to the 
setting of homogeneous type spaces 51• But for convenience, this generalization is not 
treated here. 

Proofs of Proposition 2.2 and Corollaries 2.3, 2.5, 2.6 and 2.7 will be given in the 
next Section 3. With the help of a basic result (Theorem 4.1), Theorem 2.1 will be 
proved in Section 4. The proof of this basic result will be done in Section 5. And the 
last Section 6 will be devoted to the proof of Theorem 2.4.
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3. Proofs of Proposition 2.2 and Corollaries 2.3 and 2.5 - 2.7 
This section is devoted to the proofs of some consequences of our main results (Theorems 
2.1 and 2.4). 

Proof of Proposition 2.2. Assume that M : LP - A(w). Taking f() 
v — T llq( . ) in the corresponding inequality then condition (2.8) appears. 

Next suppose (2.8) is satisfied. The extra condition (2.3) is trivially satisfied since 
W, (R) = R and 1 < . Since IvT(.)g(.)P II g()IIL IIg ()IIA ( , ) with (.) = 
vT(.) and w i ( . ) = 1 (E B,,), then condition (2.8) is nothing else than (2.7). So, by 
Theorem 2.1, M0 da: A(w i ) --+ A(w) which is also equivalent to M, L - A(w)I 

Proof of Corollary 2.3. The proof can be restricted to part (a). To check condi-
tion (2.7), the point is just to use 

(MaflQ dU)(X)II Q (x) <CIQI	IQ	
for all cubes Q	(3.1)


where the constant C > 0 only depends on a, n and a. 
To prove (3.1), take a cube Q and x E Q . It is sufficient to estimate Q = 

IQ'l 	fQ,flQcY(y)dy Q' D x, by the right member of (3.1). If Q' is a big cube, or 
presicely thiQi	IQ'l, then clearly Q	fQda(y). Next consider the case of

a small cube, i.e. 0< IQ'I < thiQi . One can find a cube Qi C Q with IQiI = Q'I and 
Q' fl Q C Qi such that Qi = Q' if Q' c Q . Using a E RD and 0 p + 2- 1, then 

Q	IQ'I1 I a(y)dy :5 CQ'' 

I
Q ' 1 

(
iJ)	IQI1 1 (y)dycr 	CIQI' f a(y)dy 
IQI	 Q	 Q 

and the assertion is proved U 
Proof of Corollaries 2.5 and 2.6. Only parts (b) of these results need to be 

proved. Since = A(w i (r) = and L = A(w2 (r) = then the conclu-
sion is obtained by applying Theorem 2.1, Proposition 2.2 and Corollary 2.3, and the 
main problem is reduced to see that conditions (2.2), (2.3) and (2.4) are held under 
1 <p,q,s,q,r < oo and one of the inequalities in (2.13). 

First w i ( . ) E B3 if 1 < s or p > 1, and w2 ( . ) E B,. if	< r or q > 1. Thus 
condition (2.2) is satisfied. Next since Wl (T)	r, then clearly condition (2.3) is

satisfied whenever

s<c<r	and	p<e.	 (3.2) 

Consequently, to satisfy condition (2.4) it is needed that 
e<q for s<r	and	r<q ifs=r.	 (3.3) 

The real e, for which both conditions (3.2) and (3.3) are satisfied, exits under one of 
the retrictions (2.13) on s, p, q, and r U
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Proof of Corollary 2.7. As above to prove part (b) of this result, it is sufficient to 
check the conditions needed to the conclusions in part (b) of Theorem 2.4. The details 
are similar to the above, except that instead directly of (2.13) the restriction used is on 

, f, and U 

4. Proof of Theorem 2.1 

Theorem 2.1 is based on weighted inequalities for the dyadic version of the maximal 
operator Ma, which is defined as 

(M-0-0 = sup IIV-1 1 	
I Q a closed dyadic cube}. 

Remind that a closed dyadic cube is a product of ri intevalls [x 1 , x 1 + 21c) where x = 
(x 2 ) E 2kZnl for some k E Z. Assume that dw( . ) and do, ( . ) are locally finite positive 
measures which do not charge points of R" with 0 < fQ do(x) < cc for all cubes Q and 

f dw(x) = oo. The main result on which Theorem 2.1 lies is the following 

Theorem 4.1. 
(a) Suppose Mada : A(w i ) - A(w2 ). Then for a constant A >0 

(Ma1IQ da)()llQ()	< A1Iq(.)I
I	)	for all dyadic cubes Q .	(4.1) 

IA(w2 )	 A(wj 

(b) For the converse, the growth conditions (2.2), (2.3) and (2.4) are assumed. So 
the test condition (4.1) implies .Mada : A(w i ) -* A(w2), precisely: 

	

(Mafda)( I .A (w3) 
)	 cAf(-)	for all f( . ) ^! 0	(4.2) 

with a constant c > 0 which only depends on n, r, s, w 1 ( . ), and w 2 ( . ) (but not on dw(.) 
and do(.)). 

This result will be proved in the next section, and for the moment we are proceeding 
to prove the embedding Mda : A(w i ) -f A(w 2 ). Due to the monotone convergence 
theorem, it is sufficient to find a constant c> 0 such that 

(Mfda)(.)II 
(w 2 ) A	

cAf(.)ll	for all f( . ) ^ 0,	(4.3) 
lI  

and all integers N. Here the truncated maximal function MR is defined as usual by 
(Mf)(x) = supQ1{IQI' fQ If(y)l dyl IQI* R}. As in [91, the first point to get 
(4.3) is

(Mg)(x) Cl	
(ZMg)(x) dz 

 Yn(N+3	
(4.4) 

I[-2N+2,2N+21.
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Here c 1 > 0 does not depend on x, z E R" and N E N, and ZM0 is defined as 
(ZMcrf)(X) SUpQz{IQI' fQ If( y )Idy IQ - z a closed dyadic cube}. The second 
point for (4.3) is the existence of a constant c2 > 0 for which 

(ZMfd)O"
1".
	ç c2 Af( . )	for all f( . ) ^ 0	(4.5) 

(w2)  

and all z e R'. Indeed, using (4.4) and the fact that II 1A'(w 2 ) is equivalent to a norm 
(since w2 ( . ) E Br) then (4.3) appears as follows: 

(M.2 ' fdo)(.)II 
IIA(wz) Cl J[_2N+2,2N+2], 

C ' f[_2N+2,2N+2) 

< c3Af(.)
A(w,)

(ZMfdaX	
dz)	

2n(N+3) 

dz 
c2A MMA:(w,) 2;(N+3) (by (4.5)) 

(since c 2 does not depend on z). 

We end with the proof of Theorem 2.1 by proving inequality (4.5). It is for this 
purpose why Theorem 4.1 is crucial in the proof. First note that the test condition (2.7) 
implies (4.1) with the measures do(.) = a( . + z)dx and dw( . ) = u( . .+ z)dx, and the 
constant A > 0 independent on z. Indeed, for each dyadic cubes Q then 

(.A4 doz i";? )(.)IIQ	(w2) 

	

(Madcz1IQ)(.)1IQ(.)	= l(Mcod°11Q--z)(.)11Q+z(.)D A	(w2) 

A	
(w,) 

So, by Theorem 4.1, the embedding (4.2) with the measures da( . ) and dw(•) can be 
assumed to hold with the constant cA where c does not depend on z. 

Now, with some notations abuse, inequality (4.5) appears as follows: 

( Z f4a fdO•)(•)	 (zIyffda)() 
A(w2)

= (M 0 [f( . +
Ad	(W3) 

( by using the definition of M) 

<cAf(x +
A)(.,) 

=cA Mf(x +z)D 

=
 cAV f(.) IA(wi)



272	Y. Rakotondratsimba 

5. Proof of Theorem 4.1 

To prove Part (b) of Theorem 4.1 then, by translation and reflection, it is sufficient to 
find a constant c> 0 such that

cAf(.)	 for all f	0	(5.1) 

and all R > 0. Here Q[0, R] = (0, R)n and 

(M°' g)(x) 

= sup {ii' J g (y ) I dy Q a closed dyadic cube with Q c Q[O, R]}. 

Proposition 5.1. Let w 1 () e B3 . For all e > 0 there is a constant C > 0 such 
that for all f() E A a (w i) and all R > 0, one can find A, > 0 and dyadic cubes Q, 
satisfying 

(M0fda)e(.)1IQ[o,R](.) <	A[Wi(IQjl,,)](Mc1IQ, da)(.)1I Q, (.)	(5.2) 
j 

and

(EA	Cf(.)	 (5.3) 
2 

whenever s < E and condition (2.3) is satisfied. 

Here I E I = fE da(x) for each set E. 

Proposition 5.1 contains all of the philosophy of weighted inequalities (5.1). Indeed, 
(5.2) yields a sort of cut off (M Q[O,R]fda)(.). Summation of the resulting pieces is 
ensured by (5.3). It is for this result that a suitable atomic decomposition of tent 
spaces associated to A 0 (w i ) is needed. The proof of Proposition 5.1 is postponed 
below, and for the moment we show how precisely inequality (5.1) can be obtained from 
the test condition (4.1). 

The equivalence of	L	with a norm denoted by	is needed. There- 
r:(WO
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fore inequality (5.1) appears since
e 

(A4l01]fda)(.)1IQ[ofl)(.)H 

= (M(0R)fd)e(.)]IQ[OR](.)
A7 (w2) ,  15

	AWl(IQjI4](.A4Q]IQ. da)e(.)IIQ L	(by (5.2)) 

< cj	WI(IQjIg))(.M cxlJQ dU)(.)1IQ1 (•)I 

	

II	(w2) 
.7 

< c	.[Wi(IQjI,)j	(A.1o1Iq, dcr)e(.)iI Q, ()II

IIr:(w2) .7 

< C2A1JQ. (•)M.	(14c1IQj da )O 11 Q (w,) 
j 

< c2 A c >A	(by (4.1)) 

.7 

< c3Ad If( . ) t . (	 ( by (5.3)). 

To prove Proposition 5.1, we need a suitable atomic decomposition of dyadic tent 
spaces associated to A(w i ), which is now introduced. Let X be the set (0, oo)t2 minus 
the dyadic points z = (zi)i E 2kZt, and let X = X x 2Z For each x e X, we write 

	

(p2k) r()	if x  Q[y2k]	 (5.4) 

where Q[y, 2k] is the unique dyadic cube which contains y and with length 2". Note 
that Q[x,2d] = Q[y,2']. Also,

(55) 

for each set Q C X. Thus 

(,2k) E	 Q[y2k} C Q.	 (5.6) 

The functional A, acting on each measurable function f(•,.) of X, is given by 

(A. f)(-T) = sup {IJ, 2	(y,2') E I'(x)}.	 (5.7) 

Finally, for each measurable function f(y, 2k) and R> 0, define that 

E Td ' ( w l)[Q[ORj ]	 (5.8) 

if f(y,2k) is supported by (0,R)', and the set { ( A J)( . ) > )}, A > 0, is an union of


	

dyadic cubes, and II(A6of)()IIA ( W 1) <	.,	.	 .	. 

Now the atomic decomposition result for Td uIz (w l ) [Q(0, R)j can be stated.
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Lemma 5.2. Let w 1 ( . ) E B k,. There 23 a constant C > 0 such that, for all functions 

f( • , • ) E y; dYa (w l )[Q[OR]1 (R > 0) one can find A, > 0, dyadic cubes Q,, and 
functions a(y, 2k) with disjoint supports such that 

2')l < [l4Ti(IQI )]ll (y, 2 k )	 (5.9) 

f(y2 k )>Ajj(y,2 k) a.e.	 (5.10) 

and

	

C(Af)().(W)	 (5.11) 
Ad.

3 

whenever s < e and the growth condition (2.3) is satisfied. 

The proof of this result will be given below but for the moment we explain how to 
derive the 

Proof of Proposition 5.1. Let f(S) E A'd',,, and R > 0. To obtain (5.2) observe 
that for x E Q[0, R] then 

(M l°" ) I da)(x) 

sup IQ[y,2kjIT1f
Q[y,2*]

f(z)Ida(z) x E Qy,2k] C Q0,R1 
IS  

= sup1(y , 2 k )J(y , 2 k ) x E Q[k] C Q[0 , RI} 

where
6(y,2k) = IQIy,2k]I	k	da(z) 

y2 

and

	

f(,2k) = { Q[y,2k]1_I fQ[2 k ] f(z)da(z) if	E Q[0,R] 
0	 else. 

These expressions are well defined since by the hypothesis on do( . ) then 0 < IQEy, 2k11 < 

To take profit from Lemma 5.2, we are going to prove that f() E y;dYa(W1 )[Q[o, 

Rfl. Indeed, first the supports of f(, 2k) and (A,,0f)() are respectively contained in 

QI0 , RI and Q[0, RI . Next, by (5.4) and (5.7), if (A,,.,f)(x) > A > 0, then there is (y, 2k) 

such that x E Q1y,2k] and Q[y,2k11_l fQ[2 k ] f(z )da ( z) > A. So the set {(Af)() > 
A) is a union of such dyadic cubes Q[y, 2k]. Finally, 

(Af)( . ) :^ (Nf)(•) 

with (Nf)(x) = supQ(,2 k {IQEy 2- JI 
—1 JQ[2k] If(z)I do (z )} . So the fact that II(A 

J)eIIA(W1) < oo can be obtained from
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Lemma 5.3. Let w i ( . ) E B3 . Then there is a constant c > 0 such that 

A (wi) 
< (Naf)()	(w,) A	< cf(.)	(w,) A	

for all f() ^! 0.	(5.12) 

This Lemma will be proved below, but for the moment the sequel of the proof of 
Proposition 5.1 is performed. 

Since f(,.) T,,0(wj)[Q[0,R]] then, by Lemma 5.2, there are A, >0 and dyadic 
cubes Qj such that (5.9), (5.10) and (5.11) are satisfied. 

	

Inequality (5.2). To estimate (M°RufdcY)c(x) it is sufficient to control	2k)

fC(y2k) where x E Q[y,2'] c Q[0, R]. So it follows that 

EY(y,2k)7c(y,2k) 

-
.7 

(by (5.10) and since the supports of the a2 are disjoint,) 

.A W1(Qj)]_®C(y, 2k)ll (y, 2k) 

(by (5.9)) 

= tWi(IQI4]	[Q[ 2k iI h fQ[2k] da(z)J 1I (y, 2k) 

(see the definition of 0) 

=	W1(IQI)] IIQ[y,2kj j^— 1 IQ [Y , 2k]nQ j da(z)] 1I(y,2t) 

(note that by (5.6) Q[y,2CQ,) 

[IQ[ 2k]I1 f	lIQj (z)da(z)] lI (x) 
)	 Q[y,2kJ 

(remind that z E Q[y,2k] C Q,) 

< > A [ W (IQ, Icy)]_(Mc11Q,th1) C (x)lJ Qj (x). 

Inequality (5.3). It is not difficult to obtain this inequality since by (5.11) and 
(5.12) then

()' <C (AooJ)()	<Ccf(.) . 

Therefore the proof of Proposition 5.1 (and consequently of Theorem 4.1) will be com-
pleted, once we will finish to prove Lemmas 5.3 and 5.2. 

Proof of Lemma 5.3. The second inequality in (5.12) is the same as 

I
[(Nf)(t)] 3 w i (t)dt <cj[f(t)] 3 w 1 (t)dt	for all f( • ) ^ 0.
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The first point to obtain such an inequality is 

(Nf)(t)	 f(T)dT = C(Hf)(t)	 (5.13) 

and the second one is 

f(Hg)'(t)wj(t)dt cfg3(t)wi(t)di	for all g() \. 

But this last inequality is well-known to be equivalent to w 1 ( . ) E B, (see [1]). The 
first one was proved by Herz [6] for the Lebesgue measure dx. Therefore (5.13) can be 
obtained by adapting the ideas of this author. For the convenience the complete proof 
is given. 

The first key to get (5.13) is the fact that Na.: L 1 (do) - L 1 '(da), which can be 
written as

t(Ngfi )(t) <cjIf, (x)I d(x) for all fi() . (5.14) 

Due to the special properties of dyadic cubes, this embedding is well-known to be true 
with a constant C > 0 depending only on the dimension n. Without any inconvenience, 
in (5.14) it can be assumed that C > 2. The second point to obtain (5.13) is the fact 
that N : L°°(da) - L°°(dci) or 

L(d) = lim sup(Nf2 )(x)	 (5.15) 
r 

for all functions f2(). Now to see (5.13), it can be assumed that f() ? 0 and f() = 
fI() + f() with f( . ) = [f( . ) - f(t)]flE(), f2() = f( . ) - f'() and E = { xI f(x) > 
f;(t)}. Observe that 

(i) I EtIa = t 

(ii) IIf2()IILco(d) < 2f(t) 

(iii) f fi(x)dcr(x)	f' f()d - if(i) = t[(Hf)(t) - 

(this last follows by the definition of f'( . ) and (i)). By (ii) and (5.15): 

(iv) (Na f)(•) < (Ngfi )() + (Nf2 )( . ) < (Nf1 ) ( . ) + 2f(i). 
Inequality (5.13) appears since 

(Nf)(i) < (Nf1 )(t) + 2f(t) (by (iv)) 

< C [(Hf;)(t) - f,,* (t)] + 2f(t) (by (5.14) and (iii)) 
C(Hf;)(t) (by the choice C>2). 

Proof of Lemma 5.2 (Atomic decomposition of l-;dva(1 )(Q[0, R]]). The main 
key is the following
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Lemma 5.4 For each bounded open set Q = UQEI Q C X (with Q being dyadic 
cubes) one can find a sequence of (maximal) dyadic cubes (Q,), (Qi E I) with pairwise 
dzsjoznt interiors and such that ci = U i Q i and = u1 Q1. 

This result is just an easy consequence of well-known dyadic cubes properties. 

Now take a function f( . ,.) E Td' (w i ) [Q[OR]j For any integer y, let ci ., = 
{xI(Af)(x) > 2)} Then 

	

c223 W1 [IcjIaI	II(Aoof)( . ) M	(w,) <


for some c > 0. So it is clear that W1[I cl I,, j < no. Moreover, 

+i C Il,	 (5.16) 

f(, 2 k )1 _<23+1 onl 1 .	 (5.17)


Since ci, = UQET Q C (0, R)', then by the above Lemma 5.4 

= LJQ,	and	1IQ1e) = l'ci 1 ()	 (5.18) 

= 1JQ,	and	 = 1I-( .. )	 (5.19) 

Define the scalars
'3 - 2' (l'v (IQI )I - 

and the functions 

	

ij(Y, 
2 k ) = 2—(j+1) 

[ w1 (IQI)] _ij(y, 2k) x ii—	(, Q,, —flu  

These quantities are well defined whenever 0 < Wi(IQ1I) < no. But this is the case 
since Wi(IQ1,Ig) < W(1l,7 ) < no and 0 < IQijia < no implies 0 < Wi(IQ1I) . This 
implication is true since by the condition w i ( . ) E B3 , the fact that W, (r) = f w 1 (t)dt = 
0 for some 0< r <no means that w 1 ( . ) = Oa.e. 

Clearly, by (5.19), the supports E1 =	- ci, of the 7 's are almost disjoints. 
Inequality (5.17) and the definition of	(y, 2k) yield 

which is the estimate (5.9). Again by (5.19) and the definition of A,., and ,,( y , 2') then


	

f(,2 k ) =	Aa 1 (y , 2 k )	a.e. 

which is the pointwise equality announced in (5.10).
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Finally, to get inequality (5.11) let s e with an E for which (2.3) is satisfied. Then 

= 

3,'	3	 I 

<c21)e(W1 [lQijIcr])	(by condition (2.3)) 

j	 I 

= c2 o 3 +	(w1 [I Qj i])	(the cubes Qij have disjoint interiors) 

(remind that 

= e(2 3 Wi [I{(A f)() > 2j ) I.]  i '	(by the definition of ij) ) 

< c' (Ac,0f)() 
C	

(by the discret,satzon of II11 .	as in [3[). A(w,) 

6. Proof of Theorem 2.4 
Since the proof is quite similar to that of Theorem 2.1, we essentially emphasize on the 
main points rather than on details. One of the points to get Part b) of Theorem 2.4 is 
the pointwise inequality

(Mcof)()	C(Nnt,vft)).	 (6.1) 

Here c> 0 depends only on the constant in the A t -condition for v( . ), and NA,v is the 
maximal operator (NA, g)(x) = sup{ IQI (JQ v(z) dz) fQ Jg(y)Jv(y)dyJ Q 3 x }. 

With (6.1), the proof of M	A,(w i ) -* A(w2 ) is reduced to 

A 

	

(Nt,vg)(.)Ii L 
(w2)	 '' 

< cAtg(.)U A L	for all g(•) ^ 0	(6.2) 
II.	 , (w,) 

which is denoted by Nn t v : A(w i ) -* A(w2). 

Inequality (6.1) is true for t = 1 and v() e A i since 

IQI'J f()d=IQI(I
Q 
v(z)dz) Jf(Y)(Y)[J()jY 

—I	 -, 

Q  

<cIQI (f v(z)dz) 
fQ

 f (y)v(y) dy 

Also (6.1) holds for i > 1 and v( . ) E At since, by applying the Holder inequality, 

IQl' [
Q	 \J

f(y)dy< IQI'(1
Q ft()v(Y)d) 

(IQ 

v(Y)dY) 
J 
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= [IQ(f v(z)dzfft(Y)v(Y)dY] 

X IQI' 
(IQ 

v(Y)dY) (IQ v(Y)dY) 

C{IQI	(I v(z)dz) IQ f()()]	
.

As in Theorem 2.1, (see Theorem 4.1) to obtain N,, t	A(wi) - A(w2 ), the 
idea is also to prove the corresponding dyadic version	A(wi) - A(w2 ). This

last embedding will be based on 

(ivtQt0RJgy(.)1IQ[OR] (•)	> A [ W (1Q Iv)]	IQI	JJQJ (•)	(& > 0)	(6.3) al,v

.7 

and

(A)	cjI(.) ) .	 (6.4) 
.7 

Here A3 > 0 and the Q3 s are dyadic cubes and A1 
Q [OR) is the maximal operator defined 

as N,\,v by means of dyadic cubes Q C Q[0, R] = (0, R). Details on the obtention of 
(6.3) and (6.4) from atomic decomposition of a suitable tent space can be done as in 
the proof of Proposition 5.1. 

The fact that (6.3) and (6.4) imply	: AV!, (w l ) -+ ALL, ( W2), by assuming the

test condition (2.11) (more exactly with dyadic cubes), can be obtained as follows: 

0, v
A.' (-2) 

=
A' (w2) 

<	AftV (IQ, In)] - IQ3 I 
Li 

1I (.) II	(by using (6.3)) 
IIA,' (w2) 

.7 

< c	A[W1 (IQ, )]	IQI" IIQ	
MA!(2) 

.7 

(since II•H .r.	is equivalent to a norm)

A. (2)

Cl 

= c1A 

• c1 Act>A	(by condition (2.11)) 

•	

.7 

H	Il 
c2Aflg(.) 

II/t 
t 

(w,)	
(by using (6.4)). 

II  
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