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Abstract. Using the fractional linear map from the unit disk onto the upper halfplane we 
transfer some facts about Hardy spaces on polydisks to Hardy spaces on products of halfplanes. 
The results are applied to the prediction theory of homogeneous random fields on R". In 
particular, we give a characterization of regular and weakly (strongly) commutative L2(z) 
spaces. 
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0. Introduction 

In this paper we shall use the following notation and conventions. Let N, Z, Z, R, 
R+ and C be the sets of natural numbers, integers, non-negative integers, real numbers, 
non-negative real numbers, and complex numbers, respectively. By U, T and C we 
denote the open unit disk, the unit circle, and the upper halfplane, respectively. As usual 
we identify the unit circle T with the interval [-it, it) according to the map [-it, it) 3 

'- e'O E T. For z E C let f be the complex conjugate of z. A complex number 
z will have real part x and imaginary part y, thus z = x + iy. If z is assigned an 
index or accent, it carries over to x and y. By r and q we mean the modulus and 
argument of the complex number w = req'; again, indices and accents carry over. For 
n E N and any set M, we write M" for the n-fold Cartesian product of M. Let A 
and o be the Lebesgue measure on R' and T, respectively. If the quantifiers a.a. 
(almost all) or a. e. (almost everywhere) are used without specifying a measure, then 
the appropriate Lebesgue measure is assumed. A non-negative measure we simply call a 
measure; otherwise, we speak of a real- or a complex-valued measure. We shall consider 
the Banach spaces LP (p), where j.t isameasure and 1 p oo. The closure of a subset 
M of a topological space is written M. The closed linear span of a subset M of LP(JA) 
is written VM; when no measure is specified we assume Lebesgue measure. 

For p E [1, ) and n E N, we examine the following function spaces: 
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. H9(C) consists of functions f analytic on Cn and such that 

sup	J If (X I +iy i ...... x+iy)IA(dx 1 x ... xdx)<oo. 
(Ill .... . y)E(O,00)" IR" 

. H' (U') consists of functions f analytic on U'2 and such that 

sup	I,-	 If (r 1 et1 ,.,re'")Ian(di x	x d) <	. 
(ri.... .r)E(O,1)"ir,i)" 

• flP(C) consists of functions I analytic on C . and such that 

IIR (x 
If(xi +iyi,...,xn+iyn)I" sup 

( y .... . y,,)E(O,00)"	"	+ Em + 1] 2 ).. . (x + [yn + 
1]2) An(dX I x	x dx,,) < 00- 

Moreover: 

. H°°(C) 	7-1°°(C) consists of functions f analytic on Cn and such that 

sup	f(zi,...,zn)I <00. 
(z, ..... 

. H' (Un) consists of functions f analytic on U" and such that 

sup	If(wi,. ,w,,) <oo}. 
(w, .... . w)EU" 

It is obvious that HP(C) c Hp(Cn 

The spaces H(C+) and HP (U) are the classical Hardy spaces on the upper halfplane 
and unit disk, respectively. For over three decades there have been efforts to generalize 
the results from functions of one variable to functions of several variables. Rudin's book 
[15) was the first unifying exposition of the theory for HP (U"). An important application 
of the H2 (U") case is in linear prediction problems for homogeneous random fields on 
Z'2 . In the present paper we wish to develop the theory of H"(C") spaces, and to apply 
these results to prediction problems for homogeneous random fields on R'2 . For the sake 
of notational simplicity, we take n = 2. 

Many properties of H (Ci) functions can be derived from the corresponding prop-
erties of HP (U) functions with the aid of a fractional linear map a from U onto C. In 
using this method the spaces occur in a natural way, as a induces a one-to-
one linear correspondence from HP (U2) onto 71P(C). This fact rests on some results 
concerning 2-harmonic and 2-subharmonic functions, particularly a theorem of Flett 
and Kuran (extended to several variables), contained in Section 1. The proof of the 
several-variables version of the theorem of Flett and Kuran is obtained by a modifica-
tion of one-variable arguments as given in [14: pp. 136 - 1391. Section 2 is devoted 
to basic properties of HP (C.) functions; the methods and outcomes are generally such 
as one would expect. The key property is the behavior of non-tangential limits. We 
derive it from Zygmund's results on HP (U 2 ) functions (cf. [17]), with the aid of the
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map a. Then other facts as Cauchy's formula and embedding in LP(A2) can be proved. 
In Section 4 we study various notions of outer functions in H P(C). We obtain an 
explicit correspondence between the weakly outer, outer, and strongly outer functions 
in HP (U2 ) and their counterparts in HP(C). The results concerning weakly outer and 
outer functions are easy to derive, whereas the proof of the correspondence between 
strongly outer functions uses some approximation properties in LP (z) spaces of func-
tions of several variables, which we obtain in Section 3 applying techniques from [1]. 
The assertions of Section 4 combined with Theorem 1.1 in [2] yield a characterization of 
regular and weakly (strongly) commutative L2 (1z) spaces. This and some other results, 
which are of interest in the prediction theory of homogeneous random fields on R, are 
given in Section 5. 

1. Non-negative 2-subharmonic functions on C4. 

Consider the fractional linear mapping a : U — + U {cx} given by 

.1 —w a(w)
1+w 

Its inverse is 3, where 

Restrictions of a and 8 to subsets of their domains are also denoted by a and (3, 
respectively. If I is a function on a subset M x N of C, we define 

f(w i ,w2 ) = f(a(w1),a(w2)) 

for (WI , w2) E /3(M) x /3(N). Similarly, if g is a function on a subset M x N of U2 
define

9(zi,z2) = 9(/3(z1)78(z2)) 

for (zj,z2) E a(M) x a(N). Thus these two mappings will serve to bridge the well 
established theory on U 2 and the situation on C. 

A function defined on an open subset of C2 is 2-harmonic or 2-subharmonic, if it 
is harmonic or subharmonic, respectively, in each variable [15: Subsections 2.1.1 and 
3.2.11. We shall establish a Poisson integral representation for 2-harmonic functions on 
C, as well as a criterion for 2-harmonic majorants for certain functions on C. 

By P we denote the Poisson kernel on C., thus 

P(x y) = 1 — __ 1/ ir x 2 + y2 

for z = x + iy E C. The Poisson kernel on U is given by 

P°(, r) = 1	1—r2 
27r 1 — 2r cos 0 + r2
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for w = re' E U. If p and ii are bounded complex-valued Borel measures on R 2 and 
T2 , respectively, we express their Poisson integrals in the following way: 

P[dp](zi,z2) = J P(x i - t 1 , y 1 )P(x2 - t2 ,y2 )p(dt i x dt2) 

for (z i , z2 ) = (x1 +iy1,x2 +iy2 ) E C2 , and 

P° [dv] (wi,w2) = f P'(01 - 0 1 ,r i )P°(02 - 02 ,r2 )v(dOi x 02) 

for (Wl,W2) = (r1eI1,r2e2) E 1U2 . Ifp is of the form dp = fdA 2 for some f e  
then we write P[f] instead of P[p]; a similar convention applies to P°. 

Lemma 1.1. A function h defined on C2 is non-negative and 2-harmonic if and 
only if it has the representation 

h(z i , z2 ) = P [dp] (z i, z2)+ yi P [dp2]( z2) +y2P[dpiJ(zi) +PY1Y2	(1)


where p E R+, p is a Borel measure on R2 , pi and P2 are Borel measures on R, and 

f(i + t)(1 + t'p(di i x dt2) 

IR 
(I +t2 )'pi (dt) <cc 

IR +t
2 )p2 (dt) <cc. 

Proof. It is obvious that a function h having the representation (1) is non-negative 
and 2-harmonic. Now let h be a non-negative and 2-harmonic function on C. Then ha 
is non-negative and 2-harmonic on U 2 , and there exists a Borel measure v on T2 such 
that

h0(wi,w2) = P°[dv](w i, w2)	 (2) 

for (w 1 , w2 ) E U2 . Write the integral on the right side of (2) as a sum of four integrals 
over the sets (-7r,7r)2 , { — ir} x (-7r,7r), (—ir,ir) x {—ir} and {-7r} 2 . Define a Borel 
measure p on 1R2 by 

jz(dt j x dt2 ) = (1 + t)(1 + t) v(13(dt i ) x 0(dt2)). 

We have

1R2 
+t 1 (1 +t 1 p(dt i x dt2 ) <cc. 

If we use the relation r 1 e' 4 =	(j = 1, 2), a calculation analogous to that in [11: 

Subsection VI.A] shows that 

JP°(01 - 81 ,r i )P°(02 - 02 ,r2 )v(dOi x d02 ) = P[dp](zi,z2)
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for (z 1 , z2 ) E C3, . Furthermore, it holds that 

I{

	

	
P°(çbi —8i,ri)P°(c2-92,r2)v(d8i 

- 7r} x ( - ,r,7T) 

=P°( 1 +,r i ) f	P°(2-02,r2)u({—} xdO2). 

The Borel measure JU2 on R given by p 2 (dt2 ) = (1 + t)zi({-7r} x 8(di 2 )) has the 
property f(1 + t2 )' 1z2 (dt) < oo, and as before we obtain 

f P°( 2 - 02,r2)v({—} x d02 ) = 

for z2 E C. Using r 1 e' 4" =	we get P°(0 1 + ir,r i ) = -. Hence i+Zl

f
P'(0 1 — 8 i , r i ) P°(cb2 —82 ,r2 )v(dO i x d02 ) = —1P[d2](z2) 

{- r 	 7r }x(-1r,1r) 

for (z 1 , z2 ) E C2 . In an analogous fashion we obtain a measure IL I satisfying 

	

J(-7r,r) x f-ir) 
P°( 1 - 01 , r i )P°(02 - 92 ,r2 )v(d0 i x d9) =	P[dp i ](z i )

7r 

for (z l , z2 ) e C2 . Finally we calculate 

f P'(0 1 —9i,ri)P°(2-92,r2)v(dOi 

= P°( 1 + 7r,r i )P°( 2 + 7r,r2)v(1-7r}2) 

= PY1Y2 

where p = zi({—ir}2) > 0. This confirms the representation (2) I 

Now we generalize a theorem of Flett and Kuran on non-negative subharmonic 
functions on C to non-negative 2-subharmonic functions on C. This makes it possible 
to characterize the elements of 7-(C), and eventually to obtain an explicit one-to-
one correspondence between HP (U2 ) and H P (C). Our methods derive from the one-
variable proofs in [14]. 

Let us adopt the following notation. For s and S2 in R, let u, ,32 be the function 
defined by

Z2) = ( z i + i)	(z2 + i)32 
for (z i , z2 ) E C, where the analytic branches satisfying i	=	are selected on

the right side. Moreover, put 

	

u(zi ,z2 ) = u2,2(z1,z2)I =(x + [y' + 1]2)_1(x + [y2 + 1]2)_1	(3) 

for (z i ,z2 ) E C.
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Theorem 1.2. A non-negative 2-subharmonic function h on C2 has a 2-harmonic 
majorant if and only if 

sup f h(x i +zy 1 ,x 2 +iy2 )u(x 1 +iyi ,x2 +iy2 )A2 (dx i xdx2 )< 00.	(4) 
yI>O,y2>O	2 

To prove this theorem we need the following lemma. 
Lemma 1.3. Let 77 be a non-negative function on (0,1)2 such that the functions 

7(r i ,r2 ) for fixed r2 and r2 '—+ ii(ri,r2) for fixed r 1 are increasing on (0, 1). 
Furthermore, let ( be a non-negative measurable function on (0, 1) with the following 
properties:

(dA2 <00 for all (r i , r2 ) e (0,1)2. 

(ii) urn 40,r3)x(0,3) (d.\2 
= 0 and urn f(0,3)x(O,r3) (dA2

= 0 for all r E (0, 1).


	

1(0,3) x(0,$) (dA2	 — f(0,) x(O,$) (d\2 

Then

	

lim	i(ri,r2)	sup 1(01 )2 i(ii , t 2 )((st i , st 2 ) ) 2 (dt 1 x di2) 
=  

r j —.1—,r 2 I sE(0,1)	1(01)2 ((sti, s1 2 ) ) 2 (dt 1 x di2) 

where we allow the possibility that both sides diverge to infinity. 

Proof. Let

e(s) := 
f(01)2 (t I ,t 2 )(si I ,st2 )A2 (dt I x dt2) 

1(0,1)2 ((si i , st 2 ) ) 2 (di 1 x dt2) 

for .s e (0, 1). The inequality

urn	77(ri,r2) ^! sup c(s) r,—.I —, r2—.1	 3E(0,1) 

is obvious, and if supsE(o,I) c(s) = 00, then we have the reverse inequality as well. Hence 
it remains to show that in the case 5UP SE(0 I) c(s) = K < 00 the inequality 7(r 1 , r2 ) K 
holds for all (r i , r2 ) E (0,1)2. For arbitrary s, r 1 and r2 belonging to (0, 1), we find that 

K > e(s) 

> f(ri,l)x(2,1) 77( u l t2)(( 5u l,9t2) A2(thu l x di2) 

1(0,1)2 ((si i , st 2 ) .\ 2 (dt i x di2) 

f(rI,I)x(r2,1)((5u1,8t2)X2(hu1 x di2)


	

^ (r,r2)	
f(Ol)2((Stl,st2)A2(dtl x dt2) 

	

> i(r i , r2)	
- 1(0,1) x(0,r2) ((si i ,si2 ) ) 2 (di 1 x d12) 

1(0,1)2 ((st i ,st2 )A 2 (dt i x dt2) 

— f(O , r i )x(O,I )(( 3u I 8t2)2( du I x dt2) 

f( 0,1)2 ((sti, si2) 1\2(dt1 x dt2)	I 
As s increases to 1, we get K > (r i ,r2 ) by property (ii) I



Hardy Spaces on Products of Halfplanes	525 

Proof of Theorem 1.2. Assume that h has a 2-harmonic majorant. Then there 
exist measures y, and i2, and a constant p, satisfying the conclusion of Lemma1.1. 
Now, elementary estimates following 14: p. 137] give us 

fR2 h(x
i +zyi ,x2 +iy2 )u(x i +iyi,x2+iy2)A2(dxi 

f P(x 1 - ti, y i )P(x2 - t2 ,y2 )u(x i + iy 1 ,x2 + iy2 )z(dt i x dt2 )A2 (dx i x dx2) 

+f P(x i — t i, yi )u(x i +ii,x2+iy2)pi(dtj)2(dxi ir 

+f P(x2 —t 2 ,y2 )u(x i +iyi,x2+iy2)2(dt2)A2(dxi ir 

+PYIY2 JR2u(x1 +iyi,x2 +iy2 ) 2 (dx i x ax2) 

2y ' + 1	2Y2 + 1IR x dt2) 

- y + 1	Y2 + 1	 2 (t	+ [2y 1 + 1] 2 )(i	+ [2y2 + 1]2) 

2y 1 + 1	1/2 1(dt1) 
+ 1/1+1	1/2+1 f (i+[2yi+1]2) 

,2(dt2) I/i	21/2 + ifR 
1/2+1 (+t2y2+i]2) 

iry 1	7r Y2 
+p 1/ 1 +1	Yz+l 

<4fR2	
z(dt i xdi2) 

-
+2f IL1(dtl)	2	_____ 

J(i+l)+ (t21+l)+ (t+1)(t+1) 

<00.
Conversely, assume that condition (4) holds. We have to show that h or, equivalently, 
h, has a 2-harmonic majorant. According to the proof of [15: Theorem 3.2.4], it suffices 
to verify that the function defined by 

( r i , r2 ) I.. IV ha (r i et1 , r2 et2 )a2 (d i x d2) 

for (r i , r2 ) E (0,1)2 is bounded. It is enough to show that the function defined by 


71(r i , 	= r 1 r2	ho(rie1,r2e2)a2(di x 

for (r i , r2 ) E (0,1)2 is bounded. Let ((t1, t 2 ) : ( 1 - t) (1 - i )' for (i 1 , t 2 ) E (0, 1)2. 

It is easy to see that meets all of the conditions of Lemma 1.3. Hence to confirm the 
boundedness of 77 we need only to prove that, for some constant C, 

jo

i1(t1,t2)	 . /	
a2(dt xdt2) 

1)2 (1	s 2 ifl(1 - s2t) a
2 (dt i x dt2)	

J(O,i)2 (1 - s2iI)(1 - s2t) 

holds for all s E (0, 1). But this can be done by analogy to the proof in [14: pp. 138 - 
139] in the case of one variable U 
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Corollary 1.4. For every p E [1,00], the mapping f '-p f, is a linear one-to-one 
correspondence from ?-1(C) onto HP (U2). 

Proof. It is obvious that the mapping I '-p ía is linear and one-to-one. For p = 
the entire assertion of the corollary is immediate. Thus suppose that p E [1, oo). Then 
by Theorem 1.2 a function f belongs to 7-1P(C) if and only if If 1" has a 2-harmonic 
majorant. This is equivalent for IfaV' to have a 2-harmonic majorant. But according 
to 115: Exercise 3.4.4/(b)], If,,IP has a 2-harmonic majorant if and only if ía E HP (U2). 
Thus the mapping f -* ía is onto U 

3. Basic properties of H((C24. ) functions 

Let p E [1,00). The mapping f	u_f is a linear one-to-one correspondence 
from HP (C.) onto fl"(C). If we combine this simple observation with Corollary 
1.4, we obtain properties of H(C) functions from the corresponding properties of 
HP ( U2 ) functions. Among these are the behavior of non-tangential limits, logarithmic 
2-subharmonicity, Cauchy's formula, and embedding into L. 

Lemma 2.1. Let p E [1,00] and zo E C+. If  E 7i P (C), then f( . , zo) and f(zo,.) 
belong to 1-IP (C+). If f E HP (C), then f( . , zo) and f(zo,.) belong to H"(C+). 

Proof. For p = oo the claim is trivial. Let p E [1,00). If  E 7-IP (C), then the 
assertion follows from Corollary 1.4 and the analogous result for functions of one variable 
(see [14: Theorem B/p. 80]). If f E H P (C), then u_z , _ af belongs to flP (C). By the 
case just proved, both f( • , zo)u_ , _( . , zo) and f(zo, .)u_ _(z0 ,.) belong to W'(C). 
Hence f( . ,zo) and f(zo,.) belong to HP (C+) U 

In the following we use the notion of non-tangential limits of functions in H'(C) 
or flP (C). For the definitions, see [17: pp. 207 - 208] and [11: Subsection I.D.3]. 

Theorem 2.2. Let p E [1,00) and f E ?(C). Then, for a.a. ( X I, X2) E R2 , the 
non-tangential limit

f(xi,x2) =	lim	f(zi,z2) 
(:1 , z 2 )-.( z 1 ,z,) 

exists. The function f defined this way has the following properties: 

(i) f2 If l d) 2 <00, and for p E [1,00) we have f2 IfI u dA2 <00. 

(ii) f(zj ,z2 ) = P [f]( z i, z2) for all (z 1 , z2 ) E C.  
fR2 I log Ill Iu d.\ 2 < oo if f is not the null function. 

(iv) 109lf( z i, z2)1	P [ 109 IfI]( z i, z2) for all (z 1 , z2 ) E C. 

If  E HP (C.), then f E LP(A2). 

Proof. If I E W(C), then ía e H9 (ILJ 2), by Corollary 1.4. According to [17: 
Theorem 1], the non-tangential limits of ía exist a.e. on T2 . Since a and P map non-
tangential paths into non-tangential paths, and sets of Lebesgue measure zero into sets
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of Lebesgue measure zero, we obtain the existence of non-tangential limits of f for a.a. 
( X I, X2) E JR2 . The properties (i) - (iv) off follow from the corresponding properties 
of HP (U2) functions (see 115: Theorems 3.4.2 and 3.3.5, and Execise 3.4.4/(c)j), by 
fractional linear transformation. Finally, Fatou's lemma shows that I E L 1'(.\ 2 ) if 
fEH'(C.)I 

The function / defined in Theorem 2.2 is called the boundary function of f. 
Lemma 2 :3. Let p E [1, ] and f E LP 2 ). Suppose that the function f given by 

f(z i , z2 ) = P[fl( z1, z2) for (z 1 , z2 ) E C2 analytic on Ci. . Then f E HP (C . ), and I 
is the boundary function of f. 

Proof. If  = oo, then clearly lf(zi,z2)l	 for (z i , z2 ) E C 2.. If  E [1 00),

then

JR2 
lf(xi + iyi , x 2 + iy2)1P 2 (dx 1 x dx 2 ) < ll/M 

for (Y1, Y2) E (O,)2, by Jensen's inequality. Thus, in either case,f E HP (C2  Since f 
is the Poisson integral off, and f is also the Poisson integral of its boundary function, 
we have by Theorem 2.2 that f must be the boundary function of f  

Since the correspondence f f is one-to-one, we will henceforth identify f and 
f, and use the symbol f for both the analytic function and its boundary function. In 
particular, we can identify HP(C) and HP (U2) with certain subsets of LP (A 2 ) and 
LP (a2 ), respectively. We can also introduce a norm on 'HP (C2 (1 <p < oo), namely 

If lkP (c ) = 
fR2

lflud2 

for I e ?-IP (C) Then we immediately obtain the following result. 

Lemma 2.4. For every pE [1,], the mapping 

I I 

is an isometry from ?1 P (C) onto HP ( U2 ). For every p E [1, ), the mapping 

I -+ (u,if) p	p 

Z5 an isometry from HP (C) onto HP (U2) 

Corollary 2.5. For  E [1 *, ool, H'(C.) is a Banach space under the norm ll lip, 
and thus it can be considered as a closed subspace of LP (A 2 ). For p e [1,), HP(C) 
is a Banach space under the norm II 

Proof. The assertion follows from Lemma 2.4 and the fact that HP (U 2 ) is a Banach 
space when p E [1, co] (see [15: Exercise 3.4.4/(c)]) I 

We continue now with statements concerning norm domination and norm conver-
gence to the boundary function.
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Theorem 2.6. Let p E [1,00) and f E H P (C). Then: 

(i) For arbitrary (Y1, Y2) E (0,00)2, 

JR2 
If(xi +iyl,x2 + iy2)I2(dxi x dx2) 

(ii) For arbitrary Yo E (0, oc), the functions 

(0,00) y'	JR7 If(xi +iy1,x2 + iyo)I A 2(dx i x dx2)


(0,00)y2 jIf(x I +zy0,x2zy2)PA2(dx1 xdx2) 

are decreasing. 

(iii) urn	
J2 

If(x i + iy i , x2 + zy2 ) A2 (dx j x dx2 ) = If II. !itO+, Y2 0+ j  

(iv) u rn
JR2 

f(x 1 +iyi ,x2 +iy2 )—f(x i ,x2 )IA2 (dx i xdx2)=0. 
y,—.O+, Y, _0+ 

Proof. Assertion (i) follows from Theorem 2.21(u) and Jensen's inequality. Asser-
tion (ii) is a simple consequence of (i). By Fatou's lemma, we have 

lim	
R2 If(x i + iy i , x 2 + jy2)1P 2 (dx i x dx 2 ) ^ IIfII• 

Yi — O+, y°  

Combining this with (i) we get assertion (iii). Finally, assertion (iv) can be established 
with the aid of (i) and (iii), as in the proof of [15: Theorem 3.4.31 I 

Theorem 2.7. For f E H 0o(C) , we have sup( ,, 	If( z i, z2)I = IIfIIo. 
Proof. As noted before, f(zl,z2)I f IIoo for all (z l ,z2 ) E C2 . Now if If(zI,z2)I 

were uniformly bounded away from Ill IIoo by a positive distance, then so would be a.a. 
the boundary values f(x i , x 2 ). But that would be absurd I 

Theorem 2.8. Let p E [1,00] and f E H P (C.). Then: 

(I) For a. a. x 1 E R and all Z2 e C, the non-tangential limit lim,_. 1 f(z i ,z2 ) = 
fi (x i ,z2 ) exists. 

(ii) For a. a. x 1 e R the function fi (x i ,.) belongs to H(C+). 

(iii) For a. a. (x 1 , x 2 ) E R2 the non-tangential limit	1' (x 1 , z2 ) = fi (x i , x2) 
exists and coincides with the boundary function of 1. 

Proof. For f E HP (C4.), we consider g = f E H"(U2 ), and cite the corresponding 
results on H P (U2 ) functions. Thus assertions (i) and (iii) follow immediately from [17: 
Theorem 2'1 and [17: Theorem 51, respectively. Moreover, by [8: Theorem 2.61, for a.a. 
4 E [—ir,ir), the function g 1 (e'',.) belongs to H"(U), where g i is defined to be the 
non-tangential limit gi (e'" , w2 ) = lim, .,.o, g(w I , W2) for a.a. cb i E [ — it, it) and for 
all w2 E U. This implies that g 1 (e' ,w2) P0[gi(e1, .)](w2 ) for w2 E U and for a.a. 
01 E [-7r, 7r). Returning to the upper halfplane we get fi (x i ,z2 ) = P[fi(xi,.)](z2) for 
Z2 E C and for a.a. x 1 E R. But from assertion (iii) and Theorem 2.2 it follows that 
the boundary function of fi (x i ,.) belongs to LP (A l ) for a.a. x 1 . Hence, by Lemma 2.3, 
f1(x1,.)EH'((C) for a.a. x i E R I
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Of course, an analogous claim holds with the first and second variables reversed. 
Thus the iterated non-tangential limit is a.e. independent of the order in which the 
separate limits are taken. 

Next we turn to a version of the Cauchy integral formula on C and some of its 
consequences. 

Theorem 2.9 (Cauchy Formula). Let p E [1,) and f E H'(C). Then: 

(i) For all (21,22) E C, 
(2iri) 2 JR2 (t1 _f
	z) ;\

2 (dt 1 x dt2 ) = 1(21,22). 

(ii) For all (zl,z2)(2iri)2 L (t 1 —z1 )(t2 — 22) A
2 (dt 1 x d1 2 ) = 0. 

Proof. If  E HP (C), then Theorem 2.8 asserts that f( . ,t 2 ) E HP (C) for a.a. 
t 2 E R, and so the Cauchy formula for HP (C+) functions gives 

1	1 f(t1,t2)
= f(zi,t2) 

2irz JR (t 1 - z) 

for all 21 E C+ and a.a. t 2 ER. But f(z i ,.) E H"(C+) for all 21 E C, hence 
1 f f(zi,t2).\2(dt2)=f(zi,z2) 

27rz 	t2 - 
for all 22 E C. Now Fubini's theorem completes the proof of part (i). Part (ii) can be 
handled in a similar way  

Theorem 2.10. Let p E [1,) and f E LP (A2 ). If 

JR2
f(t1,t2)

A2 (dt 1
 (t 1 - z i )(t 2 - z2) 

for all (21,22) C, then the function f defined by 

1	[	f(t1,t2) 
f(z i ,z2 ) =	2	 A2(dt1 x dt2)


(27rz) jj (t 1 - z i )(t 2 - z2) 

for (21,22) E C2 	to HP (C), and f is the boundary function off. 

Proof. For z2 E C+, condition (5) and Fubini's theorem imply that the function 

R D ti	IR f(t1t2)A(d) 
 - 22 

is equal to zero for a.a. t 1 E R. Hence for (21,22) E C2 we obtain 
f(z i ,Z2) 

= (2i) 2 ILIZ2 J(t 1 ,t 2 )[(t i - z i )'(t2 - z2 )' - (t 1 - z'(t2 -22)'] A2 (dt 1 x dt2) 

= i ff j(t1,t2) A
i (dt 2 )P(1 1 —ti,y,)i(dti) 

27r1 

= f f f(t,,t2)[(t2 - 22) ' - (t2 - z']Ai (dt 2 )P(x i - t,,y,)Ai(dti) 

= JR2 J(t,, t 2 )P(x i — t i ,y,)P(x 2 - t 2 ,y2 ) 2 (dt i x dt2).
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Now the result follows from Lemma 2.31 

For (s I ,s 2 ) E R 2 we denote by e,, 32 the function defined by 

e 3 , 32 (t 1 , t 2 ) = e'' I, ±3212) 

for (t 1 ,t 2 ) E R2 . Let p E [1,2] and f E LP (A 2 ). By J we mean the inverse Fourier 
transform of 1 . That is, if p = 1, then

ij J(si , s2 ) =	 2 fe3, 32 A2 

for ( S2, S 2) E R2 . If p E (1, 2], then  is the limit in L 1 (A 2 ) of (fx[_K,Ic]2Y, as K — 
where x[_K,K] 2 is the characteristic function of the set [—K, K] 2 and q =P P I With 
that, we shall see that HP(C) can be identified with the subspace of LP (A2 ) generated 
by frequencies in the quarterplane 1R. 

Theorem 2.11. If p E (1,2] and I E HP (C), then f(51, s 2 ) = 0 for a.a. (Si, s 2 ) E 
R2 \ [0, 00)2. If f E H'(C), then J(s i ,s 2 )	0 for all (s i ,s 2 ) eR2 \ (0, 00)2. 

Proof. First, let f e H'(C). Theorem 2.8 asserts that f(x j ,.) E H'(C+) for a.a. 
x 1 e R. It follows that fR f(x i , x2)e'3712 A i ( dx2 ) = 0 whenever s 2 0, according to 
the known result for functions of one variable (see [11: Subsection VI.E)). Thus Fubini's 
theorem implies that 1(102) = 0 for all s 2	0 and s 1 E R. Analogous arguments 

show that J(sl,s2) = 0 for all s 1 <0 and s 2 E R. 

Next, assume that f E H P (C), where p E (1, 2]. We follow the method given in 
[11: Subsection VI.E]. For n E N, set 

ffl (x1,x2) =	2	f(xi,x2) 
(x1 + in)(x2 + in) 

for (x 1 ,x 2 ) E R2 . It is clear that f, E H'(C). Hence J(si,s2)	0 for (81,52) E

R2 \ [0, 00)2. On the other hand, for some constant c we have 

IIf — fIl c JV
 f(xi,x)— 

in P 
 
. 

f(xi,x2) A 2 (dx i xdx2) 
 XI+Zfl 

+c

	

	 , f(x 1 ,x2 )—f(x 1 ,x2 ) A2 (dx 1 xdx2) 
JR2 X1+Z?2 

=
 cJW

X1 
f(xi,x2) A2 (dx i x dx2) 

 Xi+Zfl
znx2 

2 (xI+in)(x2+in)2122)I A2 (dx i xdx2). 

Now Lebesgue's dominated convergence theorem shows that f, — f in LP (A 2 ) as n — 
00. Thus f —+ f in L(A2), and hence 1(1,2) = 0 for a.a. (Sl,S2) e R2 \ [0 ,00 ) 2 •
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Theorem 2.12. Let p E [1,2] and I E LP(A2). If J(s1,s2) = 0 for a. a. (S1,S2) E 
R2 \ [0, 00)2, then f is (the boundary function of) a function from H"(C). 

Proof. Let 

9(z 1 , z2 ) : = JR2 
f(s i , s 2 )e	3zbI+z232)2(dSi x ds2)  

=	O,	
J(s i , s 2 )e I 131+z232)e_(YI31+Y2$2)2(ds x ds2) )2  

= / f(si,s2)ez, ,12 (s i ,s2 )e_ (YhIshI+Y2I32I) A2 (ds i x ds2) 
J 1R2 

for (z 1 , z2 ) E C2 . For n E N, set f =	 Then f - fin L(A2) as n —i oo. 
Hence

9(z 1 , z2 ) = urn 1R2 f(si, s2)e,, 2 (s , s2)e' S1I+Y21321)A(d x ds2) 
n—.c  

= urn 
—oo(2

1
 )	f e, , , 2 (t 1 , t2)e, , 2 (s , s2)e	I'1I+V21821) 

2 
x .\ 2 (ds i x ds2 )f(t i ,t 2 )) 2 (dt 1 x dt2) 

= urn f	P(xi — t i , y i )P(x 2 —t2,y2 )f(i i ,t 2 ) 2 (dt i x dt2) 
oo n—. 

= P[f](zi,z2). 

An application of Lemma 2.3 completes the proof U 

3. Approximation in L IP spaces 

Let A(U2 ) be the Baxiach space of functions analytic in U2 and continuous in U2 (see 
[15: Subsection 1.1.1]). Set A(C) = {f : f E A(U2 )}. For (mi,m2) E Z2 , let e°mi,mz 
be the function defined by

e,, 1 m 2 ( q i, 2) = e t ( m I 01 +-2102) 

for (1,2) E [_,)2. 

The following results concerning approximation in HP (C2 by A(C2+ ) functions or 
the exponentials {e 31,32 } will later underlie the development of notions of an outer 
function on C. 

Theorem 3.1. Let p E [1, ), and let ii be a finite Borel measure on T2 . Then


Vp,p{e i m 2 : (m i ,m2 ) E Z2 I =	: a E A(U2)}. 

Proof. The inclusion 

Vp , p{e,,12 : (m i ,m2 ) E Z} c Vp,{a : a E A( U2)) 

is obvious, and the reverse inclusion follows from the fact that each function in A(U2) 
can be approximated uniformly on U 2 by polynomials in two variables U
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Theorem 3.2. Let p E [1, oo), and let p be a finite Borel measure on R2 Then


	

(s i ,s 2 ) E R} = v , {a : a e A(C)} =	 : a e A(C)}. 

Proof. First we prove the inclusion 

Vp,i {a a E A(C)} c V p, ,{es1,s2 (s i ,s 2 ) E R}.	 (6) 

Using the corresponding fact for A(U 2 ) functions we obtain the inclusion 

	

a E A(c)} c	 (mi,m2) e z} 

by fractional linear transformation. But the functions defined by 
/	• 	, 

*	 -1	( X1 - Z )Tni f X2 - Z
Umi,m2(X1,X2)Umi,rn2(X1,X2)	

='\X1 + 	1\x2+i 

for ( X 1, X 2) E R 2 can be represented as polynomials in u i ,o and u0,1 . Hence it is enough 
to show that

Um1,m2 E Vp, ,{ e31,j2 : ( s i , S2) E R} 

for all (MI, M2) E Z2 . According to [1: Appendix B.12], for any m E N and any e > 0 
there exists a number K = K(rn, E) > 0 such that 

1 
(x + j)m - (m - 1)! Ito te	A1(dt) <	 ( 7) 

for all x E R. We set

Pm(Z) =
1	

tm _leIt(X+i) A1(dt) 
(m - 1)! 

Pm 1 ,rn 2 (X1,X2) = pmi(X1)prn2(X2) 

pm i ,o(XI,X2) = prni(Xi) 

po,rn 2 (X1,X2) = P-2(X2) 

= 1 

for (x 11 x 2 ) E R2 . From (7) it follows that 

f.2jTnl Urn i 0 - Pm i
, o1 d1 < eP (R2

(8) 

f.2
jm2 UOm2 po,m2ld <eP (R2

) 

Moreover, (7) implies
IPrni3O

	
x2)1	1 + }	 () 

	

IPO,rn2( X l, X2)I	1+c
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for (x 1 ,x2 ) ER2 . From this and the equality Pm 1 ,m 2 = Prn,,OPO,rn 2 it is not difficult to 
derive the bound 

J. 
imI+m2u	- prn,,rn 2 I d < ce(R2 )(1 + [1 + e]P)	 (10) 

for some constant C> 0. The relations (8) and (10), together with the equality of u0,0 
and Po,o, would imply (6) provided we can establish that 

Pm 1 ,m 2 E VP, M { e 3 1 ,3 2 (s i ,.s2 ) E R.} 
for all (m i ,m2 ) E Z. Since Poo = e0,0 , this claim is trivial for m1 = m2 = 0. 
Next assume that ( rn 1, 7722) E IP. By [1: Appendix B.121, there exist sequences 
{ and {h2,fl } flEN of (finite) linear combinations of functions e 31,0 (s i E R+) and 
e0 ,32 (s2 E R+) converging boundedly and pointwise to p,,,, ,o and Porn2, respectively. 
Hencethe Lebesgue dominated convergence theorem implies that Prnj,0 and POrn2 be-
long to Vp, { e31,s2 (.sI,s2) E R}. Again using Pm,,m 2 = Pm i ,o Porn 2 and the bounds 
(9) we easily obtain the estimate 

f.2 P-, ,-2(X I, X2) - h i,n(x i)h2,n(x2)I(dx i x dx2) 

C(1 + E)p 1.2 I
po,m 2 (xi , x2 ) - h2, (x 2)(dx 1 x dx2) 

+ cf Pm,,o(X I, x2) - 
h1,n(X1)Pp(dx1 x dx2) 

for some constant C > 0. Now Lebesgue's theorem ensures 

Prn 1 ,m 2 E v , {e31,32 : ( S 102) E R?f} 
as needed. The inclusion 

Vp,{auz : a E A(C.)} ç Vp,p {a: a E A(C)} (11) 
is obvious. Finally, we prove 

Vp , ,{ e31,s2 : ( s i , s 2 ) E R.} c Vp,,{au2a : a E A(C 2̂ )}.	 (12) 

For this it is enough to demonstrate that if g E L(p) (where q is the conjugate in-
dex to p) satisfies the condition j 2 au , zgd,u = 0 for all a E A(C), then it follows 
f2 e 11,32 gdp = 0 for all (s i ,s 2 ) E R. Choose a constant c > . Then for any E > 0 
and any (s i ,s2 ) E R 2 the function defined by 

e 81 , , 2 ( z j , z2) 
b(z1,z2) 

= ul 2(z l ,z2 )(i +ez i ) 6 (i +z2)6 pp 

for (z 1 , z2 ) E C+ belongs to A(Cj. (Here, we may choose the analytic branch of 
(i + cr)6 such that i 6 = e9.) Hence, by assumption, 

I
	JR2	

e31,32(xi,x2) 
bujgdp=	

. 6g(xi,x2)z(dx1 xdx2)=0. 
2	P '

	(z + cx i ) (z + cx2) 

If we let c —* 0, the Lebesgue theorem gives f2 e,, ,32 gdji = 0. Now (7), (11) and (12) 
yield the desired result I
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The sets Vp,p{e i m2 : (MI, M2) E Q}, where Q is the second, third or fourth quad-
rant of Z 2 , have descriptions analogous to Theorem 3.1. An analogous generalization of 
Theorem 3.2 is possible as well. The details are straightforward and omitted. 

4. Inner and outer functions 

The canonical factorization of functions in HP (U) and H(C+) has given us a deep 
understanding of their structure. The factorization fails to exist, however, in the several 
variables picture. Still, it is fruitful to develop the notions of inner and outer functions. 

A function f analytic in U 2 or C3. is called an inner one if 

f(zl,z2)I <_ 1 

for all (z i ,z2 ) E U2 or all (z i ,z2 ) E C and the boundary function is of unit modulus 
a.e. on T2 or on R2 , respectively. 

Theorem 4.1. The mapping f f determines a one-to-one correspondence from 
the set of inner functions on C2 onto the set of inner functions on U2. 

Proof. The assertion follows immediately from the definition of an inner function 
on C2 or U2 , respectively I 

Let p E [1,00]. A function! EH(C 2̂ ) or HP (U2) is an outer one if 

P[log ffl( zi , z) = log f(z i , z2) 

for all (z i ,z2 ) E C?. or

P°[109IfI](w i ,w2 ) = 109[f(wl,w2)I 

for all (Wl,w2) EU2. 

Theorem 4.2. Let p E [1,00l and f E HP(C). The following conditions are 
equivalent: 

(1) The function f is an outer one on C. 

(ii) The function f is an outer one on U2. 

(iii) P[log IfII( i , i) = log If( i , i)I. 
Proof. The equivalence of assertions (i) and (ii) follows from the definition of outer 

function, with the aid of the fractional linear mappings a and /3. Next, recall that a 
function g E HP (U2 ) is outer if and only if P°[log g[](0, 0) = log g(0, 0)1 (see [15: 
Subsection 4.4.3]). From this and the above result we get the equivalence of assertions 
(i) and (iii) U 

Of course, the point (i, i) E C in condition (iii) of Theorem 4.2 can be replaced by 
any other point ( Z 1, Z2) E C.
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Theorem 4.3. If p E [1,no), the mapping I - (fU _i_i) a is a one-to-one cor-
respondence from the set of outer functions in H P (C) onto the set of outer functions 
in HP ( U2 ). The mapping f - f, is a one-to-one correspondence from the set of outer 
functions in H(C) onto the set of outer functions in H'(U2). 

Proof. The second assertion is obvious. To prove the first one, it suffices to show 
that condition (iii) of Theorem 4.2 is equivalent to the condition 

P[log lfu _a 1 1](i,i) = log f(i,i)u_a,_1(i,i)I. 

But this is clear, since P[log Ju l, , ](i, z) = log Iui,i(i, i )I I 

In the HP ( U2 ) setting other versions of the outer property have been introduced 
and studied. The p = 2 case, in particular, proved useful for the prediction theory 
of homogeneous random fields on V [2 - 4, 7, 12, 16]. In the present work we shall 
develop the corresponding ideas for functions on C, and apply them to the prediction 
of homogeneous random fields on R2. 

A function f E HP (U2) is weakly outer if f(.,e'2) is outer for a.a. e42 E T and 
f(e'',.) is outer for a.a. e'" E T. Likewise, a function f E HP (C) is weakly outer if 
f(,x2) is outer for a.a. x 2 ER and f(x i ,.) is outer for a.a. x 1 ER. 

If we apply the conclusions in the proofs of Theorems 4.2 and 4.4 to the one variable 
case, we immediately obtain the following results. 

Theorem 4.4. Let p E [1, no] and f E H P (C.). The function f is weakly outer if 
and only if the function fa is weakly outer. 

Theorem 4.5. If p E [1,00), the mapping I - (fu_ }, _) is a one-to-one cor- 
i 01 

respondence from the set of weakly outer functions in H 1'(C) onto the set of weakly 
outer functions of HP (U2 ). The mapping f - f,, is a one-to-one correspondence from 
the set of weakly outer functions in H(C) onto the set of weakly outer functions in 
H°°(U2). 

Beurling's theorem leads to a complete characterization of outer functions in the 
one variable cases HP(U) and HP (C+). The immediate analogue in several variables 
fails under the standard definition of outer functions [3: Example 2.3], but there is a 
valid version for weakly outer functions in HP(U2 ) [3: Theorem 3.5). We shall see that 
a similar characterization holds for weakly outer functions in HP (C.). Let us write 

Mp = If E LP ( A2) : f(', t2) E H(C+) for a.a. t 2 E R} 

Mp = If E L.\2 ) : f(t 1 ,•)E H"(C+) for a.a. t 1 E R}.

If the sequence {f} 1 converges in LP (A2) to f, then for a.a. fixed t2 E R there is 
a subsequence {fflk } 0 I such that {fflk(•,t2)}l converges to f( . ,t 2 ) in LP (A). Then, 
for any zC+,

lim	f 
f(t 1 ,t 2 ) - fnk(tl,t2) .\(d1 1 ) = 0. 

k—oo 27rz 	tl - Z 
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It now follows from the Cauchy formula that if each f, belongs to M', then so does 
f . The analogous claim holds for M. Thus M' and M are closed subsets of LP(7*2); 
indeed, they are subspaces of L1'(.\ 2 ). Furthermore, in the cases p E [1,2] we have the 
following identifications: 

M = If e	: J(s i ,s 2 ) = 0 for a.a. (s i ,s2 )	R	x R} 

MP = If E L.\2 ) : J(s i ,s2 ) = 0 for a.a. (31,82)	R x R+}.

This follows from Fubini's theorem when p = 1; for p E (1,2) a straightforward limiting 
argument suffices. 

Theorem 4.6. Let p E [1, oo) and I E HP (C3). The function f is weakly outer if 
and only if

Vp{fe,1 ,32 : (s i ) 52) E R x R} = .M'	 (13) 

and
Vp{fe,,32 : (Sl,S2) ER x R^} = M.	 (14) 

Proof. Suppose f E LP (A 2 ) has the property that f(', t2) is outer in HP (C+) for a.a.

t2 E R. Let I be a linear functional on LP (A 2 ) which annihilates v{fe,, ,32 : (51,82) E


x R}. There exists 1 E L( .X2 ) such that l(g) = fgd\2 for all g E LP (A 2 ). Hence 

0 = l(fe31,32) 
= L. f(t 1 , t 2 )e 1,82 (i i , t 2 )(t , i 2 ) A 2 (dt 1 x dt2) 

for all (Si, S2) € R+ x R. It follows from this and the weak outer property of f that 
fg(t) c (t,t 2 )A(di) = 0 for a.a. t 2 E Randall g E HP (C+). Consequently, 1 annihilates 
all of M. This proves equation (13). Equation (14) can be proved in a similar way. 

Conversely, assume that f € HP (C) is not weakly outer. Without loss of generality, 
suppose that there exists a subset A C R of positive Lebesgue measure such that the 
function f( . ,t 2 ) fails to be outer in H(C+) for all t 2 € A. Choose any weakly outer 
function h E HP(C), and consider the quantity 

e(i) = inf JR h(t,, t) - f(t 1 , t)(t1 )P A(dt1) 

where 0 varies over finite linear combinations of the functions et (s E R+). By 
assumption, c(t) must be positive for a.a. t € A. And now define 

= inf fR 2 Ih(ti,t2) - f(ti,t2)tI(ti,t2)IA2(dti x dt2) 

where 0 varies over finite linear combinations of the functions e31,32 ((Si, S2) € R+ x R). 
Evidently, e > fR e(t ) A (di ) > 0. Thus the subspace V{fe 31,32 : (s l ,s2 ) € R x R} 
does not contain the function h, and (13) fails U 
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Again with Beurling's theorem in mind, we consider the following definition. Let 
P E [1, ). A function f in H1'(LJ2 ) is strongly outer in HP (U2 ) if 

v, {fe° ,,2 (m i , m2 ) E Z2 } = HP (U2). 

Similarly, a function f in HP(C) is strongly outer in H 1'(C) if 
I r	. /	\	ltD2 1 — trp/,r.2 V 1j e31,32 . tSi,S) € uj — 

Note that the definition of strongly outer depends on p. 
Theorem 4.7. Let p E F1,) and f E H P (C). The function f is strongly outer 

in H"(C) if and only if ftD is strongly outer in HP(U2). 

Proof. For f E HP(C) fixed, let ji be the finite Borel measure on 1R2 given by 

-	p(dz i xdz2 )=If(x i ,x2 )l".X 2 (dz i xdx2). 

Then the mapping g '-p gf is an isometry from HP (C?.) into LP (p). From Theorem 3.2 
it now follows that 

vpffes,(sl,s2) E R} = V{fa: a E A(C)} = Vp{faui : a e A(C)}. 02 
:Hence I € H'(C?.) is strongly outer in HP(C) if and only if 

Vp { fa: a € A(C)} = V {fau i	a € A(C)} = H"(C). 

In an analogous way we see that fa is strongly outer in HP (U2) if and only if Vp{faa: 
a E A( U2)) = HP (U 2 ). Thus I € HP (C) is strongly outer in HP(C) if and only if for 
any h E HP +) and any 6 > 0 there exists a function a € A(C) such that 

L h — fu1,1a"dA2 = JR2 hu_,_ - fal"udA2 

But this is equivalent to

I(hu_a_) —faaoldc72<e. JT2	P' P 
By Lemma 2.4 and the observation in the beginning of this proof, this last condition is 
equivalent to f, being strongly outer in HP (U2) U 

Theorem 4.8. Let p€ E 1 , 00 ) . The mapping  i-i (fu_ 1, _ 1 ) 0 is a one-to-one cor- 
respondence from the set of strongly outer functions in H1'(C) onto the set of strongly 
outer functions in HP (U2). 

Proof. Again using the remark at the beginning of the proof of Theorem 4.7, 
we conclude that f € HP (C) is strongly outer in HP (C) if and only if, for any 
h € HP (C) and any e > 0, there exists a € A(C) such that 

JR2 falP

	

	= I
R 

hu_ 1	—fui _audA2 
 2	"' i	"' ' 

= I(hu__a) — (fu_ '_i)0aaldu2 
JT	'P	 P ' 

<C.	 -	-	 - 
But the last inequality is equivalent to (fu —.a 	being strongly outer in HP(U2)U



538	R. Cheng and L. Klotz 

From Theorems 4.3, 4.5 and 4.8, and the corresponding results on U 2 (see [3: Propo-
sition 2.1 and Example 2.4]), we immediately get the following fact. 

Theorem 4.9. Let p E [1, oc). There exist functions which are strongly outer in 
HP(C.). If a function is strongly outer in HP(C), then it is outer. If a function is 
outer, then it is weakly outer. The converse implications are both false for allp E [1, oo). 
Furthermore, there exist functions in H(C) which are weakly outer but not outer. 

5. Applications to prediction theory 
We shall apply the above results to the prediction theory of homogeneous random fields 
on R2 . All notions and results will be formulated within the spectral domain of the 
field. Accordingly, let i be a finite Borel measure on R 2 . Consider the following natural 
subspaces of the spectral space 

R, = V2, 1e3132 (s 1 0 2 ) E IR+ x IR} 

T = V 2, ,{e31, ,2 (Sl,S2) E R x R+}. 

The space L2 (p) is said to be horizontally regular and vertically regular if 

fle51,oR = {O}	and	fl e0,32 T = {O}, 
31 ER+	 32E1+ 

respectively. We say that L2() is regular if it is both horizontally and vertically regular. 
By lj and PT we denote the orthoprojection operators of L2 (i) onto R, and T,, 
respectively. The space L2 (,u) has the weak commutation property if = PT" PR,,. 
If, in addition,

R, fl T, = V2,{e 31 , 32 (s i ,s2 ) E 

then L2 () has the strong commutation property. 

Let us derive some results from the existing work on random fields on 7Z 2 . We recall 
the corresponding definitions of regularity and the commutation properties from [2]. 
Let v be a finite Borel measure on T 2 , viewed as the spectral measure of a homogeneous 
random field on Z2 . Set 

ROV = V2,v{e,,,,m2 (m i ,m2 ) E Z+ x 7L} 

T = V2,p{e i m 2 : (Ml ,mz) E ?'L x ZL+}. 

The space L2 (zi) is said to be horizontally regular and vetically regular if 

fl e,, ,0R = {O}	and	fl eg ,2 T = {O}, 
m,€Z+	 m,EZ+ 

respectively. We say that L2 (v) is regular if it is both horizontally and vertically regular. 
By PftO and PT: we denote the orthoprojection operators of L2 (v) onto R and T', 
respectively.
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The space L2 (v) has the weak commutation property if 

PR'PT° =PT:PR. 

If, in addition,
RO n T O, = V2,&{eni m2 (m i ,m2 ) e 

then L 2 (v) has the strong commutation property. These commutation properties origi-
nally arose in [10] in connection with Wold type decompositions for homogeneous ran-
dom fields on V. Further studies [4, 7, 12, 13, 16] have shown that they provide a 
natural environment for extending some classical ideas in prediction theory. 

We now turn to the situation on C2 . Given a finite Borel measure pon R 2 , the 
measure 1a given by	 - 

x d 2 ) = p(a(dc6 i ) x o(d02)) 

is a finite Borel measure on T 2 . For a function f E L2 (p), we set 

(Vf)(x i , x2 ) = f((x1),13(x2)) 

for ( X I, X2) E JR 2 . From the substitution rule for integrals, and from Theorems 3.1 and 
3.2 we obtain the following 

Theorem 5.1. The mapping V is an isometry from L2 (a) onto L2 ( 1z). Further-
more,

	

V( v2, , , {e,, , ,m2 (M I, M2) E Z2. }) = V2 ,I { eSI,S2 (s i ,s 2 ) E R2 }.	(15) 

In a straightforward way, we get relations analogous to (15) for the other quadrants. 
This implies 

Corollary 5.2. We have VR°, = R, and VT°, = T. 

At last we get 

Theorem 5.3. The space L 2 (p) has the weak or strong commutation property if 
and only if the space L 2 (zQ ) has the weak or strong commutation property, respectively. 

Proof. From Corollary 5.2 we easily get that 

PRl'T. PT, PR,, '	PRPT;	PT.-.PR-.. - 

Again Corollary 5.2 and equation (15) together provide that 

R,1 0 T = v2, { e31,52 (s 1 ,s 2 ) E 1R.} 
- -	 r= R flT = 2,{e i . m2 : (m j ,m2 ) ej.A .

and the assertion is proved I
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Let pi and p,, i be the first marginal measures of p and p,, respectively. Chiang 
Tse-Pei ([5: Theorems 3.2 and 3.31 and [6: Theorem 1]) showed the following. The 
space L 2 (p) is vertically regular if and only if p is absolutely continuous with respect 
to P1 ® A l , and

flog(xj,x) 
+	

Al (dx 2 )> - 

a.e. [p i ( dx i )], where is the Radon-Nikodym derivative 1d(jAj  The space L2 (a",) 

is vertically regular if and only if Pa is absolutely continuous with respect to p ® C1, 
and

JT 
l0g(( 1 , 2 )a j (d 2 ) > - 

a.e. [pa,i(d(ki)], where (is the Radon-Nikodym derivative [d(z")] 

It is not difficult to see that p is absolutely continuous with respect to p ' 0 A 1 if 
and only if Pa is absolutely continuous with respect to p ® o i , and that the relation 

((0(x ), 13(x2)) (x 1 ,x 2 ) =
1 + x 

holds for all (x 1 ,x 2 ) E 1R 2 . Hence L2 (p) is vertically regular if and only if L2 (pa) i5 
vertically regular. The analogous claim is true for horizontal regularity, and thus the 
following is proved. 

Theorem 5.4. The space L 2 (p) is regular if and only if the space L 2 (pa) is regular. 

Now we are able to extend a fact about homogeneous random fields on V to ho-
mogeneous random fields on C. It is a characterization of the commutation properties 
for regular fields. On the other hand, it is also a criterion for spectral factorization, a 
condition which is completely understood in one variable, but which has been elusive 
in the several variables situation. 

Theorem 5.5. Let p be a finite Borel measure on R 2 . The space L 2 (p) is regular 
and weakly or strongly commutative if and only if p is absolutely continuous with respect 
to A2 , and dp = JfJ2 dA 2 for some weakly or strongly outer function f E H2(C), 
respectively. 

Proof. By Theorems 5.3 and 5.4, the space L 2 (p) is regular and weakly or strongly 
commutative if and only if the space L2 (p0 ) is regular and weakly or strongly commu-
tative, respectively. But by [2: Theorem 1.11, the latter is equivalent to Pa being of the 
form dp0 = 1 9 1 2 d0`2 for some weakly or strongly outer function g E H 2 (U2 ), respec-
tively. It is simple to check that p is absolutely continuous with respect to A 2 if and only 
if Pa 15 absolutely continuous with respect to a 2 , and in that case the Radon-Nikodym 
derivative -y = [p-] is given by -y(x 1 ,x 2 ) = I9(x i, x2)1 2u ( x i, x2) for (x 1 ,x 2 ) E R2. 
Define f = g ,9 u j,j and note that, by Theorems 4.5 and 4.8, the function f is weakly 
or strongly outer in H2 (C) if and only if g is weakly or strongly outer in H2(U2), 
respectively I
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Corollary 5.6. The spectral factorization for a regular commutative random field 
makes possible the following version of Szegô's infimum: 

(1) Suppose that L2 () is regular and weakly commutative, so that dp = 111 2 dA2 
for some weakly outer function f E H 2 (C . ). Then, for any (Sl,82) E Ri., J	2 

inf 	1 + e1n1hi(xi,x2) + e132z2h2(xi,x2) ,a(dx i x dx2) 
2

= (2,, 
)2 110,3	

JI(t1 ,t2)2 A2 (dt 1 x dt2) 
 ) x [0,3 2] 

where the znfimum is taken over the conditions h 1 E R and h2 E T. 
(ii) Suppose that L2 (u) is regular and strongly commutative, so that d1z = 111 2 d.X2 

for some strongly outer function f E H2 (C). Then, for any (Sl,S2) E 1R, 
2 

inf J	1 + e'3hhlhi(xi,x2) + e 3 2 1 2h2 (x i, x2 ) i(dx i x dx2) 

= (2	
110,311	

JI( t , 1 2)1 2A2(dt 1 x dt2) 
 x[O,32) 

where the znfimum is taken over the conditions h 1 E R fl T, and h2 E R, fl T. 
Proof. In case (i), 
I	 2 

infJ 1 + et$1n1h1(xi,x2) + e132x2h2(xi,x2) u(dx i x dx 2 ) = 
a2 

inf/
1 

2	

2 
f(xi,x2)+e151z1h1(xi,x2)f(xi,x2)+e132z2h2(xi,x2)f(xi,x2) .X 2 (dx i xdx2). 

JR 

Now an application of Theorem 4.6 along with Plancherel's theorem yields the claim. 
Case (ii) is similar I 

A classical result (see [9: Section 4.7]) asserts that the projection of the "future" of 
a stationary process onto its "past" is finite-dimensional if and only if its spectrum is 
absolutely continuous with a rational density function. A regular, weakly commutative 
field admits a similar result, with the roles of past and future assumed by subsets 
associated with a sort of quarterplane. Specifically, let 

Q+=R,flT	and	Q- =QZ-• 
Corollary 5.7. Suppose that L 2 (,u) is regular and weakly commutative, so that 

dj. = IfI 2d)12 for some weakly outer function f E H2 (C). Then the subspace PQ_Q 
of L2 (i) is finite-dimensional if and only if (—)12 is of the form 

(Ufl,l	
(w

h(wi,w2) 
 i,w2) =

Ja	 ki(wi)k2(w2) 

for (W 1, W2) E T2 , where h is a weakly outer polynomial in H2 (U2 ), and k 1 and k2 are 
outer polynomials of one variable. 

Proof. From Corollary 5.2 we get V'Q = V'(RflT) = Therefore, 
P _ Q is finite-dimensional if and only if its isonvorph in L2 (j.i,) is finite-dimensional. 
Now the assertion follows from its analog for functions on U 2 [4: Theorem 3.2], applied 
to the measure d = ( —L).12 dO`2  I
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A complete characterization of weakly outer polynomials in terms of their zero sets 
is given in [4: Theorem 3.11. 
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