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About Strongly Fejér Monotone Mappings 
and Their Relaxations 
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Abstract. We consider the general class of strongly Fejér monotone mappings and some of 
their basic properties. These properties are useful for a convergence theory of corresponding 
iterative methods which are widely used to solve convex problems. Especially, we study the 
relation between these mappings and their relaxations. 
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1. Strongly Fejér monotone mappings 

Let H be a (real) Hubert space. We consider a non-empty, convex and closed subset Q 
of H and (set-valued) mappings g : Q -i P(Q), where P(Q) consists of all non-empty 
subsets of Q. For g we introduce sets of weak and strong fixed points, namely 

F_(g) := {x E Q : x  g(x)}	and	F(g) := {x E Q: {x} = g(x)}. 

Obviously, F(g) ç F_ (g). As usual, operators (i.e. single-valued mappings) g: Q -i Q 
are included as embeddings. Here both kinds of fixed point sets coincide with the set 
F(g) = {x E Q x = g(x)}. We exclude the uninteresting special case g = I (I the 
identity). 

Now we turn to the basic concepts. 

Definition 1.1. For a mapping g Q - P(Q) and a number A E R we call the 
modified mapping

gA :=(1—A)I+Ag	 (1) 

a relaxation of g with the parameter A. 

Although the above concept is usually used only for values of A in (0, 2), we omit 
this restriction here. 
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Definition 1.2. Let M be a non-empty (proper) subset of Q and a > 0. A mapping 
g : Q - P(Q) is said to be a-strongly M-Fejér monotone (in notation: g E P(M)) if 

ll - x11
2 - li z — x112 > o[y - z11 2	for all x E M,y E Q,z E g(y)	(2) 

and
y g(y)	for all y E Q\M	 (3) 

hold. Besides, g is called a-strongly Fejér monotone (in notation: g E 1F) if g is 
a-strongly M-Fejér monotone for some M. Moreover, g is called strongly M-Fejér 
monotone ( in notation: g E F3 (M)) if g is a-strongly M-Fejér monotone for some 
a > 0. Finally, M can also be omitted here (in notation: g E IF,). 

Remark 1.3. General M-Fejér monotone mappings g E IF(M) satisfy (2) with the 
limit value a = 0. Here we have the relation M c F(g). If also (3) is added, then g is 
said to be regularly M-Fejér monotone (in notation: 9 E IFr(M)).  By the way, Fr(M) 
can be regarded as the limit class F(M) of IF°(M). In the regular case M is uniquely 
determined by g. Namely, we get the convex and closed set 

M = F+ (g) = F_ (g). 

All the more this holds for strongly Fejér monotone mappings. The inequality in condi-
tion (2) is fulfilled automatically for y E M if M = F+ (g). Besides, (3) can be omitted 
for M = F_ (g). For the above mentioned facts consult, for instance, [7, 81. 

Remark 1.4. Obviously, the sets of strongly Fejér monotone mappings satisfy 


F(M) ç (M) ç IF,(M) c Fr(M)	for fi> a > 0. 

Even the strict inclusions are fulfilled (see the remarks after Theorem 5.5). 

Lemma 1.5. Let A be an index set of numbers a > 0 with a = sup A. Then we 
have the equivalence

g E Fa for all aEA 

Proof. Both parts of the equivalence imply M = F_(g) 54 0, that is (3). Choose 
for g fixed elements x e M, y E Q and z E g (y ) . If the inequality in (2) holds for 
each a e A, then also for a*. So the right-hand implication follows. The left-hand 
implication is a direct consequence of Remark 1.41 

Naturally, often it is useful to know the best possible parameter a for strongly Fejér 
monotone mappings. 

Definition 1.6. Let be g E IF,. Then the number 

= a(g) := sup {a: g E 

is said to be the F-index of g. (Mappings 9 E Fr \ F, obtain the F-index 0.)
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Remark 1.7. The F-index a(g) of g € Fr is determined by 

a.(g) = inf I II - x11 2 - liz - x 11 I
x  M, y  Q\M, 

II - zli2 	 ^ I 

where M = F_ (g). Because of Lemma 1.5 we get 

a(g)= max {a: gEF}. 

Moreover, the set
Fa.:= Fa \ U>F 

	

contains all mappings g with index a.(g) = a. Later we will show that F	0 (see 
Theorem 5.5). 

The geometrical background of the introduced concepts is given in [9]. Iterative 
methods generated by Fejér monotone mappings are widely used to solve convex prob-
lems (see, e.g., [3, 6, 7, 10]). The following convergence result illustrates the importance 
of strongly Fejér monotone mappings g since they fulfil at least the first two conditions. 

Theorem 1.8. Under the assumptions 

a) g € Fr(M) 

b) g asymptotically regular 

c) g' = I - g demiclosed (I the identity) 

the iterative method (xk) defined by

X k+I € g(xk) 

converges weakly to an element x' in M. 

Additional conditions ensure also strong or even geometric convergence of the method. 

2. Classes of strongly Fejér monotone mappings 

We start with mappings g Q - P(Q) which are slight generalizations of contractive 
operators (operators with Lipschitz norm q € [0, 1)). 

Definition 2.1. A mapping g : Q - P(Q) is said to be Fejdr q-contractive for a 
number q € [0, 1) (in notation: g € F) if g has a (weak) fixed point x (i.e. x € F_(g)) 
such that

ilz - x II :5qIIy—xII	for all y€Q,zEg(y)	 (4) 

holds. 

Theorem 2.2. A Fejér q-contractive mapping g :- IF(Q) has exactly one weak 
fixed point x which is even a strong one (i.e. F_(g) = F(g) = {x}). Beside,, g is 
a-strongly M-Fejér monotone with M = {x} and a = a(q)
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Proof. Let x be a weak fixed point of g E l?. Choosing y = x in (4) yields z = x 
such that x is a strong fixed point. Let x' be a weak fixed point of g, too. Choosing 
y = x' in (4) supplies Ix' - x qIIx',— 4 which is only possible for x' = x, since 
q E [0, 1). Hence M = {x} contains all weak fixed points of g. Moreover, in view of (4) 
and the triangle inequality we get the estimates 

llv - z il !^ II - x li + li z - x li	(1 + q) II - xli 
and	

lI - x1i2 - li z - x1I 2 2(1— q2 ) Mv - xI12 

	

1—q2	2	l—q	2 

(1 + q)2 ilv - zii = j—;1:- iv - zll 

Consequently, g is a-strongly M-Fejér monotone with the given a and M I 
The function a = a(q) is strictly monotone decreasing with a(0) 1 and the left 

limit a(1 - 0) = 0. So a produces only the range (0, 11. But observe the relation 
a(g) 2 a(q) for g E F. There are mappings g E lF with a(g) = a(q), but indeed, 
there are also such mappings with a7.(g) > 1 2 a(q) for each q > 0. By the way, the 
F-index can become arbitrarily great if q tends to 1 (see [9]). 

The reversion of Theorem 2.2 is not true. A mapping g which is a-strongly M-Fejér 
monotone with a = a(q) and M = {x} need not to be Fejér q-contractive (see [9]). 

Now we turn to special classes of non-expansive operators g : Q - Q. 
Definition 2.3. An operator g : Q - Q is said to be a-strongly non-expansive for 

a > 0 (in notation: g E L) if 

liv - x11 2 - II(v) - g(x)11 2 2 a ii g '(y) - g'(x)11 2	for all x, y E Q,	(5) 
where g' denotes the complement I - g of g. Besides, g is called strongly non-expansive 
(in notation: g E La) if g is a-strongly non-expansive for some a > 0. 

Remark 2.4. The limit case a = 0 in (5) characterizes non-expansive operators g 
(operators with Lipschitz norm less or equal to 1). If the fixed point property is added 
(i.e. F(g) 0), then we speak of regularly non-expansive operators g (in notation: 
g € Lr) which are also regularly M-Fejér monotone with M = F(g) (see Remark 1.3 
and, for the proof, [8]). Observe that F(g) is convex and closed. 

Sometimes it is useful to specify the fixed point set M F(g) of operators g € L° 
with F(g) 54 0. Then we write g € L'(M). This appears in accordance with the notation 
F°(M) in Definition 1.2. At all, it will turn out that the aspects we are interested in 
contain a great analogy between both classes of mappings. Therefore results for the 
second case are often omitted or only outlined in the following. 

Fejér q-contractive operators need not to be a-strongly non-expansive and vice versa 
(see [9]). 

Evidently, the sets of strongly non-expansive operators fulfil the relations


	

LcL0 cL3 cLO	for/3>a>0. 
Lemma 2.5. Let A be an index set of numbers a 2 0 with a = sup A. Then we 

have the equivalence

g€L' for allaEA	.4='.	g€L. 
Proof. The assertion follows in the same way as for Lemma 1.5 I
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Definition 2.6. Let be g € L 3 . Then the number 

= al(g) := sup {a: g E L} 

is called L-index of g. (Operators g € Lo \ L, obtain the L-index 0.) 

Remark 2.7. The L-index a(g) of g € L° is given by 

-	
I 
 Ill'-	- 11 g (y ) - g(x)112

x E Q with 
-	llg'(y) - 

By Lemma 2.5 we get a(g) = max{a: g € L°}. Moreover, the set 

L := La \ U>cIl! 

contains all operators with L-index 4(g) = a. 

Theorem 2.8. For arbitrary a 0 it holds 

L(M) c r(M), 

that is, a-strongly non-expansive operators with fixed points are a-strongly Fejft mono-
tone.

Proof. The class L(M) contains operators g with M = F(g) 0 0 (see Remark 
2.4). Let g be such an operator. Then we obtain for x € M, y E Q and z = g(y) in 
view of g(x) = x the identity 

lI - x112 - 11g(y) - g(x)11 2 - allg'(y) - gl112 = lI - z11 2 - li z - xll 2 - a li z - v12. 
This shows the assertion if the Definitions 1.2 and 2.3 concerning g € F and g € L are 
taken into account. The choice of M implies that (3) can be omitted here (see Remark 
1.3)1 

Lemma 2.9. For g € Lr we get the index relation a.(g) ^! a(g). 

Proof. We have g € L°(M) for a = a(g) and M = F(g). By Theorem 2.8, we 
get g E FO (M) with this a. Using Definition 1.6 of the F-index the assertion follows 
immediately I 

There are examples with a.(g) > a(g) (see [9]).
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3. Auxiliary results 

First we list some auxiliary statements which are useful to show the results of the next 
two sections. An important part will play the functional d H x H - R defined for 
a E R by

d(u, v) := 1lu11 2 - I1vll 2 - allu - v11 2	(u, v E H)	 (6) 

which is related to (2) in Definition 1.2 and to (5) in Definition 2.3. 
Lemma 3.1. The functional d in (6) has the equivalent form 

d(u, v) = (1 - a) 11u11 2 - ( 1 + a) 11v11 2 + 2a(u, v). 

Proof. The assertion is an immediate consequence of the identity JJU - v12 
(u - v,u - v) = D u ll 2 - 2(u, v) + ll v 11 2 U 

Next let V be a linear space. We define for two elements u, v E V and A E R the 
affine combination

w). = w) (u,v) := (1— A)u + A 	 (7) 

which is related to the relaxation (1) in Definition 1.1, namely g,. = wA(I,g) with the 
identity I. In the special case V = R we use the notation w. For fixed u and v with 
u 54 v the affine combinations generate the straight line through u and v. The operation 
w> hs simple, but interesting properties listed in the next lemma. 

Lemma 3.2. Let V be a linear space. The following relations hold for elements 
u,v,u',v' E V and numbers A,u,v,a,b ER: 

a) wo(u,v) = u, w i (u,v) = v, wA(u,v) = wl_A(v,u) 
b) w.\ (u, u) = u, wA(v u, v v) = v w ,\ (u, v) 

C) wA(u + u', v + v') = W A(u , v) + wA(u', v') 

d) wA(u,v)— w,(u,v) = (A - u) (v - u) 

e)wa+b,(u,v)=awA(u,v)+bw(u,v) for a+b=1 

f) wA(u,v) = w(u,wA(u,v)) 

g) llw A (u,v)11 2 = w(jlull 2 , 11v11 2 ) - A(1 - A) JJU - v112. 

Proof. It is easy to check the above identities by use of the definition (7) U 
Now, returning to a Hilbert space H, we study for fixed but arbitrary elements 

u,v E H the non-negative function 

r(A) = r(A;u,v) := ll wA(u , v )ll	 (8) 

which describes the distance of straight line points from 0. Because of Lemma 3.2/e) 
and norm properties -(A) is convex. Observing that H is strictly normed, ,'(A) is even 
strictly convex if and only if u and v are linearly independent. In this case there exists 
a unique positive minimum at

(u,v) (U,u-v) = A 0	:=
11 u - v112	

(9)
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This can easily be checked if the quadratic function 

s(A) =s(A;u,v) :=r2(};u,v) 

instead of r(A) is considered which has the same minimizing argument. So A(u, v) is 
the zero of the derivative 

s'(A) = ( W A,v - u)	(u,v - u) + A Il u - v12 

If v = cu is satisfied for a number c, then 

r(A) = 11+(c-1)AI11ult. 

For u 54 v, that is c 0 1, r(A) has a unique minimum, too, and it is attained at 

A(u,v) :=
1—c 

A check shows that this value is the specification of (9). Finally, r(A) 11u arizes for 
u = v. The properties of r(A) can also be revealed, if Lemma 3.2/g) is applied and 
quadratic completion is joined. By use of (9) we get 

s(A) = (1 - A) 11u11 2 + A llvl1 2 - A(1 - A) llu - vll2 
= lu - v ll 2A2 —2 (u,u - v)A + hul12 
= lu - V112 ((A - A* )2 - (A* )2) + 11u112

and for u 54 v the minimal value 

s(A) = 11ull 2 - ( A* )211U - v11 2 = llul12 - (u,u - v)2 
11  - v112 

(If u = v, then A* is not unique, but arbitrary.) For all u and v we recognize the 
symmetry property

r(A* - A) = r(A + A). 

Further, r(A*) is (strictly) positive if u and v are linearly independent. Namely, in this 
case the Schwarz inequality for scalar products holds strictly (see, e.g., [5: p. 155]). 
For u v the minimizing argument A separates the left strictly monotone decreasing 
part of r(A) from the right strictly monotone increasing part. If symmetry of r(A) with 
respect to A is observed, then we get the (extended) monotony relations 

r(A) <r(z)	if 1i<A<2A -ii,	 (10) 

for the left part, where A-	A. For u 0 v the inequality sign in (10) can be replaced 

by the strict one. 

Further, we can show important relations combining the functions r(A) in (8) and 
d° in (6), the latter considered in dependence on the superscript a. 
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Lemma 3.3. The following equation is fulfilled for arbitrary A and p: 

r 2 (A;u,v) - r2 (ji;u,v) = —(A - 

Besides we have for A > p the equivalence 

r(A;u,v) <r(z;u,v)	d'_'(u,v) >0, 

where the equality in one of the relations implies also the equality in the other. 

Proof. Using the properties g) and d) in Lemma 3.2 for w.\ and w, respectively, 
we obtain for r 2 (A) = r 2 (A; u, v) = ll w A(u , v )11 2 the transformations 

r2 (A) - r2(,a) 

w(IIuII 2 , 11v11 2 ) - w(IIuII 2 , 11v11 2 ) + (t2(i -	- A(1 - A)) IIu - v112 

= (A - i)(II v II 2 - 11u112) + ( - A -	+ A2) Il u - v12 

= (A - ,.)(Il v lI 2 - h u h 2 + (A +,u - 1)Ilu - v112) 

= —(A -	d''(u,v). 

This is the first assertion. The second assertion is a simple consequence I 

Remark 3.4. Obviously, d(u,v) is for fixed and different elements u,v a linear 
function of the superscript a with the zero 

hluII 2 - 11v11 2 - (u + v, u - v) 
11  v 

a * = a(u, v) :=	
112 -	lu - v1 2 — 

Observe that a* is the greatest a fulfilling da(u, v) ^! 0. Now Lemma 3.3 supplies for 
A 54 M the equivalence

r(A)=r(,u)	A+p=a*+1. 

But, using (9) and considering 

(u + v, u - V) . + (u - v, u - v)	(u, u - v) 
I1 u — ,v 11 2	 211u_v112 

=2A,	(11) 

the symmetry of r(A) relative to A is again verified. Besides, Lemma 3.3 allows to 
compute the derivative s'(A) of s(A) = r2 (A). A limit transition shows s'(A;u,v) = 
—d2 -'- '(u, v). This confirms again the relation (11). 

The next result shows how the superscript of d is influenced by changing the second 
argument from v to w. Besides, 5 will play the part of a perturbation. 

Lemma 3.5. Let be A 54 0 and S E R. Then the formula 

d(u,wA ) = Ad°(u,v)
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holds with WA = wA(u, v) if the parameters a,,8 and A fulfil the condition (1 + 13) A = 
1 + a. Moreover, we get under this condition for A > 0 the equivalence 

d 6 (u,wA ) 2 0	 d0ö(u,v) > 0. 
Proof. At first suppose b = 0. Then we start with the right-hand side of the 

formula and substitute v =	u + 1 uv, from (7). Using Lemma 3.1 this leads to 

IA — i	1	112 
Ad(u,v) = A(1 _a)11u11 2 —A(1 +a)	U+ 

+2Aa\uu+wA) 
/ A—i	1

_i)2 ((1_a)A_(1+a) (A A	+2a(A_1))11u112 

—(1 + a) 
1 1 1_.\112 + 2 (a —(1 + a)	(u, WA) A	 A ) 

2A—i—a	 + 2 1a  
=	A	l u ll -	IIwAlI2+2 1A 

(u, W,\) 

= (1 -13) llul1 2 - (1 + 13) lIw A Il 2 + 2,3(u, w>,) 

= d(U,WA). 

This is the first assertion for 5 = 0. Now let S be arbitrary. Then the general formula 
follows immediately if (1 + 0 + 5)A = (1 + /3)A + SA = 1 + a + AS is considered. The 
second assertion is a simple consequence I 

For a 2 0 and j3 2 0 the relation (1 + /3)A 1 + a shows that A can vary in the 
interval (0,1 + a]. 

4. Norm relations for relaxations 

We want to characterize the considered mappings g : Q - P(Q) by certain norm 
relations of corresponding relaxations. Therefore we choose a mapping g E Fr(M) and 
study for arbitrary elements of the non-empty set 

Jg = {(x,y,z): x e M, Y  Q \M, z E g (y)},	M = F_(g) 

the properties of the specialized functions 

	

r(A) = r(A; y - x, z - x) = IHA(Y - x, z - x )II = II Z A - X II,	 (12) 

where ZA = wA(y, z) E 9,\(y), arizing from (8) with u = y - x and v = z - x. Namely, 
by Lemma-3.2/b) and c) we obtain. 

- x, z - x) = WA(y, z) - wA(x , x) = ZA - X.
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Now observe r(0) = II y— x II and r(1) = II z—x ll such that r ( 1 )	r(0) for all (x, y, z) E Jg 
holds if g e F(M). The excluded case y E M corresponds to z = y (compare Remark 
1.3) and produces only the uninteresting constant function r(A) iI - x. For z 0 y 
and all the more for (x, y, z) E J. the unique minimum of r(A) is attained at 

—— 
A	

(y x,y z) 
=A(y—x,z—x)	

iiy—z2 

(see (9) and the following remarks) which is non-negative for g E lFr(M). Thus we can 
define the characterizing number 

A(g) := inf {A(y - x,z - x): (x, y, z) E J9 1 (13) 

for g. Then the (extended) monotony property (10) of -(A) supplies with the specifica-
tion (12)

li zA - x li < II ZIL - x li	for all ' (A, y) with i	A	2A7(g) - jL 

(x ) y,z) E J9 

This norm relation between relaxations can also be used to include a mapping g : Q - 
P(Q) with weak fixed points (i.e. M = F_(g) 0 0) into a certain class F. At first we 
get for a > 0 the characterization 

g E r	gEFa(M)	==	d'(y—x,z—x)^!0 for all (x,y,z)EJg (14) 

by the functional d' in (6) (see Definition 1.2 and Remark 1.3). Observe that y E M is 
also admissible. Hence J. can be replaced by the extension 

jo = {(x,y,z): x E M, yE Q, z E g(y)}.


Now the central statement of this section follows which can be exploited in various ways. 
Theorem 4.1. Let be A — si >0 and A+ji >1. JIM = F_ (g) 54 0 is satisfied for 

a mapping g : Q - P(Q), then the equivalence 

g E	 liz - x ll z z - x ii for all (x, y, z) E J9 

holds. 

Proof. With the above mentioned choices u = y - x and v = z - x, where (x, y, z) E 
J9 , Lemma 3.3 reads for A > z as 

r(A) <r()	 d1(y_x,z_x) ^! 0. 

But, if the left part of the equivalence holds for all (x, y, z) E J9 , then also the right 
part. By the definition (12) and the characterization (14) the latter corresponds for 
A + y > 1 to the assertion. Observe that the assumption M = F_ (g) 54 0 is necessary 
for J9 0 01
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Remark 4.2. The set J. can be extended to in Theorem 4.1 (see the remarks 
before Theorem 4.1). The equality r(A) = r(i) for (12) holds on J. only in special 
cases (see Remark 3.4). But for (x, y, z) e Jg° \ Jg and z = y , respectively, the equation 
r(A) = r(p) is fulfilled automatically. 

Lemma 4.3. Suppose M = F- (g) 5A 0 for a mapping g : Q -* P(Q). Then we 
obtain:

a) For j, E (0,1): g E Fu	 liz	-115 II z, - x ii for all (x,y,z) E J9. 

b) For A E (1,): g E I'	iiA - x ii	ii - x1l for all (x,y,z) E Jg. 

c) For p E (0,1): g E r	11z2_, - x ii	Ii z - x ii for all (x,y,z) E Jg. 

Proof. The assertions follow immediately if we choose A = l , p = 0 and A + j, = 2 
in Theorem 4.11 

Theorem 4.4. If we introduce the sets 

A := {(A,1) : A—>0 and A +i=a+ i} 

then we get for a mapping g : Q - 1F(Q) with M = F_(g) 54 0, any a > 0 and any 
subset A; of Aa with the property sup {A + ,a: (A,) E AJ = a + 1: 

g e F	 3(A, /I) E A,*, V(x,y,z) E Jg : ikA - x ii	ii z — xii 
V(A,u) E A; V(x,y,z) E J9° : ii zA - x li	li z - xii. 

Proof. The assertions follow from Theorem 4.1 if the substitution a = A + IL - 1 is 
used. For the second equivalence we need additionally Lemma 1.5 and Remark 4.2 I 

Corollary 4.5. Suppose a mapping g : Q -* P(Q) with M = F- (g) 54 0 and a > 0. 
Then each of the following conditions is equivalent to the statement g e 

a) izA - x 1	ii z - x 1 for all A,a with i < A <	1 and all (x,y,z) E J9°. 

b) ii z .i - x ii	il z - x ii for all 1 <	and all (x, y, z) E Jg°. 

c) ii zA - x ii	ii z j - x li for all A E (!,	and all (x,y,z) E Jg°. 

Proof. In assertion a) the pairs (A,z) form a set fulfilling the properties of A. in 
Theorem 4.4. The same is true for the pairs (1-,iz) in assertion b) and (A,.!-) in 
assertion c). So Corollary 4.5 is a direct consequence of Theorem 4.4 I 

The mentioned properties of r(A) = ii zA - xii show that the inequalities for r in 
Corollary 4.5 hold even strictly if the triples (x,y,z) vary in Jg instead of .J. Namely, 
r(A) <r() for A + it <a + 1 < a + 1 in view of Remark 3.4. On the other hand, if 
the equality for r is admitted, then by Theorem 4.4 the endpoints of the open intervals 
regarding the arguments A and IA can be included. Besides, the range can be modified 
as long as the pairs (A, y) form a set of the kind A. from Theorem 4.4.
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Lemma 4.6. The mappings g E F' can be characterized by the following properties: 

a) Iz>, —xII :5 Ik - x li for all A,p with 0< <A <1 and all (x,y,z) E J. 

b) ikA - x li	Iiz2_A - x li	II - x li for all A E [1,2] and all (x,y,z) E 

C) 11 z2_A - x li	li zA - x1l for all A E [0,1] and all (x, y, z) € J. 

Proof. All assertions arize if Theorem 4.4 is used with a = 1. Compare the above 
assertion a) also with Corollary 4.5/a) and the above assertion c) with Lemma 4.3/c)I 

The properties listed in Lemma 4.6 are described in [1: p. 85 - 86] for special 
relaxations, namely for so-called transfer operators g,\ of simultaneous projectors g which 
belong to F' (see [9] and Example 6.4). 

Corollary 4.5 means that for g € 1F and (x, y, z) € J9 the function r(A) is monotone 
decreasing up to	and attains in [,	its maximum at the left endpoint. So 
the relation	A.(g) is true (see (9) and (13)). This suggests that perhaps the 
equality is satisfied for the index c = c4(g). Indeed, the next theorem will show this. 

Theorem 4.7. For g € Fr the formula a.(g) + 1 = 2 A(g) holds. 

Proof. By (11) we obtain c*(y_x,z_x)+1 = 2A*(y_x,z_x) for all (x,y,z) € J9. 
Now the assertion follows if we take the infimum over these elements. Namely, consider 
a.(g) = inf {c(y - x, z - x) (x, y, z) € J9 } (Remarks 1.7 and 3.4) and the definition 
(13) of A.(g) I 

Analogous results are obtained for the classes of non-expansivity. We start with a 
non-expansive operator g Q - Q (i.e. g E L°) and introduce the set 

= {(x,y): x,y € Q with g'(x) 54 g'(y)} 

where g' = I - g again denotes the complement of g. Now we consider for arbitrary 
elements of J the specialized functions 

r(A) = r(A; y - x,g(y) - g(x))
(15) 

= IWA(y - x,g(y) - g(x)) = li gA(y) - gA(x)i 

from (8) with u = y - x and v = g(y) - g(x). The latter representation of r is verified 
by Lemma 3.2/b) and c) which yields 

w A (y - x,g(y) - g(x)) = w A (y,g(y)) - wA(x,g(x)) = gA(y ) - gA(x). 

The excluded case g'(y) = g'(x) supplies again the uninteresting constant function 
r(A) = i - x ii . Observe that for x E F(g) we arrive at r(A) = I1 Z A - x li with zA = g,\(y) 
such that for g € Lr the family of functions r in (15) is an extension of the previously 
studied family of functions r in (12). Taking the special values r(0) = ii - x1l and 
r(1) = 11g(y) - g(x)il the inequality r(1) < r(0) holds for all (x,y) € J. Further, we 
can define the characterizing number 

A(g) := inf 1A(y - x,g(y) - g(x)): (x, Y) E
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which again turns out to be finite. The functional characterization of L° is given by 

gEL	da(y_x,g(y)_g(x))O for all (x,y)E J.	(16) 

In this characterization Q x Q can be used instead of J. Now we could list analogous 
results replacing formally F,. = F° by iL.°, r by L°, Jg by J, J9° by Q x Q, r in (12) 
by r in (15), a.(g) by a(g), A.(g) by A(g) and so on. But we need not suppose 
a non-empty fixed point set. Here we restrict us to a short selection. For instance, 
Theorem 4.1 can be reformulated as follows. 

Theorem 4.1'. Let be A - p > 0 and A + p ^: 1. Further, suppose g : Q - Q. 
Then 

g E LA+p_1	 11g,\(y) - g,\(x)II 5 II() - g(x)II for all (x,y) E J. 

The analogue of Corollary 4.5/a) reads for a = 1: 

I 11 g '\(y) - gA (x)II	11 g () - g"(41gEL	
ifor all A,p with 0 p :^ A <land all (x, y) E 	x Q 

if the endpoints of the A-interval are included and p is restricted to the non-negative 
domain (see remarks after Corollary 4.5). This yields with the specification A = 1 a 
remarkable characterization of L': 

Theorem 4.8. For an operator g : Q - Q the equivalence 

EL' { II() - g(x)II	II() - g	
for all  E (0,1] and all (x, Y) E 	x Q 

is fulfilled. 

Operators g with this property on the right-hand side of the equivalence play an 
important part in the fixed point theory and are called there firmly non-expansive (see 
[4: p. 41 - 44]). So these operators turn out to be in our context nothing else than 
strongly non-expansive (with L-indices at least 1). 

Finally, corresponding to Theorem 4.7, the equation 

a(g) + 1 = 2A(g) 

holds for g E L°. Because of Theorem 4.7 and the index relation 4(g) a.(g) from 
Lemma 2.9 we get as a byproduct A(g) A.(g).
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5. Determination of parameters for relaxations 

As seen above, relaxations supply characterizations of mapping classes F and L, 
respectively. But they also open the possibility to change between these classes. This 
is interesting if mappings with a certain a are needed. We investigate this possibility 
below. Again we formulate the results for F. The transformation to L' can be realized 
without difficulties. 

Theorem 5.1. For a mapping g : Q -+ P(Q) and parameters a > O ,fi ^! 0 and 
A > 0 connected by the equation (1 + i3) A = 1 + a the statement 

g E F(M) •. g E !F(M) 

holds. Moreover, this correspondence is also fulfilled for F-indices, i.e. 

a = a(g)	13 = 

Proof. We consider a mapping g Q -+ P(Q). In view of (7), (1) and Lemma 
3.2/b) and c) we have for x E M, y E Q and z E g(y) the equations 

wA(y - x, z - x) = - 

where z = wA(y , z) E g (y ) (see also (12) and the passage after it). Putting 6 = 0 in 
Lemma 3.5 the equivalence 

da(y_x,z_x)^!0	d(y—x,zA—x)>0 

follows if the parameters satisfy , the conditions given in this theorem. Now, if (x, y, z) e 
J. is related to (x, y, zA) E J., then a bijective mapping between these two triple sets is 
established. Considering the characterization (14) of g E IF° and M = F_(g) = F_(gA) 
this corresponds to the first assertion. Choosing 6 > 0 in Lemma 3.5 the statement 

d'6"(y—x,z—x)>0	d6(y—x,zA—x)>0 

for the above listed elements shows also the index result. Namely, assume that /3 + 6 = 
a.(gA ) holds for a a7.(g). But this leads by (14) to the consequence a(g) > 
a + S A > a and yields a contradiction. The reversed direction of the index assertion 
can be handled in the same way  

Corollary 5.2. Let be A E (0,i + 1], where z E N. Then the relation 

gEr(M)	gE(M) for/3 \ 
A 

is fulfilled. 

Proof. A rearrangement of the relation (1 + ,3) ,\  = 1 + a in Theorem 5.1 supplies 
/3 = (1 + a - A). The assumption A E (0,i + 11 ensures 0 ^: 0. Now the assertion 
follows immediately by putting a = i in Theorem 5.1 1
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Corollary 5.2 is of special interest for i = 0 and i = 1. Now we present a symmetric 
version of Theorem 5.1. 

Corollary 5.3. For a mapping g : Q - IF(Q) and parameters a 2 0, /3 > 0, A > 0 
and .z > 0 connected by the equation (1 + a) A = (1 + 0) ji the statement 

g e F°(M)	9iz e F(M) 

holds. 

Proof. By Lemma 3.2/f) and g,\ w A (I,g)we have g,1 (g). If we use Theorem 
5.1 with g instead of g and with ' instead of A, then the asserted equivalence 
is fulfilled for the parameter relation p' (1 + /3) = 1 + a. But this corresponds to 
(1+a)A=(1+/3)I 

The next theorem shows that A = A.(g) is just that parameter for g which supplies 
the relaxation g,, with F-index 1. 

Theorem 5.4. Let be g e Fr. For A* = A(g) the relation 

9A • E F,	that is	a*p (gA.) = 1 

holds. 

Proof. There is a number a = a = a.(g) 2 0 such that g E F. Then the relation 
g• E F6 is fulfilled by Theorems 5.1 and 4.7 with 

a(gA.) = /3 = (1 + a* - A*) = 1 +a*
 

But this is the assertion U 

Now we turn to the sets F(M) which contain mappings g E F(M) with F-index 
a (see Remark 1.7). 

Theorem 5.5. The sets F(M) are non-empty for all a 2 0. 
Proof. At first, the set IF(M) is non-empty by Example 6.2. Namely, the metric 

projector PM onto M has the F-index 1. If we choose g E F(M), then Theorem 5.1 
implies g A E F(M) for arbitrary a > 0 and A- —a— So the sets F(M) are all - 
non-empty U 

In view of Theorem 5.5 the proper subset relation is satisfied in Remark 1.4 for 
the sets F(M). We want to show now that appropriate relaxations g\ of g create a 
complete system of representatives for the family {F&}. 

Theorem 5.6. Let be g E I(M) with y 2 0 and J = (0,1 + j. Then {g,\ 
A E J} is a choice set of {F(M) : a	01, that means, there is a bijective mapping

A: [0,) - J such that g>. € Fa (M) for A = A(a). 

Proof. We suppose g E F(M). If a and 3 are replaced by 7 and a, respectively, 
then the relation gj € F(M) holds by Theorem 5.1 for the bijective mapping A = 
A(a) :=	with the range J 
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The second part of Theorem 5.1 shows that a(g A ) = c for a.(g) = . This means 
g.x E IF'(M) for g E K(M) and the above A. So {g. : A e J} is a choice set of 
{(M) : ce > 0), too. 

Corollary 5.7. Let beg E F. Them the relaxations g.\ of g with A E (0,1+7] are 
pairwise different. 

Proof. By the foregoing remarks g A is for pairwise different A E (0,1+7] in pairwise 
disjoint sets !E'. So the assertion follows immediately I 

As mentioned at the beginning of this section, analogous results can be formulated 
for the classes 1a of strongly non-expansive operators. For instance, we have corre-
ponding to Theorem 5.1 the equivalence 

gELs	gAEff! 

for a>0,/3>Oand A>Oif(1+8)A= 1+a is fulfilled. 

6. Applications 

The following examples illustrate the theory. 

Example 6.1. Let b : Q - R be convex and continuous. Then the set N(b) = 
{x E Q: b(x) <0) is convex and closed. We assume N(b) to be non-empty. Further, 
the subgradient ôb is defined on Q. If b denotes the positive part of b, we define for 
elements y E Q and V E H 

{ b(y)v if v	0 j (b,y,v) :=	 and	tb(y) := {4b,y,v): v E ôb(y)}.	(17) 
0	ifv=0 

Then the mapping 9b given by gb( y) = y - t & (y) is 1-strongly N(b)-Fejér monotone, i.e. 
> 1 (see [91). So the results of Sections 4 and 5 hold for g := gj, E F'(N(b)). 

Example 6.2. For a convex and closed set M C Q c H the metric projector 
PM Q -.+ Q onto M is well-defined. Moreover, PM is 1-strongly non-expansive. More 
precisely, even

c(PM) = ap(PM) = 1 

(see [9]). Hence, results of Sections 4 and 5 can be applied to g	PM E L(M). 

Example 6.3 (Relaxations). We consider the mapping g(y) = g(y) = y - t6(y) 
with tb given in (17). If we study the relaxed form (1) 

g (y ) = (1 — A)y + Ag(y) = y — At b (y)	(A E (0,2)), 

then the functions

r(A) = IrA — x li	(zA E g,(y), x E N(b))
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from (12) fulfil the properties of Theorem 4.4 and Corollary 4.5 with a = 1. Theorem 
4.7 says that A.(gb) > 1 holds. Moreover, Corollary 5.2 yields for i = 1 that gx is 
a-strongly Fejér monotone with a = 2 A . This is a generalization of a result in [2: p. 
308], where only the so-called strict Fejér monotony is proven which stands between the 
classes 'Fr and 1F3 . Similarly, the relaxed projector 

PA( y ) := ( 1— A)y + APM(y) = y - A(y - PM(y))	(A E (0,2)) 

generates the functions
r(A) = II PA( y) - PA(x)lI 

from (15) which fulfil the corresponding properties outlined for strongly non-expansive 
operators g. Besides, F,, is a-strongly non-expansive with 

a=	=a(P,,)=a.(P,,) 

by analogues of Theorem 5.1 and Corollary 5.2 for L-classes. This again generalizes 
results in [2: p. 3071 and [10: p. 471, where F,, is only proven to be strictly Fejér 
monotone and non-expansive in this case, respectively. 

Example 6.4 (Convex intersection problem). Let M (i = 1,... , m) be convex 
and closed sets with the non-empty intersection M := fl 1 M. Further, consider for 
mappings g (i = 1,. . . , m) the sequential or successive combination 

g := gmgm—i 

and the parallel or simultaneous combination 

g := -yg +72 g2 + ... +7vmm E F(M) 

where
7>O (i=1,...,m)	and . 71+72+...+7m1. 

Fia 	(i=1,...,m), then 

gEF°(M)	for a:=.._j-min{a:i=1,...,m} 

in the sequential case and 

g E F(M)	for a:=min{a, : i = 

in the parallel case (see [9]). Finally, we start from the projectors P1 onto Mi and the 
corresponding relaxations 

9=(1—A 1 )I--A 1 P,	(0 <A 1 <2).


Then we have the relation g E F°(M) with the above a and a 1 = j2L by Example 
63. A further relaxation of g leads to g,, E F(M) with 0 according to Theorem 5.1. 
Observe that g then represents for parallelly generated g a so-called transfer operator 
of simultaneous projectors (see [1]).
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