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A Nonlinear Beam Equation 
Arising in the Theory of Elastic Bodies 

K. Doppel, W. Herfort and K. Pflüger 

Abstract. We study the global solvability of a nonlinear Cauchy problem, which arises in 
the theory of oscillations in elastic bodies. We show that the linearized problem defines a 
contraction semigroup, which is then used to transform the Cauchy problem into an integral 
equation. Finally, it is shown that the corresponding integral operator has a unique fixed point, 
which gives rise to a global solution of the original nonlinear problem. 
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1. Introduction 

Beam equations as a tool to describe nonlinear vibrations of continuous systems have a 
long history. The mathematical modelling of such continuous systems leads to equations 
of the type

9w + t9w + aô t 3w -	- F =0, 

where o!34w is an internal damping term, the nonlinear term 0(ôw)ôw is related to 
stiffness properties of the body, and the external force F describes aerodynamic damping 
or excitation. For a general discussion of continuous systems and their mathematical 
modelling we refer to Nayfeh and Mook [8]. 

Since exact solutions are not available in general, there is a bulk of literature dealing 
with these equations in order to improve this situation. It is of particular importance 
to study the influence of the external force F on the solutions of this equation. In the 
paper of Holmes and Marsden [6] this external force depends - linearly - on the time 
derivative of the solution, whereas experiments done by Blevins [2] have shown that, 
already in very simple configurations of the body, nonlinear terms in the time derivative 
may appear in F. In particular, he has shown that F has to be a power series of the 
form

F = a 1 a1 w + a3 (c9jw) 3 +... 
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where the coefficient a 3 should be non-zero. For this reason we shall consider the 
following equation as a model for nonlinear oscillations of elastic bodies under external 
forces:

ôW+8W+7lôt3W-72ôW 

-
	(

1	 (1.1)0 (5w)2d) ôw - Y4ÔtW - 75 (ôw) 3 = 0 
where (,t) E I x It > 0},I	(0, 1), and ' ...... 5 are real parameters, i > 0. 
We impose initial conditions w (e, 0 ) = wo(), 3 t w(,0) = w 1 () and, following the 
suggestions of engineers, we consider the boundary conditions 

W(0' t) = w(1, t) = ôw(0, t) = ô&? w(1, t) = 0, (1.2) 
which describe the so-called simply supported ends. We remark that boundary con-
ditions which model clamped ends, i.e. w(0,i) = w(1,) = aw(0,t) = 3w(1,t) = 0 
lead to the Sobolev space H(I) as a natural function space for this problem, while the 
natural boundary conditions for equation (1.1) in the space H 2 (I) fl Ho' (I) are 

w(0, t) = w(1, t) = 5(w + ôgw)(0, t) 3(w + 71 a)(0, t) = 0.
These boundary conditions were considered in the paper of Holmes and Marsden [6]. 
However, as already mentioned above, for applications in the field of engineering, it 
seems to be more reasonable to use conditions (1.2), which were suggested, for example,
by Herfort and Troger in [7]. These boundary conditions lead to additional difficulties, 
since one cannot use the classical Sobolev space .112, although this space would be
reasonable for equations of fourth order. Instead of this one has to introduce a suitable 
subspace of H 3 which reflects the boundary conditions (1.2) of simply supported ends. 

Setting u = w and v = i9tw we may transform equation (1.1) into the system 
0tu=v	 1 
atV = —Ou - 71V + 72ôu + 73 (f(au)2g) au + 74V + 75V3	

(1.3)

where we require the boundary conditions 
U(0 ' t)	U(1 ' t) = V(0 ' t) = v(1, t) = ôu(0,t) = ôu(1,t) = 0	(1.4)

and initial conditions

u(e, 0 ) = wo()	and	v(,0) = w 1 ().	 (1.5) 
Our main result is that system (1.3) under the boundary and initial conditions (1.4) 
resp. (1.5) is uniquely solvable and the solution is continuous and differentiable almost 
everywhere with respect to t (Theorem 6.1). 

We organize the paper as follows: 
In Section 2 we introduce a Sobolev space which contains the boundary conditions 

(1.4). Then we reformulate the initial-boundary value problem (1.3) - (1.5) as a Cauchy 
problem in this space. Section 3 is devoted to the solution of the corresponding linear 
problem and in Section 4 we prove some estimates for the nonlinear part. In Section 
5 we prove a fixed point theorem which is used in Section 6 to obtain a unique local 
solution of the nonlinear problem. Using uniform boundedness results, which are proved 
in the Appendix, we finally show that this solution is global. In a forthcoming paper 
we shall study the qualitative behaviour of the solution.
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2. Sobolev spaces and the Cauchy problem 

We define

H(I) = { E H(I) (0) = (1) =	= a(1) = o} 

with the scalar product (co 1,.p2)H 3 (J) = (1,O2)o ,where (.,.)o denotes the usual 
scalar product in L2(I). 

Lemma 2.1. The norm induced by (., )H(J) on H(I) is equivalent to the usual 
H3 -norm, in particular the inequalities 

IIPIIH < 2 II ap IIo < 2 IIPIIH	 (2.1) 

hold for every E H(I 

Proof. Let	H(I). Since aç e H1 (I) satisfies the Poincaré inequality, we 
get

	

IapIIo	II3 p lIo .	 (2.2) 

By the Sobolev, embedding theorems, p is continuously differentiable, and since (0) = 
(1) = 0, there exists o E (0, 1) such that	(co) = 0. Therefore we get ôe() = 

f:ap(y)dy and from the Cauchy-Schwarz inequality Iô p(e)I	j'	(y)Idy 

	

II 0p IIo, and by integration we get ôo	iiaii0. The usual Poincaré inequality for 
functions W E H'(1) and (2.2) gives 

	

:S 
II'PIIo	ii a ii0	ii a ii0	 (2.3) 

from which the inequality (2.1) is easily established U 

A simple consequence of Lemma 2.1 is that 

X = H(I) x H' (I)	 (2.4) 

is a Hilbert space with respect to the scalar product 

((ui 	(U2)) =(ôu1,ôu2)o+(ôevI,Ov2)o
Vi)	 v2x 

Next we introduce some operators which we need in the following considerations. 

Definition 2.1. Let

E H (I) fl H 5 (I) - 
D(Ao)={()EX u + 'y1vVEH3(I)(U+V)EHi(I)}
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and define the operators A0 : D(A0 ) - X, A 1 : X -s X and B: X -p X by 

(\ (0	1 \(u\ I A0	=	
- i) v) =

0 
( VU )

1 0 •O(u\ 
G/2aU+74V) 

A 1 	= I2III=2  \72 3 74) \VJ  

B(U) - (
73auIu+75v3)' 

respectively, and set G = A 1 + B. 

Observe that for u E H(I) one has II 5e u II 5u E Hol  and since H0'(I) is a 
Banach algebra (cf. [1: p. 115]), v 3 E H(I). Therefore, B is well defined on X. Since 
5u E H0'(I), we obtain that A 1 is a bounded linear operator on X. 

Using Definition 2.1 we reformulate problem (1.3) - (1.5) as the following 

Problem A (Nonlinear Cauchy Problem). For given (°) E D(Ao) find a solution 
() e C([O, ), X) n C' ((0, oo), X) of the problem 

d (
u ) = Ao ( u ) + G ( u) (2.5) 

U ) (0)
	(u0) (2.6) 

3. Solution of the linear problem 

The linear Cauchy problem associated to problem (2.5) - (2.6) is the following 

Problem B (Linear Cauchy Problem). For given (°) e D(Ao) find a solution 
() E C([0,00),X) n C'((0,),X) of the problem 

( u ) =	 (3.1) di v	v) 

(U()
	(Vo

u0	
(3.2) v)	 ) 

To solve the linear problem, we show that A0 is the generator of a strongly contin-
uous contraction semigroup on X. For this we need the following results. 

Lemma 3.1. The set D(Ao) is dense in X. 

Proof. Fix (u) E X. Since v H(I) and Cr(I) is dense in H(I), it is 
sufficient to show that there exists a function 0 E C°°(I) that approximates u (in the 
sense that 110,3 0 - 9u 0 is small) and satisfies the boundary conditions q (0 ) = 0(1) =
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a2	2 =	= t9(0) = O(1) = 0. Since c9u is in L2 (I), we can find to any 
e > 0 a function c.p C C000(I) such that flp - 8u lb <e. We define. 

=IY)dY	(eel). 

Obviously, (0) = 0, and since is in L' (1), it satisfies au(1)—u(0) = f01 t9u(C)dC 
(cf. [4: p. 2351). The left-hand side of this equation is zero (this follows from u C H(I)) 
and the right-hand side is approximately equal to f0' () d (sinceV approximates c9u 

in the L' -norm, too). After a suitable change of p we may assume that f0' o (C) dC = 0, 
which implies (1) = 0. Next we consider 

and	J(y)dy	(eel) 

where C is an arbitrary constant. Again we have qf(0) = 0 and 

(1)
= 

/ ) d / (/ (y) dy +	dC = / / (y) dyd + C. 

Choosing C = - fo j (y) dydC, we get q(l) = 0. So we have proved O(0) = (0) = 
0 = (1) = ô(1) and a,3 0 = W C C(I). Therefore, 0 is the desired function and 
we obtain the density of D(Ao) in X U 

Lemma 3.2. The operator —A 0 is accretive, i.e. (x,Aox)	0 for every x C 
D(A0). 

Proof. For x = () E D(Ao) we get by partial integration 

((U) 

/	V 
(x,Aox) =	' — (u +V))) 

= (ôu, ôv)o + (Ov, —a(u + 71v))o 

= (au,av)o - (8v,O(u + 71 V))o 

= —y1(O.v)ôv)o 

<0, 

since y' > 0 I 

Lemma 3.3. For any positive A the operator Al - A 0 is surjective.
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•	Proof. Given y = (') E X, we have to find an x = () E D(A0 ) such that 

	

(Al - Ao)x = y, i.e. we have to solve	 - 

(
	

Au —v

This is equivalent to the determination of a function u E H(I) which satisfies 

A 2 u + (u +;A71u —,') = + A..	 (3.3) 

Setting w = (1 + A7i )u - 7i, equation (3.3) can be written in the form 

	

A 2	 A 

	

W+lAW=+ 1+A71	 (3.4) 

Since the right-hand side of this equation belongs to Hol 	ändthe,homogeneous bound-



ary value problem
A2 

ôw+ •w=0 

W(0) = w(1) 3w(0) = 19w(1) = 0 

has only the trivial solution, it follows that equatibn (3.4) has a unique solution in 
H(I) fl H5 (I). Setting 

.1	:71,	•...	A	 1 u=	w+'	cp	and	v	w— 1 + A71	1 + A7 1 ..-	1 + A7 1	1 + i 

we obtain that u + v = w and (u + 71 v) e H(I). Therefore, ) E D(A0 ) is the 
desired solution I 

Theorem 3.1. Let the operator A 0 be as in Definition 2.1. Then there exists a 
strongly continuous contraction semi group S with the following properties: 

(i) For x0 E X the map t i-i x(t)	S(t)xo belongs to C([0,cx),X). 

(ii) For x 0 E D(A0 ) the map t i.- x(t) := S(t)xo belongs to C 1 ((0,),x) and 
is the unique solution of the Cauchy problem x(t)= Aox(t),x(0) = x0. 

(iii) For x 0 E X and t > 0.-the inequality II S(t )xollx	li xolix holds. 

Proof. Since D(A0 ) is dense in X (Lemma 3.1), —A0 is accretive (Lemma 3.2) 
and Al - A0 is surjective for positive A '(Lerni'na 13), the assertions follow from [11: 
Theorem IV, 4.C]I 

Remark that in fact it is not necessary to prove that the domain of the operator A0 
is dense in X (see [11: Problem IV, 4.2}). 

	

For later use we state the following •	.	 ••
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Lemma 3.4. If x E C([O,),X), then the mapping t	S(t)x(t) belongs to 

c([o, ),X). 

Proof. Let t e [O,00) and h E R such that t + h E [O,00). We obtain 

II s(t + h)x(t + h) - S(t)x(t)l lx 
< S(t + h)(x(t + h) — x(t)) II x + II( S (t + h) — S(t ))x( t )II x 

lk( + h) — x(t)lI x + II(s( t + h) - S(t))x(i)II. 

Since x is continuous and S is strongly continuous, we can find to any C > 0 a 8> 0, 
such that

II x ( t + h) — x(t)l <	and	lI( S( t + h) - 5( t ))x ( t )II < 

hold simultaneously for I hI <8 This shows that t —* S(t) x(t) is continuous 	- 

4. Estimates for the operator G 
For the solution of the nonlinear problem, we shall need some estimates for the nonlinear 
operator G. 

Lemma 4.1. The operator G : X — X from Definition 2.1 is bounded, i.e. for 
every bounded subset E C X there is a constant CR only depending on E and 72.... 

such that II G(x )IIx 5 CR for every x  E. 

Proof. We choose R > 0 such that	< R (i = 2,... ,5) and II x IIx S R for 
x E E. We set x = (). For the linear . operator. A i we get 

GY2 

o\
IIAixIIx=	 5U+74V) 

= 1728u + 740Vo <R (II ôu IIo + II5vIIo) <2R2: 

To estimate the nonlinear operator B, we remark that v E H0' (I) is continuous and 
satisfies v(i) = j ôv(y) dy. Using the Cauchy-Schwarz inequality, we obtain 

II 9v IIo.	for	E I.	,..	. (4.1) 

We claim that	 .	 S	 S 

I 

liat(V
= 3 {f Iv()l 4 l0V(e)I 2 d} ^ 3 IIavII {JIv()I 2 d} = 3 II Ov II	(4.2) 

and get

IIP( x)IIx = GY3jI ou II u + 'Y5V )L 
= 73II aeiII 208u +	 R(IIôuII + 3 II 5v II)	4W 

where we have used (2.3). This shows that CR = 2R2 + 4W is the desired constant 
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Lemma 4.2. For every bounded subset E C X there is a constant D R only depend-
ing on E and 72,. •• ,7, such that II G( x i) - G( x2)IIx	DR JJ XI - X 211X for x 1 , x 2 E E. 

Proof. Choose R>0 such that I-yjl 15 R (i 2,... ,5) and II x IIx 5 R for x E E. 
Then we get (setting x = () for i = 1,2) Vi 

II G( x i) - G(x2)II 

= 72(ôuj - 12 ) + 74 (0v 1 - Ov2) 

+ 73 (II ôu iII ôu i - II8tt 2II 0u2) + 7s(Oev - a^V2 110 

1721 II(u i - u2)II0 + 1741 II 3 (vi - v2)II0
2 + 1731 { lI ôe u i lI II Ou i - au2Ilo + II5u2IIO I ia 1 ii - II Ou2 II	} 

+ I75I 5 { v i - V2)(V +v1V2 +v)}. 

From (4.1) we get the estimate 

II 5 (v? + v 1 v2 + v )lIo < 2 11 v i Ov i110 + ll v i 5v2110 + II v2av i lb + 21lv20v2110 
<2 II av iII + ll ôv

211 + II ôviIl + 2ll3ev2ll. 

From 11villo :5 lI ôe viIIo	II xiIlx 5 R and	 Ib0uIIo :5 IkiIlx	R we finally
obtain 

JI G(x i) - G(x2)llx < 2Rx 1 - x211x + R3 11 x 1 - X211X 
+ 2R3 IIx i - X211X + 3R3 IIx i - x2I1x + 6R3 lIx i - X211X. 

Therefore DR = 2R + 12R3 is the desired constant I 

5. A fixed point theorem 

Let Y be a (real) Banach space whith norm 11 y. For fixed real numbers 0 <to < t1 
consider the space C ([t 0 , i 1 j, Y) of continuous Banach-valued functions over the (closed) 
interval [t 0 ,t 1 ]. Define for a fixed Yo E Y the R-ball of functions from C([t0,t1],Y) by 

B(yo,R) = { E C([t,t1],Y) II(t) - yolk' <R (t E [to,t1])}. 

Then we can prove the following 

Theorem 5.1. Fix yo e Y and assume that the function 

F: C([t0,t1],Y) - C([to,ti],Y) 

has the following properties:
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(i) There exists R > 0 such that F(q5)(t) - yolly < R for all 0 E B(yo,R) and all 
t E [t 0 , t1). 

(ii) There exists KR > 0 such that II F (cb ) ( t ) —F ( tI))( t )II y < KR f,. II(s)_i(s)IIyds 
for all	B(yo,R) and all t E [t0,t1]. 

Then F has a unique fixed point	B(yo,R). Furthermore, the sequence 
{qn}n>o defined by cbo(t) = yo and	1(t) = F()(t) (n > 0) converges uniformly 
with respect to t to the fixed point 

This fixed point theorem is a consequence of a slightly more general result of Foias, 
Gussi and Poenaru [5]. For the reader's convenience we shall give here an independent, 
more elementary proof. 

Proof of Theorem 5.1. 1. We show by induction that for any integer j 2 0 the 
estimate	-

11+i(t) -	(t)IIy <R R(t
	 (5.1) 

is valid for all t e [to,t 1 ]. From property (i) we see that (5.1) is certainly true for j = 0. 
Assume that (5.1) has been shown for k = 0,. . . , j . Then from property (ii) it follows 
that

	

I4i+2(t) -	+i( t )II y = IlF(+i)(t) - F(/)(t)]jy 

KR 
10
 I + (s) - (s)IIydS 

<RKR f K(s— to)' ds
j 0	j! 

- 
K'(t - 
R  —	(j+1)! 

2. We show that {q5n}n>o is a Cauchy sequence with respect to the uniform norm 
in C([t0,t1),Y) and converges to a fixed point of F. Therefore we estimate 

P-I 

	

II+(t ) -	(t)IIy 5 I	 - 

i=o

i	t 
RK(t—t0)'1 >	(ri+j)! 

RK' - to)'	K) . (t, - 

R exp(K R (t I - t0)) K(t— to)n 

(where we have used the inequality (n + j)! 2 ri!j!). Consequently, we get the uniform 
convergence of On to an element	and the a priori estimate 

I0o(t) -	(t)IIy <R exp(KR(tl - t0)) K
	Y (t 1 — t0	(t E [to, ti]).
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Since F is continuous with respect to the uniform norm, we can choose 'for each E > 0 
an n E N such that 

-	F(oo)(t) - oo(t)Iy 
<	- F()(t )M + M+ ' () -	< E 

holds uniformly in i for every n n. This shows that 0. is a fixed point of F. 

3. The fixed point is unique. Indeed, assume that F(ç) =	and F() = 
Successive application of property (ii) . leads to 

II) -	= II F()(t ) - F(b)(t)jy 

<KR J It( s i) - b(si)IIydsi 
to 

= KRf!I(sl)_(sl)IIYdsl 
to

8 1 

K II ...
3-1 

 
III( sn) -	( s n)II yd,s n dsni . . . ds 

to	t o to 

<K	
)...

7h(sfl) - 
yoI!ydsds_i . . . dsi 

to	to to
31 

+ K	
J •...

110 -	(s)IIydsds_1' . . ds 
t o	t o to 

<2RK(t1 —to) '°

Since the last term tnds to zero as	oo,we see that (t) = (t) for every i E [t0,t1J
and the proof is complete I 

6. Solution of the nonlinear problem 

If x EC([to,t 1 ],X) is a solution of the Cauchy problem 

dt x(t) = Aox(t) + G(x(t))	
(6.1) 

x(to) = xo E D(A0),	J 
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then it is also a solution of the integral equation 

X(t) =S(t_;to)xo +fS(t_ s)G(x(s))ds.	 (6.2) 
to 

A continuous solution x of this integral equation is called a mild solution, and it is 
called a strong solution if x is differentiable a.e. with x'. eL'((t 0 , t 1 ), X). First we shall 
use the fixed point theorem of the last section to construct a unique (local) solution of 
equation (6.2). In Theorem 6.1 below we shall prove that this is in fact a strong solution 
which exists globally in time. 

Let X be the Hubert space (2.4) and define the mapping F C([t0,t1],X) - 
C([t0,t1],X) by

F(x)(t) = S(t - to)xo + f S(t - s) G(x(s)) ds,	 (6.3) 
to 

where x 0 is a fixed element in X. S is the sernigroup of Theorem 3.1, and C is the 
operator of Definition 2.1. To use the fixed point Theorem 5.1 for this function, we have 
to check that there exist real numbers 0 <to < t 1 such that F satisfies the conditions 
(i) and (ii). Therefore, we prove the following 

Lemma 6.1. Fix XO e X and let F be defined by (6.3). Then there exist real 
numbers R> 0 and 0 < to <t 1 such that 

II F() ( t) - xollx < R	 (6.4) 

is valid for all 0 E B(xo.R) and for alit E [t 0 , t1]. 

We give the proof of this lemma by the help of the following 

Proposition 6.1. Let x 0 E X be given and choose R > 0 such that 'R > 17%I (i = 
2.....5) and R > jjxojjx. Then for any posztve e < R there exists a ö(xo,E) such that 
for t 0 < t < to + 5(xo,e) the inequality 

II F() ( t ) - xolx <e.+ C2ft(t - to) 

holds whenever II() - xoIx < R, where C2ft is the constant from Lemma 4.1 corre-
sponding to 2R.	 .	. 

• Proof. Fix to	0. Since S is strongly continuous, toe > 0 we finda (x 0 ,e) > 0 
such that IS(t - to)xo - zo!IX < e for t 0 < t	t 0 + (xo,e). If II( t) - xjx < R, we 
have II(t)IIx < 2R. Therefore from Lemma 4.1 we obtain a constant C2ft such that 
Il G() ( t )IIx	C2 , holds if l(t) - xOX	R. Consequently we get 

•	IlF()@) — .xoIIx	II S @ . to)xo - xox + J S(t —,$)G((s))IIxds. 

<.c + LII(s)).x ds	e + C2R( t t 0) •. 

where we have used the contraction property of S U
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Now we return to the proof of Lemma 6.1. If we set 

ti	to+ min {8(xo,e),1_6}	 (6.5) 

the assertion foliws immediately. 

Lemma 6.2. Under the assumptions of Proposition 6.1, fort E [to, t 1 ] the estimate 

ii F()( t) - F()(t)Iix <D2R f li( s ) - (s)lIxds 

holds for every 0, 7k E B(xo,R) where D2R is the constant from Lemma 4.2. 
Proof. From Lemma 4.2 we obtain 

	

F()(t) - F()(t)iix	J ii S ( t - s)(G()(s)	G()(s))lI ds 
to 

^ J ii G()(s ) —G(b)(s)iixds 
to 

D2f li( s ) - b(s)iixds 
to 

for every 0, 0 e B(xo,R)I 

Finally, we can prove our main theorem. 

Theorem 6.1. Let the parameters satisfy the assumptions 

71 ^! 0,	72 ? 0,	73 ? 0,	0,	7	0.	(6.6) 

Then for every T > 0 the Cauchy problem (2.5) - (2.6) admits a unique strong solution 
E C([0,TJ,X). 

Proof. Let T > 0 be fixed. For x E X the mapping t i-. S(t)x is uniformly 
continuous on [0,T1. Therefore, given E > 0, there exists a 5(xo,E) > 0 not depending 
on t such that 

	

li S ( to)xo - S(t i )xo lix <	if I t o - ti I < ö(xo, e), to, t 1 E [0, T]. 

Now choose R>0 such that li xolix <Rand 711 <R (i = 2,...,5), and fixe >0 with 
E < R. From (6.4) we see that assumption (i) of Theorem 5.1 is satisfied for t E [0, tiJ, 
where t 1 = min {ö(xo,e),	 I. 

Assumption (ii) of Theorem 5.1 follows from Lemma 6.2 (with KR = D2R) . There-
fore we obtain a solution x of the integral equation (6.2) in the interval [0, t 1 ] which is 
unique by Theorem 5.1. Now if t < T, we set x 1 = x(t i ) and repeat the argument



	

A Nonlinear Beam Equation	957 

above for the interval t i < t < t2 = t i + min {ö(x i ,), To show that this pro-
cedure leads to a solution in the whole interval [0, T], it is sufficient to prove that any 
solution of problem (2.5)-(2.6) is a priori bounded for every t E (0, T). To show this, we 
take the scalar product of (2.5) with a solution x(t) in X and obtain 

lI x II - (Aox,x) x - (G(x),x)x = 0. 

Since (Aox,x)x <O, we have 

	

ii x ii -	 + 73IIou II au5 v + 74(3ev) 2 + 3e(v 3 )3v dx) <0 

and from 75 0C (v 3 )OC v = 375(OCv) 2 v 2 0 we claim 

	

II x II	72II 0 ttIIOII 3C V IIO - I74lII 3C v II - 73II 3C u IIIl 3 tIOII 3C v IIO	0 

In the Appendix, Lemma A.2, we shall show that II ôe u IIo is uniformly bounded for t ? 0 
if -y > 0. As a consequence, we obtain the estimate - [ l x I[ C II x IIc with a constant 
C depending only on 72, 73, 74 and II ôu Ilo . Now the uniform Gronwall lemma (cf. 
[12: p. 89]) shows that IIXI12 is bounded for all t E [0, T] and the solution of problem 
(2.5) - (2.6) exists for all time. 

To show the differentiability a.e. in (0, T) of the solution, we note that C satisfies 
a Lipschitz condition in an appropriate R-ball in X with Lipschitz constant D2R (see 
Lemma 4.2). We get

1+ h 

x(t + h) - x(t) = S(t + h)xo - S(t)xo + 
/ 

S(t + h - s)G(x(s)) ds 

- / 
S(i - s)G(x(s)) ds 

= S(t + h)xo - S(t)xo + f S(t + h - s)G(x(s))ds 

+ / 
I  S(t - s) [G(x(s + h)) - G(x(s))] ds. 

Since S( . )xo is differentiable for x 0 E D(A 0 ), the mapping s S(t + h - s)G(x(s)) 
is continuous, S is a contraction and G satisfies a Lipschitz condition, we obtain with 
suitable constants c and C 

II x ( t + h) - x(t)IIx <hc II Ao xoIIx + hC2 R + D2R 
/ II

x( s + h) - x ( s )IIx ds 

= hC + D2R 
/ II

x ( s + h) - x(s)lx ds.
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From the Gronwall Lemma it follows that 

II x ( t + h) - x(t)I[x	C exp(TD2R ) h, 

i.e. x is Lipschitz continuous. Consequently, G(x( . )) is Lipschitz continuous in (0, T). 
Then the Cauchy problem (t) = Aoy(t) + G(x(t)), y(0) = xo has a unique solution 

dt y E C([O, TI, X), differentiable almost everywhere, with	E L1((O,T),X) and y(t) e dt 
D(A0 ) a.e., satisfying

Y(t) = S(t)xo +/ S(t - s) G(x(s)) ds = x(t) 

(see [9: Corollary 4.2.11]). This proves the theorem U 

Appendix 

We assume that the parameters satisfy (6.6) and we use the notation it = 5j u and 
=

Lemma A.1. If x(t) = (u(t),v(t)) isa solution of equation (2.5), then II v lIo i 
uniformly bounded for all t > 0. 

Proof. We define the functional 

L 1 (t) =	(v	+ 2I I 11 'II + II u"II + 

Taking the time-derivative of this functional leads to 

L 1 (t) = (v, )o + 72 (u', v') 0 + ( u", v") 0 + 3[ju'1I(1", ')o.	(A. 1)
dt 

Since (u, v) is a solution, we have 

(v ,')o = —(v", u")0 - yi(, v")0 -i- ,'2 (v, u")o	
(A 2) 

+3IIu 'I[(v , u")o +y4 (v,v)o +ys(v,v3)o. 

Inserting (A.2) into (A.1), we obtain	 S 

L, (t) = — i II v "lI + 4IIvII + 5II v 110	4IIVII0 + 5 IIv 2 II	(A.3) 
dt 

On the other hand, we have
L1 (t)>	II v II;	 (A.4) 

Since L 1 (t) is decreasing by (A.3), we infer from (A.4) that Il v ijo is bounded for all t U
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Lemma A.2. If x(t) = (u(t), v(t)) is a solution of equation (2.5), then II u 'IIo is 
uniformly bounded for all t > 0. 

Proof. We introduce the functional 

L2 (t) =	(ii v ii + II u II + ( 1+ 71)II u "	- II	IIu'II + ( u, v)o). 

Then we get

L2 ( t ) = (v,)o + (u,v)o + (1 + 71 )(U", 	
(A.5) 

+ 73 11 U II(tt, vl)o + II v lI + (u, l))o. 

For a solution (u, v) we have
 U' 	II' 

( U , ) )O ,= — ( U" , u )o - -y i (U " ,v )o ± 72(u,u")o 

-	- -	+ y3II
I
 IIo2'u ii )o±74(u,v)o+y5(u,v3)o.	

(A.6) 

Inserting (A.6) and (A.2) into (A.5), we obtain
ii 2	' ii L2 (t) = (1 +	)(u, v) ± (1 + 74)II v II — 71 Mv lb + 72( V " , u)o + 7511v2 dt

II 
- u	- 7211U1112

 0 - -y3II u 'II + 75(11, 

Using the Young inequality ab	-(Ea2 +	we get 
72	ii 2 ' I, 

•	 172(V	)ol <	( e Il v 1l + 

and for c small enough, such that ' < 7 , we obtain 

lIv'fll 
< 72 i	2 72 (v ,u)o-71	—1111110. 

Again by the Young inequality (with E = 1) and Lemma A.1 we get . 

(1 + 74)(u,v)oI	1(1 + 74)l(II u II+ II v II)	c Il u II 0 + c2 

175(u, v)oI <	(II u II+ II v Il)	c3II u II0 + c4 

with suitable constants c. Since IlvII is bounded by Lemma A.1, this implies 

L2 (t) < C1 + C2II u lI - 72II u 'II - 73Il u 'II —< C1 + C3II u 'II - 73II 11 'II	(A.7) 
dt 

where C; are appropriate positive constants. On the other hand, 

L 2 (t) 2	( 	+ II u Il + ( 1 +71 )lI u" II -	II u II -	IIvIl) 

((1 - )lIvII+ (1— )II u II + (1+ 7l)IIU"Il)	
(A.8) 

2 C4 (ll u ll + 11U11112) 

We conclude that llu'Il	C5L2(t) and for II u 'lbo large, (A.7) implies 42	0. This
shows that Ilu'Ibo must be bounded for all t > 0. 

--
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