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Abstract. Let A be the - not necessarily densely defined - generator of an analytic semigroup 
acting in some Banach space X. In the paper we prove a general theorem about the existence 
and uniqueness of solutions of

u'(t) = Au(t) + F(u(t)) 
IL(0) = us. 

Our main assumption with respect to the non-linearity is that F is locally Lipschitz continuous 
with respect to certain intermediate spaces between V(A) and X. Our theorem extends results 
obtained by W. von Wahl [9] and A. Lunardi [2]. In the second part this theorem is applied 
to the Cahn-Hilliard equation with Dirichlet boundary conditions. 
Keywords: Abstract semilinear parabolic equations, differential operators with non-dense do-
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1. Introduction 

In this paper abstract semilinear parabolic equations are investigated. Our interest lies 
in results obtained by Von Wahl [9, 101 and Lunardi [2]. We consider the problem 

u'(t) = Au(t) + F(u(t)) (t > 0) }

	

(1) 
u(0) = u0 

in some Banach space (X, lix). The operator A: V(A) C X -* X is a generator of 
a bounded analytic semigroup on X, which is not necessarily strongly continuous at 0 
(cf. [3]). Without loss of generality we assume that 0 E P(A). The map F: Y - X is 
locally Lipschitz continuous, where Y is an intermediate space which belongs to the class 
J9 between X and V(A) with 9 E (0, 1) (precise definitions are given in Subsection 2.1). 
We note that the definition of the class J9 is quite general. It includes interpolation 
spaces and domains of fractional powers. 

Let A be densely defined in X and let X 0 with 0 < a < 1 denote the space 
D((—A)°). A classical result, which goes back to Sobolevskii and Tanabe [5, 7] states: 
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If u 0 e Xe,, and if F: XQ -* X is locally Lipschitz continuous, then there is a number 
T(uo) E (0, oo] and a unique element u E C((O, T(uo)); Xci ), which is a classical solution 
of problem (1):	- 

1. u E C((0,T(uo));D(A)) fl C'((O,T(uo));X). 
2. u'(t) = Au(t) + F(u(t)) for 0 < i <T(uo) and u(0) = uo. 

Moreover, if T(uo) < oo, then limsupgiT(u0) ll u ( t )llx = 00. 

In order to obtain solutions for more general initial values u 0 and in order to obtain 
a better test for global existence, Von Wahl introduced a second intermediate space in 
[7]. In that case F : X,,, X is not merely locally Lipschitz continuous, but it must 
satisfy 

II F ( u ) - F(v)llx 

g (lklIx + Il v llx){ Il u - V llx + (Il u lIx + ll v llx + 1 )I1 u - Vllx } 

with 0 < fi < c < 1 and where g : [0,00) - [0 1 oo) is a continuous map. In [9] 
Von Wahl proves: For every u0 E Xp there is a number T(uo) E (0, oo] and a classical 
solution u E C([0, T(uo)); Xis) of problem (1). This solution is unique in an appropriate 
sense. Moreover, if T(uo) < oo, then limsup TT(U O ) ll u ( t )llx = 00. In [9] this theorem 
is applied to the Cahn-Hilliard equation. 

On the other hand, in [2] Lunardi replaces Xa by the more general intermediate 
spaces of class Ja between X and V(A) and even allows A to be non-densely defined. 
However, this intermediate space, say Y, must satisfy 

(L) 
fl YDA ,0o)EX.texEC,T],X) for all T>0} 

2. The part of A in Y is sectorial in Y. 

The second part of assumption (L) implies that A generates an analytic semigroup in 
Y. For more details on these particular conditions we refer to [2]. Lunardi assumes that 
F: Y - X satisfies 

II F(u )— F(v)llx 

g (lllIx + llvllx) 
X { ( IIulI	+ Ilvll 1 +1) 11 U .- v ll y + (ll u lI + ll v ll) H U — vllx } , 

where g is a continuous function and ( > 1 In [2] it is proved If (a < 1 and if 
U0 E X, then there is a T(uo) > 0 and a unique function u E C((0,T(uo));V(A)) fl 
C 1 ((0, T(uo)); X) which satisfies: 

1. u'(t) = Au(t) + F(u(i)) for 0 < t < T(uo). 
2. limtjo llAu(t) - A'uollx = 0.	 - 
3. U E BCa((0, T]; Y) fl BC((0, T]; X) for all T < T(uo) (cf. Definition 2.3). 
4. If T(uo) < 00, then l imsup TT(U0) ll u ( t )llx = 00.
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In fact Lunardi shows the existence of a mild solution (cf. [2: Definition 7.0.2]), which 
is equivalent to the above. 

One sees that Von Wahi's theorem and Lunardi's theorem have much in common. 
Lunardi can relax the conditions on A and the intermediate space, if stricter assumptions 
on the Lipschitz èondition of F are imposed. In that case more general initial values 
are allowed and, also due to condition (L), there is a better test for global existence. 

Our aim is to analyze the interplay between the various conditions on the operator 
A, the map F and the intermediate space(s). Indeed, we will prove a general theorem, 
Theorem 3.2, which covers together with Proposition 3.12 all cases citated above. How-
ever, our conditions on A and the intermediate spaces are minimal: 'A is only supposed 
to be the generator of a bounded analytic semigroup in X, which is not necessarily 
densely, defined. The intermediate spaces only satisfy Definition 2.2. In particular we 
do not suppose that condition (L) holds nor are the intermediate spaces supposed to be 
domains of fractional powers. All the above results as well as other more general results 
can be obtained by Theorem 3.2. In particular, if Y does not satisfy the condition 
(L), then Lunardi's result above still holds, if limsuplIT(0) ii u ( t )iix = c: is replaced 
by l imsup iTT(UO) ii u ( t )ii y = oc. On the other hand we can also generalize Von Wahl's 
theorem. In that case A is not necessarily densely defined and X, X # are replaced 
by 'general intermediate spaces. An other application is the case with u 0 E D(A) and 
F: Y -* X locally Lipschitz continuous, especially when A is not densely defined. 

2. Preliminaries 

2.1 Definitions. Let (X, 11 . lix) be a Banach space and A: D(A) C X - X a closed 
linear operator, which is not necessarily densely defined. We assume that A (or the 
complexification of A) satisfies the condition 

f1.p(A)D{zEC:z>O}U{Q} 
(HA)  

l 23M > 0 such that ii z (z—A ) — 'ii <M for all zE{zEC:z>0}, 
where p(A) denotes the resolvent set of A 

We recall the following proposition of Sinestrari [4] 

Proposition 2.1. If A statisfies condition (H A ), then there is a collection {e'}1>0 
C £(X) such that the following statements hold: 

1. e 0 ' = I and e( 8+ t ) 1	for all s, t > o. 

2. If t >0, then e' X -* flflEND(A") and A'e t1 x = e1AA1x for x E V(An) 
and ii e N. 

3. t	e i A E C00((0,00);.C(X)) and be tA = AnetA for i E N. 

4. There are Mi ,M2 >0 such that iie t Iix	M1 and jjtAeiix .M2 for all t>0. 

5..lirn t jo ikt_ l ( e tA x	x)j] j = 0 for all x E X:	 .	. 

6. For every x E X and t > 0 we have Jo! e'x,ds E V(A) and A f exds =
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e tA x - X. 

7. Ifs	Ile-' Af(S)Ilx and .s	IIAc 3A f(s)IIx with I E C((0,t);X) are integrable

over (0, t), then f e3Af(s) ds E V(A) and A f0t e3Af(s) ds = f0t Aef(s) ds. 

In view of this proposition we say that A generates a bounded analytic semigroup. 
Also note that e 1A is strongly continuous in X if and only if A is densely defined. 

Definition 2.2. If (Y, 1k') is a Banach space which satisfies 

1. V(A) '-p Y '-+ X (here we do not require D(A) Y nor Y = X) 

2. there are constants C > 0 and 8 E (0,1) such that II x IIy	C lI x II, ( A ) II x lI° for 
all x E 

then Y is said to be an intermediate space of class JO between X and V(A). This will 
be denoted by Y E Jo(X,V(A)) (cf. [2]). 

Remark 2.3. If DA(O, 1) = {x e X: t	lI t °Ae4x II E L'(0, 1)), then VA(9,1) '-*

• for all Y E J9(X,V(A)). For more details we refer to [2: Section 2.2]. 

Definition 2.4. By BC((0,T];Y) we denote the set of functions u : (0,T] - 
• which are continuous and bounded (with respect to 11 . I y ) . We say that u E 
BC9 ((0, T]; Y) for 9 > 0 if t '—+ t°u(t) is an element of BC((0, TI; Y). 

Definition 2.5. A map F: Y -* X is said to be locally Lipschitz continuous if for 
every R> 0 there is a constant M(R) > 0 such that II F( u ) - F( v )IIx 5 M(R)IIu - vlIy 
for all u,v E Y with II u II y ,II v U y, 	R. 

2.2 The linear initial value problem. Let (X, lix) be a Banach space and let 
A : D(A) C X - X be a closed linear operator. For uO e X and f E C([0,T];X) we 
consider the linear initial value problem 

u'(t) = Au(t) + f (t) (0<t<T)	
2 

Definition 2.6. A function u E C([0, TI; X) is said to be an integral solution of 
problem (2) if 

/u(s)dsED(A)	and 

for all 0 < t <T.

u(t) = u0 + A Iu(s)ds +If(s)ds 

If A is a Hille-Yosida operator in the sense of [3: Formula (1.1)] and if u0 E V(A), 
then it is well known that there exists a unique integral solution. Moreover, we also 
note that an operator which satisfies condition (H A ) is a Hille-Yosida operator (cf. [3]). 
The converse is not true in general. In view of Remark 2.3 above, [2: Proposition 4.2.1] 
and [4: Theorem 4.4] imply the following theorem.



On a Theorem by W. von Wahl	965 

Theorem 2.7. Let A satisfy condition (H A ), let YE J9(X,V(A)) with 6 E (0,1) 
and let u 0 E D(A). Then the follwing statements are true: 

1. If I E C([0,T];X), then the unique integral solution to problem (2) belongs 
to C°"°([O,T];Y). Moreover, there is a constant C > 0 independent of f such that 
lu llca,t -. ((O,T];Y)	'llflIoo 

2. If  E C°'([o,T];X) with a E (0, 1), then problem (2) has a unique integral 
solution u E C([0,T];X) such that u(t) E V(A) for all t E [0, TI, u E C'((0, TI; X) fl 
C((0, TI; D(A)), and u'(t) = Au(t) + f(t) for 0< t T. 

Furthermore, by an application of [3: Proposition 12.4] and [2: Propositions 4.2.1 
and 4.341 we find the following statement. 

Theorem 2.8. Let A satisfy condition (HA), let Ye J9 (X,D(A)) with 6 E (0, 1), 
and let u 0 E X. Furthermore, assume that f E BC((0,T];X) with fl E (6, 1). If we 
define

U(t) = C' A U O + / e( t_ f(s)ds	(0 < t T), 

then u E BC9 ((0,T]; Y) and lim jo 11 A ' u ( t ) —A ' uo lix = 0. Moreover, u is the unique 
function in BC((0,T1;X) such that

/
	 t	 t 

u(s)ds E V(A)	and	u(t) = uo + A / u(s) + 
/ 

f (s) ds 

for all 0 <t <T. 
Furthermore, if - in addition - there exists for every E E (0,T] an a E (0,1) such 

that f E Coa ([e,T1;X), then u(t) E D(A) for all t E (0,T], u E C((0, TI; V(A)) n 
C'((0,T);X), and u'(t) = Au(t) + f(t) fort E (0,T]. 

Finally, we mention the following lemma which is a consequence of [2: Proposition 
4.2.3]. 

Lemma 2.9. Let A satisfy condition (HA). If  E BCs((0, TI; X) with  E (0,1) 

and if YE J9 (X,V(A)) with GE (0, 1), then 

t... to, j ef(s) ds E C([0, T]; Y)	for all a > 6 + /3 - 1. 

Remark 2.10. We remark that the results in [2 - 41 often provide stronger state-
ments.
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3. Semilinear parabolic equations 
3.1 Classical solutions and global existence. Let (X, lix) be a Banach space 
and let A : V(A) C X -* X be a closed linear operator, which satisfies the condition 
(H A ). Assume that there are two Banach spaces (Xi, 11 11x,) and (X2, 11 11x2) and a 
map F: X 1 - X such that 

1. D(A) '- X i	X2 -+ X where Xi e Je,(X2,V(A)) and X2 e J92 (XI D(A)) 
with 01,92 E (0, 1), 

2. II F(u ) —F( v )iix	9(1 1 u 11 x2 + 1I v Iix2){ ii u ii, + il v iR, + 11Jfu - v lix, +g(iiuiIx2+ 
il v ilx2){ll u ll!, + ll v lL 2, + 1 }ll u—v llx2, where g : [0,00) - [0,00) is acontinuous 
map and 71,72 >0. 

Remark 3.1. If 0 + 92 < 1, then it follows that X 1 E Jo,o 2 (X, D(A)). To avoid 
trivial calculations we will assume that F(0) = 0. 

For convenience we adopt the notation 77 := max (( yi + 1 )01, 7201) 
Theorem 3.2. Let (X, lix) be a Banach space and let A : D(A) C X - X be 

a closed linear operator, which satisfies the condition (H A ). Furthermore, let X1,X2 
and F : X 1 -* X fulfil the conditions above with j + 9 < 1. Then for every u 0 E X, 
which satisfies sup,> 0 Ii e" uoiix2 < 00 1 there is a T(uo) E (0,00) and a unique function 
u E C((0, T(uo)); D(A)) flC' ((0, T(uo)); X) such that the following statements are true: 

1. u'(t) = Au(t) + F(u(t)) for 0 < t < T(uo). 

2. lim,jO IlAu(i ) - A'uoiix = 0. 
3. u E We, ((0,TJ; X 1 ) fl BC((0,T];X) for all T < T(uo). 
4. If T(uo) < oo, then u rn sUPg TT(u ) li u ( t )iixi	00. 

The proof of Theorem 3.2 is as follows: In Proposition 3.9 we show by a fixed point 
argument that there is a T > 0 and a unique u E BC91 ((0,TJ; X 1 ) fl BC((0,T];X2) 
such that u(t) = eAuo + e(t_3)AF(u(s)) ds with 0 < t <T. Given this function u we 
consider the initial value problem 

v'(t) = Av(t) + F(u(t)) (0 < t < T) 
V(0) = 

and apply Theorem 2.8. Finally, we derive the test for global existence by a bootstrap 
argument. 

Define for T> 0

MT = BC9,((0,T];X1) flBC((0,T);X2) 

and set for u,v E MT 

/JT(U, v) = sup t 0' 11u(t) - v ( t )ilx, + sup 11u( t) - v(t)iIx2. 
0<t<T	 0<t<T 

By	IFr we denote 1JUJIT = /LT(u,0). It follows that (MT,lI . liT) is a Banach space. 

Observe the following easy consequences of the Lipschitz condition on F.
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Proposition 3.3. Let F satisfy the Lipschitz condition. If u E MT, then F(u) E 
BC,7((0,TI;X). Moreover, for every R > 0 there is a constant C = C(F,R) > 0 such 
that, for all 0 < s

F (u (s )) - F(v (s ))lIx < CIS — " + 1}(u,v) 

for all u,v E MT satisfying Il u ilT, JIV11T < R. 

Lemma 3.4. If uo E X satisfies sup j> O Ileu0IIx2 < oo, then the function t '—* 
e tA u o is in MT for every T>0. In fact, there is a  = K(uo) >0 such that Ik3AuoIIT 
K(uo) for all T> 0. 

Proof. Note that s i—p et A uo E C ((0, oo); D(A)). Moreover, for all t > 0 we find 
that

I e uox, :5 CIIe iA uoIb Ol	Ie tA u o iI I_O1 < C't — °' II u oII	 2 
Ie tA uoII l_O <K(uo) ID(A)	1X2 — 

and the proof follows I 

From now on we assume that u 0 e X satisfies supj>o IIe 1A uo1Ix 2 < . In view of 
Lemma 3.4 we define for 5> 0 

MT,6 = {u E MT : ,UT(u,e tic,) < 8). 

Note that (MT,5; /AT(,)) is a complete metric space. Next, define for u E MT 

r(u)(t) = euo + j e (I —.,) A F(u(s)) ds	(0< t T). 

0 

Proposition 3.5. If T > 0 and if uc, E X satisfies sup> 0 le iA u 0 Ix 2 < o, then 
the following statements hold: 

1. r is a well-defined map from MT into MT. 

2. Il A ' r (u ) (t ) - A'uoIIx - 0 as t 10. 

3. If u E MT satisfies r(u) = u, then u(t) E V(A) for all t € (0,T1 and u € 

C((0, TI; V(A)) as well as u € C'((O, TI; X). Moreover, u'(t) = Au(t) + F(u(t)) for 
0< t T. 

Proof. 1. For u € MT we have seen that F(u) € BC,7 ((0, TI; X). Also, note that 
X 1 € J9193 (X,V(A)) with 91 + 9	i + 9 <1. So by Lemma 2.9 we find that 

t	
/ 
f  e(t_3)'1F(u(s)) ds € BC91 ((0, TI; X 1 ) fl BC((0, T); X2). 

Together with Lemma 3.4 this implies that r(u) € MT.



968	M. Uiterdijk 

2. We know that A_' eu 0 —+ A 1 u 0 in X as t 10. On the other hand, we see that 
fe( t_3 ) AF(u(s))ds — 0 in X (even in X2 ) as t 10, which proves the second assertion. 

3. Let e>Oandwrite,for0<t<T_e, 

v i (t) = eeu 0 + / e(i_)AF(u(s + e))ds 

V2(t) = et  
/ 

e(-_3)AF(u(s)) ds. 

According to Theorem 2.8, v 1 is the integral solution of the initial value problem 

v'(t) = Av(t) + F(u(t + 6)) (0 < t < T — 
v(0)	e' A UO. 

Consequently, Theorem 2.7 implies that v 1 E C°" —°1—°2([0,T — e]; X i ). On the other 
hand, note that	e C' ((0, ); D(A)) c C' ((0, ); X,) for every x E X. In view of 
this we find that V2 (t) E C019102 ([e, T — 6]; Xi ). Hence u(t) 7)1 ( t — e) + V2 ( t — 6) E C0 'T902 ([2E,T];Xl ), which implies that F(u(t)) E C09102((2E,TJ;X). So we can 
apply Theorem 2.8 to the initial value problem v'(t) = Av(t) + F(u(t)) with v(0) = 
from which the statement follows I 

Remark 3.6. Note that Lemma 2.9 in fact states that t '.—* t8' J• c(1_3)AF(u(s)) ds 
E C([O,T];Xi) as well as t	fe(t_3)1F(u(s))ds E C([0,T];X2). 

Lemma 3.7. Let bo e (0, 1]. There is a T = T(5o,uo) >0 such that r(esAuo) e 
AlT6O. 

Proof. By Lemma 3.4 there is a constant K = K(uo) > 0 such that jje 1A U 0 JIT 
K(uo) for all T > 0. Therefore, Proposition 3.3 implies that there is a constant C = 
C(F,K(uo)) > 0 such that I F( e 'uo)llx	C(s	+ 1) for all .s > 0. Since X, E

J9 1 +8 2 (X,V(A)) we find by Proposition 2.1 and Definition 2.2 that, for 0 <s < t, 

e(t3 F(e3ht u 0 )11 x < CIe	F(e uo)J142 

< CAe(t_AF(e3Auo)O2 c(t_s)AF(e9AuO)Mi_et_o2 

< C"(t — )91 82 IF(e3Auo)ilx 
which implies that 

to, Jr(eu0 )(t) — etAuol xl <t9 / e(t_F(e3Au0)Mxds  —
0 

C1 {t'_O2—+tl_e2}. 
Analogously we find that 

r(e'u0 )(t) — e t uoM x	C2 {t'°_ + t192 } 

So, if we choose T > 0 such that (C, + C2 ){T' 82 71 +T°2 }	5o, then clearly

T(r(euo),e tAuo) 50 1
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Lemma 3.8. If bo E (0, 11, then there is a T = T(tSo,uo) > 0 such that, for all 
SE (0, T1, 

F: M5,1	Ms ,60	and	s(F(u),F(v))	s(u,v) for all u,v EM5,i. 

Proof. Let S> 0 and let u,v E M5,1 . Note that according to Lemma 3.4 

l u lls	/1s(u, euo) + ll euolls	1 + K(uo). 

So, by Proposition 3.3, there is a C Quo) > 0 (not depending on S) such that 

IF(u(s)) - F ( v ( s ))M < C(s' + 1)jis(u,v)	(0 < s	5) 

for all u, v E M5,1 . Thus we find as in the proof of Lemma 3.7 that, for 0 < t S, 

t°' F(u)(t) - F(v )( t )lI , < t°' J	{ F(u(s)) - F(v(s))}	, ds 
0 

Ct°' I ( t - s)°' °'(S	+ 1) ds S(u, v) 

0 

<Ci{tI_82_1l+tl_92}PS(U,V). 

Analogously we find that

- F(v)(t) x,	c2 { tO2t7 + t1-021 ps(u, v). 

Hence

s(F(u),F(v))	(C 1 + C2){S1-02	+ S102 1 s(u , v)	(u,v E Ms,1) 

So, choose T0 >0 such that	 .. Then for all 0< 5< T0 and

u E M5 ,1 we find by the preceding that (note that /is(u, e'tuo) 1) 

s(F(u),et/'uo)	,is(F(u),F(esAuo)) +s(F(euo),e'uo) 

(C 1 + C2){Sl-92 + 51_02} + . 

Thus if we choose T E (0,ToI such that (Cl + C2 ){T'°21 + V-8'	6a<	is

satisfied, the result follows U 

Proposition 3.9. If uo E X satisfies supj>o lle tA uollx, < 00, then there is a T = 
T(uo) > 0 for which F : M7 -* MT has a unique fixed point u. Moreover, if u 0 E D(A), 
then the fixed point u is an element of C(0, T]; X1). 

Proof. Fix óo E (0,1) and let T = T(6o,uo) >0 be as in Lemma 3.8. According 
to Lemma 3.8 the map F: MT,60 -* M'r,60 is a strict contraction, so due to the Banach
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fixed point theorem there is a unique u E MT,6 O C M's, satisfying r(u) = u. Next, 
assume that v E MT satisfies v 54 u as well as T(v) = v. Consider for 0 < S < T 
the map S —+ ,us(v, etAu0). By Remark 3.6 the map S — /ls(v, eiAuo) extends to an 
increasing continuous function on [0, T], which is 0 for S 0. Since v MT 5, there 
must be a S E (0,T) such that 

,us(v , e tA u o )<_So for 0<S<	and	zs(v,etAuo)>8o for S<S<T. 

By continuity there is an c >0 such that ,us(v,e tA u o ) < 1 for 0 < S < S+e. However, 
Lemma 3.8 and the Banach fixed point theorem imply that r — M 1 has 
a unique fixed point iz. Since u E M +ej as well as v E M+1, it follows that u = v 
on [0, + e]. Hence us(v, etAuo) = us(u, etAuo)	5o for 0	S	S + c, which is a

contradiction. Next assume that u 0 E V(A). Since 

euo e C([0,00);Xi) 

t	j 

/	
ds C((0, T]; 

A is sufficient to show that 

/ e
- F(u(s)) ds	--+0 	as t 10. 

Since F(u) E BC,,((0,T;X), there is a C> 0 such that, for all 0 < i T, 

f

_s)A((	d M	<C {t'°'	02 + jIO182 

0 

(cf. the proof of Lemma 3.7). So if 1 — 0 1 — 02 — 77 > 0, then the result follows (note 
that 9 + 92 < 1). Otherwise there must be an e > 0 such that, because i + 82 < 1, 

I. t	/ eF(u(s)) ds E C([0, T]; X1). 

Hence u e BCo,_((0,T];Xi), which implies that F(u) E BC,_((0,T];X). But in 
that case we can find a C > 0 such that 

eF(u(s)) ds	<C {tl_0__02 + t9182 }	(0 <i	T). 
0	 X1 

We are done if 1 — 9 — 92 — ij + E > 0. Otherwise we can repeat the argument above 
and find a C > 0 such that 

H t. H 

I
e(t—s)A F(u(s)) ds	<C i t I  

-o ——O2+2e + j1-01O2 }
	( 0 <i <T). 

Ia	 lix, 
Iterating this process the statement follows I
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Corollary 3.10. The map r: MT -4 MT has at most one fixed point. 
Proof. Let u, v E MT with u 54 v be two fixed points of F. Define 

S = sup {K E (0,T]: u(s) =v(s) for all s  (O,K]}. 

In view of Propostion 3.9 and since u 54 v we must have S E (0, T). For 0 < t T - S 
we find that

u(t + S) = e iA u(S) +

0  

eF(u(a + S)) du 

v(t + S) = e tA v(S) +

0  
c(t_AF(v(a + S)) dc. 

However, Proposition 3.5 implies that u(S) = v(S) E V(A), so due to Proposition 
3.9 there must beane>O such that u(t+S)=v(t+S) for 0<t< E . This isa 
contradiction U 

Proof of Theorem 3.2. Define T(uo) E (0, ocl by 

T(uo) = sup {T > 0 F: MT - MT has a fixed point}. 

According to the preceding there is a unique function 

U E C((O, T(uo)]; V(A)) fl C' ((0, T(uo)); X), 

which satisfies statements 1 - 3 of Theorem 3.2. So there remains to prove that 


	

T(uo) <no	==>	limsupIu(t)[Ix, = no. 
iTT(uo) 

Since we are only interested in what happens near T(uo) and since u(t) E V(A) for 
E (0,T(uo)) we may as well assume that u 0 E V(A). The latter implies that u E 

C([0,T(uo));Xi) and thus F(u) E C([0,T(uo));X). So, let T(uo) < on and assume 
that II u ( t )IIx, is uniformly bounded on (0,T(uo)). This implies that II F ( u ( t ))llx is 
uniformly bounded on [0, T(uo)) and thus by an application of Theorem 2.7 there must 
be a constant C > 0 such that 

	

lu(s) - u ( t )Iix,	Ct - 1-91	(0 < s,t <T(uo)). 

Consequently, limtTT(uo) u(t) exists in X, and thus u e C([0,T(uo)I;Xi). Hence we 
find that F(u) E C([0,T(uo)];X). However, Theorem 2.7 implies in that case that 
u(T(uo)) E V(A). By Propositon 3.9 there is a S > 0 and a unique w E C([0,S};Xi) 
such that

w(i) = e' A u(T(uo)) +
/

 e'F(w(s)) ds	(0 < t < S). 

If we define ü : [0,T(uo) + S] - X by ii(t) = u(t) for 0 < t < T(uo) and ü(t) = 
w(t - T(uo)) for T(uo) <t T(uo) + 5, then ü E MT( UO )+S satisfies F(ü) = ü. This is 
a contradiction I
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If F satisfies additional assumptions, then assertion 4 of Theorem 3.2 can be im-
proved by an application of Gronwall's Lemma (for a proof of this lemma we refer to 
[1]).

Lemma 3.11. Let T E (0,00), 0	< 1 and C 1 , C2 >0. If u : [0, T] - IR is a

non-negative and integrable function satisfying 

U ( t ) C1 + C2 I (t - s)u(s) ds	(0 t 
0 

	

then there is a constant K = K(a,C2 ,T) > 0 such that 0	u(t) < C 1 K for all

t E [0,T]. 

Proposition 3.12. If F satisfies the Lipschitz condition with y' = 0 and 72	1,

then statement 4 in Theorem 3.2 can be replaced by the following one: 

4'. If T(uo) < 00, then urn SUPITT(U 11 U (t)11X, = oo. 
Proof. As in the proof of Theorem 3.2 it is sufficient to consider the case u 0 E V(A), 

which implies that u E C([0,T(uo));Xi). Let T(uo) <00. In view of Theorem 3.2 it is 
enough to show that 

	

sup	II u (011x2 < 00	 sup	II u ( t )IIx, < 00. 
0<i<T(uo)	 0<t<7'(uo) 

If II u ( t )11x2 is uniformly bounded on [0,T(uo)), then the additional assumptions on F


	

imply that there is a constant C > 0 such that jF(u(s))IIx	C (lf u ( s )IIx, + 1) for

0 <t <T(uo). So for 0 <t <T(tzo) we find that 

III	 II 

I u ( t )11x1	Iko 11x, 
+	

e(t_3)AF(u(s)) ds 

ho	 lix, 

C 1 (uo) + C2 J ( t - s)-1'_02hlF(u(s))hlxds 
0 

C1 + C2 j (t - ) _ 81 92hju(s)hI 
0 

and Gronwall's Lemma implies that IJ u ( t )hix, is uniformly bounded on [0,T(uo))I 

3.2 Comparison with Von Wahi's and Lunardi's results. In this subsection we 
will treat some consequences of Theorem 3.2 and we shall indicate how they relate to 
known results. 

Consequence 1: If we set X2 = X, 72 = C ? 1 and 71 = ( - 1, then we arrive at 
Lunardi's case:
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Corollary 3.13. Let (X, II lix) be a Banach space and let A : D(A) C X -p X be 
a closed linear operator, which satisfies the condition (HA ). Let Y E J9 (X,D(A)) with 
(9 < 1 where ( > 1, and let F: Y -* X satisfy 

F(u) - F(v)IIx 

gluIlx + llvIlx) 

X {(lI u ll' + ll v ll' + 1 )il u - v il y + ( lI u ll	+ ll v llc)ll u - vlIx}. 

Then for every nc E X there is a T(uo) E (0, oo) and a unique function u e C((0, T(-o)); 
V(A)) fl C%0, T(uo)); X) which satisfies: 

1. u'(t)	Au(t) + F(u(t)) for 0 < t < T(uo). 

2. urn, 10 11 A ' u ( t ) - A'uollx	0. 

3. u E BC9 ((0, T); Y) fl BC((0, T); X) for all T < T(uo). 

4. If T(uo) < oo, then limsup, IT(0) li u ( t )li y = 00. 
Remark that due to condition (L) Lunardi gets a better test for global existence (cf. 

[2: Proposition 7.2.2]). 

Consequence 2: If we set -y, = 0 and 12 = 1, then we arrive at a generalization of 
Von Wahi's theorem: 

Corollary 3.14. Let (X, lix) be a Banach space and let A : D(A) C X -f X be 
a closed linear operator, which satisfies the condition (HA) Let X 1 E J,_p(X2 , V(A)) 
with 0 < 9 < c < 1 and X2 E J(X,V(A)). Let no E X satisfy 5Uj>0 Il e" uolix2 <oo 
and assume that F: X, - X satisfies 

II F(u ) - F( v )llx	g(llullx 2 + llvllx2) 

X {llu - v llx, + Il u - V 1IX2 (li n ux, + ll v lix, +1) }, 

where g : [ 0, 00) -* [0,00) is a continuous map. Then there is a T(uo) E (0,00] and a 
unique function u E C((0, T(uo)); D(A)) n C' ((0, T(uo)); X) which satisfies: 

1. u 1 (t) = Au(t) + F(u(t)) for 0 < t < T(uo). 

2. lim, j o ilA'u(t) - A' uoilx	0. 

3. u E BC,_ fl ((0, TI; X,) fl BC((0, TI; X2 ) for all T < T(uo). 

4. If T(uo) < 00, then urn sup t T T(U O ) ll u ( t )iix2 = 00. 

Note that Von Wahi's result states that u C([0,T(uo));X). However this is due 
to the fact that t e A u o E C([0,00);X), if uo E X,6 with X,9 = V((—A)). The last 
assertion is due to Proposition 3.12. 

Consequence 3: Finally, set X, = X2 . After Corollary 3.10 we arrive at
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Corollary 3.15. Let A : V(A) C X -* X be a closed linear operator, which 
satisfies the condition (H A ). Let u0 E D(A) and Y E Je(X,D(A)) with 0 < 8 < 1. If 
F : Y - X is locally Lipschitz continuous, then there is a T(uo) > 0 and a unique 
u E C((0, T(uo)); Y) fl C' ((0, T(uo)); X) fl C((0, T(uo)); V(A)) such that: 

1. u'(t) = Au(t) + F('u(t)) for 0 < t < T(uo) and u(0) = u0. 
2. If T(uo) < oo, then sUPo<t<T( 0) II u ( t )[I y = + 00. 

4. An application to the Cahn-Hilliard equation 

Let n E N, and let Q C R n be an open and bounded set with a uniformly C4-boundary 
(cf. 12]). Set

X = C(Q) = { f: Q -* R I f is continuous} 
endowed with the sup-norm	, and define the non-densely defined linear operator 
A: D(A) C X - X by 

V(A) = {u E Co(i): Au = g with g E Co() and Ag E C()} 

and
Au = — L2u, 

where C0() is the subset of C(l) consisting of the functions which are 0 on the bound-
ary (9Q and where Au has to be understood in the sense of distributions. In [6] it is 
proved that A is the generator of a bounded analytic semigroup in X. By Schauder 
estimates (cf., for example, [1: P . 9]) it follows that V(A) '- C3 () for all a E (0, 1). 
We recall that, for k E N and a E (0, 1), 

C) := If E C(): ]f] <oo} 

and
C() := if e Ck(): ôf e Ca(), -il = 

where C'() is the space of all k times continuously differentiable functions in Q, whose 
derivatives are continuously extendable up to the boundary and where [f] denotes 

[f] sup {I x_yIIf(x)_f(y)I: X,YE,XY}. 

As usual C k() and C'() are normed by 

IIfI!k	i: II 07II	and	IIfIIk+a,00 = IfIIk, + E [Of], 
yIk	 I-v=k 

respectively. Finally, we note that C() = (C'(), C(), ) for 0 < 3 < a, if ci has 
a uniformly C boundary (cf. [2: pp. 8 and 13]).
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As an example we consider the following generalized Cahn-Hilliard equation with 
Dirichiet boundary conditions: 

Iut=_2u+F(u)f0rxEa1t>0 
(GCH)	u(x,t)=I.u(x,t)=O for xEa1l and t>O 

1I.. u(O, x) = uO(x) E 

We assume that the map F: X5 - C(l) satsifies 

F(u) - F(v)lIx	g(IuIIx + IvIIx) 

X I 11 - V IIX6 + (II u IIxo + IMIX, + 1 )II u - vlIx}, 

where g IR+ *	is a continuous function and where Xb denotes the space 
Since X6 E J±(X,D(A)) with a E (, 1), we can apply Corollary 3.13 and Proposition 
3.12, which implies 

Theorem 4.1. For every u 0 E C(l) there is a T(uo) > 0 and a unique u E 
C 1 ((0, T(uo)); C(1l)) n C((0, T(uo)); V(A)) such that: 

1. Uj = —A 2U + F(u) for all x E n and 0 <t <T(tto). 

2.u(x,t)=Au(x,t)=0 for xE0 and O<t<T(uo). 

3• II Au(t ,) - A 1 uo()II	—* 0 as t 10. 

4. supo<<T t °II u ( t , ) II3+6,00 < oc and SUPO<t<T II u ( t , ) IIoo < oc for every T < 
T(uo) and 8E ( 3+1 , 1). 

5. If T(uo) < oc, then limsup t lT( t10 ) II u ( t , •) II = 
An example of such an F is

a	 iI 
32 u I	' 

F(u) =	aijk(u)oao	+	bi,j(u)aa	+ axi I 
Ii,i,k	 I	 I 

where b ,3 and c1 are locally Lipschitz continuous and where 1	a < , 1 J ,
k< 2 and 1 < y < 4. If we take F(u) = f(u) = fl(U) AU + f(u)IVu12 with 

f E C2 (R; R), then we are in the situation of the original Cahn-Hilliard equation with 
Dirichlet boundary conditions: 

Iut =—/2u+Lf(u) for xEQ and t>O 
(CH) u(x,t) = u(x,t) = 0 for x E c3l and t > 0 

1( u(0, x) = uO(x) E C(). 

So, if f " is locally Lipschitz continuous, then Theorem 4.1 implies the existence of a local 
solution for problem (CH) (indeed, one easily verifies that F satisfies the above Lipschitz 
condition). As in Von Wahl [91 and Temam [8] we shall give sufficient conditions for f 
such that problem (CH) has a global solution in space dimension 3.
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We consider the case n = 3 and assume that f is a twice continuously differentiable 
function, such that f" is locally Lipschitz continuous, f(0) = 0 and f f(s) ds 0 for 
all t E R. Moreover, we assume that 

If'(-)I <C(u +1) (1	q <4) and	If"(u)I	C(u +1) (1	r <3). 
Lemma 4.2. If u satisfies condition (CH) on (0,T(uo)), then t '—	Vu(t)	and


are continuously differentiable on (0, T(uo)), where 11112 denotes the norm 
on L 2 (l). Moreover, they satisfy for t E (0, T(uo)) 

	

dt IIVu(t)I = _2f u(t) u(t)dx and	Lu(t) = 2f A2u(t) u(t)dx. 

Proof. From u E C 1 ((0, T(uo)); C()) fl C((0. T(uo)); V(A)) it follows that 

f u(t) U 
+ h) — u(t) dx 

h	
..

 f
AU(t) 

d 
u(t) dx 

	

f 
u(t + h) u(i + h) — u(t) dx

	
dt 

h 
as h — 0. On the other hand, Green's formula and the boundary conditions imply that 

Vu(t + h ) I I — IVu(t)I 

= — f u(t + h) u(t + h) - u(t) dx — f u(t) n(t + h) — u(t) dx 

—+ —2fu(t)u(t)dx 
dt 

as h 0. The second part of the lemma is proved analogously I 
Since we are only interested in what happens near T(uo), we assume again that 

no E V(A) and thus u E C' ([0, T(uo)) : C()) fl C([0, T(uo)); D(A)). 
Lemma 4.3. There is a constant C > 0 such that Il u ( t )I12 < C and 111V7401112 < C 

for all t E [0, T(uo)). 
Proof. First remark that it is sufficient to prove that IVu(t)I 2 is uniformly 

bounded. Indeed, we can apply Poincaré's inequality, since u(t) E H()) for t E 
[0, T(uo)). Next define 

J(u) =	IVuI +jg(u)dx	with g(s) = ff(a)da. 

In view of Lemma 4.2, t	J(u(t)) is continuously differentiable on [0,T(uo)) and we 

find that 

J(u)= -f Au 	+ff(u)utdx
dt  

= (— AU+f(u),u) 

= (—au + 1(n),	2 u + f(u)) 

=81/	(—Au+f(n))dr_f V(—u+f(u))I2dx
ail ci 
= -IV(-u+f(u))IIj
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(note that —Lu + f(u) = 0 on ffl, for u = Au = 0 on ÔQ and 1(0) = 0). Hence 

dt 
J(u) + III 

V ( —Lu + f(u))IlI =0, 

which implies that J(u(t)) < J(u(0)) for all t e 10,T(uo)). Since by assumption 
fg(u)dx > 0, we find that 11 lVu(i)l	2J(u(0)) for alit E 0,T(uo))I 

Theorem 4.4. If f satisfies the above conditions, then problem (CH) has a global 
solution. 

Proof. Due to the regularity of the Dirichiet problem and the biharmonic Dirichlet 
problem there is a constant C > 0 only depending on Q such that ll u llH 4	C lI &u 112 
and ll u llH 2 CLu 2 for all u E V(A). Since H 2 (1l) is continuously imbedded in C(1) 
for n = 3, it is sufficient to show that lk u ( t )112 is uniformly bounded on [0,T(uo)). If 
we multiply the equation by A2 u(t) and integrate over Q, we find by Lemma 4.2 

! d ll Au ( t )Il + ll 2u ( t )	= (f(u(t)), 2u(t)) 
2 di

IIf(u(t))II2 II2u(t)II2 

llf(u ( t))ll +	lIA2 u(t)II 2 2 

hence

llu(t)ll + ll 2 u(t)lI	IIf(u(i))II.
dt 
Next we find that

IIf'(u)IIIIII + IIfu (u)IIII IVul Il


	

C(11 11 11'00 + 1 )l u 1I2 + C(lI u ll	+ 1 )11 IVuI II. 

Interpolation, the Sobolev embedding theorem and Agmon's inequality imply for u C-
D(A)  that

lItLII2 CII IVuI lIh2ull 

II IVul 114 < C ll u Il H ,+	C IVuI II II/2uII 

II u Il	< C II IVuI IIIIA2uII. 
Since II lVu(i)l 112 is uniformly bounded on [0,T(uo)), we see that 

If(u ( t ))II2	Ci + C2 II A2u (i)	+ C3 ll&u(t)i2 12 6	1 +C4 ll&u(t)ll 112 

with 0 < c < 1. Then Young's inequality implies that there is a constant K > 0 such 
that

Lf(u(t)) <K + 1 11 &u(t) . 

Hence
IIAu(t)ll + IIL 2 u(t)II <K. 
dt 

So II u ( t )I12 must be uniformly bounded on 0,T(uo))I
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Remark 4.5. 1. If n = 2, one can show by the same argument that there is 
also global existence if If(u)I	C(u[' + 1) and f"(u)I < C([u + 1) with q 2 1. 
Indeed, if n = 2, then for every & > 0 there is a C > 0 such that, for all u 
Il U IIoo < C11 IVuI II_I2uII. 

2. A closer inspection of Lemma 4.3 shows that the condition 1(0) = 0 can be 
dropped. Also note that our conditions on f are slightly weaker than those in [9]. 
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