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An Inverse Problem 
for a Viscoelastic Timoshenko Beam Model 

C. Cavaterra 

Abstract. We consider the Timoshenko model for a viscoelastic beam. This model consists 
in a system of two coupled Volterra integrodifferential equations describing the evolution of 
the mean displacement w and of the mean angle of rotation W . The damping mechanism is 
characterized by two time-dependent memory kernels, a and b, which are a priori unknown. 
Provided that (w,ço) solves a suitable initial and boundary value problem for the evolution 
system, the inverse problem of determining a and b fçom supplementary information is analyzed. 
A result of existence and uniqueness on a given bounded time interval is proved. In addition, 
Lipschitz continuous dependence of the solution (w,,a,b) on the data is shown. 
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1. Introduction 

Consider an isotropic homogeneous beam of length 1 > 0 and uniform cross section, 
which occupies a bounded domain [0,1] x ci C R3 , for any time t E [0,T] (T >0). Let 
diamcl << 1 (i.e., thin beam). Suppose that ci, lying in the (y,z)-plane, is centered 
at (0,0) and is symmetric with respect to the (x, y)-plane. Moreover, assume that the 
beam (with unit density) is made from a viscoelastic material and the bending takes 
place only in the (x,z)-plane. Following [15: Section 9.1], we denote by w the mean 
displacement and by W the mean angle of rotation of a cross section (see [15: Equations 
(9.10) - (9.11)]). Using a linear viscoelastic stress-strain law of integral type, it is 
possible to deduce a Volterra integrodifferential system governing the evolution of the 
pair (w, ). We thus obtain the so-called v:scoelastic Timoshenko beam model. When 
the beam lies free of stresses and strains up to t = 0, the model reads 

WI' = k(a(0) + a'*) (w 11 +	+ fi	 (1.1) 

(p" = (b(0) + b'*) (p - k c(a(0) + a'*) (w 1 + p) + 12	 (1.2) 

in QT = (0,1) x (0,T). Here ' denotes the time derivative and * stands for the usual 
time convolution over the interval (0,i). Besides, the functions f and f2 are related 
to components of an external force (like gravity, for instance), c is a known positive 
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constant depending on the geometry of Q, and ic is the shear correction coefficient. The 
relaxation kernels a, b: [0, +) —* R are such that a(0) > 0 and b(0) > 0 and account 
for the viscoelastic behavior. 

It is worth noting that in the Tirnoshenko beam model both the rotatory inertia and 
the transverse shear of deformations are taken into account. In particular, the latter 
effect ensures that the perturbations propagate at finite speed (cf. [1, 6, 14] and their 
references). 

Let us associate with (1.1) - (1.2) a set of initial and boundary conditions, e.g., 

w(x,0) - WO (X) w'(x,O) = w 1 (x) (x E (0,1)) (1.3) 
cp(x,0) = p 0 (x) '(x,0) = p i (x) (x E (0,1)) (1.4) 
w(0, t) = a(t) w(l, t) /3(t) (t e (0, T)) (1.5) 

(0 1 i) = y(t) ço(l, t) = 5(t) (t E (0, T)). (1.6)

Provided that a and b are prescribed smooth functions, suitable assumptions on the data 
allow to prove that the so-called direct problem, i.e., finding (w, ) satisfying (1.1) - (1. 6), 
is well posed. More precisely, arguing as in [9], existence and uniqueness of a classical so-
lution (w,) which depends continuously on the data Ii, 12, w0 , w 1 . Po, Wi, a, 3, 71 81 
a, b can be proved. 

Nevertheless, in applications the kernels a and b are usually a priori unknown. That 
leads to consider the inverse problem of identifying them. As neither w nor W are pre-
scribed we need some additional information which can be obtained by supplementary 
measurements. For example, one can measure the bending moment and the shear force 
applied at the free end x = 0 of the beam. This fact can be expressed by 

	

(b(o)p. + b' * p r )(0,t) = g, (t)	(t E (0,T))	(1.7) 

	

k(a(0)(w + ) + a' * (w + ))(0, t) = 92 ( t )	(t E (0, T))	(1.8) 

where g and 92 are known functions. 

Summing up, the inverse problem can be formulated in the following way: 
Problem (P0 ). Find (w,cp,a,b) satisfying equations (1.1) - (1.2) and conditions 

(1.3) - (1.8). 

Taking advantage of a technique based on the contraction principle in weighted norm 
spaces (see, e.g., 12, 5, 11]), we prove existence and uniqueness results, on the whole 
time interval [0,T], provided that Ii, 12, w0 , w i ,po, P1, a, /3, 77 5, 91  92 are smooth


	

enough. Also, it is shown that the map data	(w, , a, b)	is Lipschitz continuous. 

Inverse problems of this kind have been analyzed for viscoelastic strings and some 
other models of viscoelastic beams (see, e.g., [4, 5, 9] and the references therein). In 
particular, the present results generalize the ones obtained in [91 for the viscoelastic 
string case, where the existence of a solution is ensured just locally in time. It is worth 
noting that the argument used here also allow to treat some kind of non-linearities (cf. 
[3], in preparation). In this context, other interesting applications of the weighted norm 
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technique, relied on Fourier's method of eigenfunction expansion, can be found in [12, 
13]. 
- Here is the plan of the paper. In Section 2 we recall a result for the wave equation 

which will be useful in the sequel. Section 3 contains the main results. In Section 
4 we prove that the inverse problem is equivalent to a system of nonlinear functional 
equations in a fixed-point form. This system is solved in Section 5. Finally, Section 6 
is devoted to discuss the continuous dependence on data. 

2. A preliminary result 
Here we recall a result concerning the well-posedness of a Cauchy-Dirichiet problem for 
the wave equation (see [101). 

We introduce first some notation. Let X be a Banach space and T E (0,T]. Then, 
C'2 (0, r; X) is the space of the n-times continuously differentiable functions from [0, r] 
to X, and W"(0, r; X) is the usual Sobolev space of order n with values in X. The 
functional spaces C'(0, r; X) and W''(0, r; X) are endowed with the norms 

n 

II V IIC(O,r;X) =	ii	sup IIv(t)Ilx 
=o tE[O,r 

and r 

li w li W"' (Or;X) =	J lI w ( t )II x di. 
o 

Besides, if X	R, then we simply set C'2 (0, T) := C'(0, T R) and W"(0, r) :=

W''(0, r; R). 

We indicate by C"(O, 1) the space of n-times continuously differentiable function 
from [0, 1] to R, normed by

n 

kiln =	sup lz(x)I. 
j=O 

Further, if Y is a Banach space, we set Y := Y'' x Y (n E N), where V° := Y, 
endowing Y' with the norm 

ll y ll y 	11yilly	( y E Yfl) 

= I 

Fix now c > 0 and consider the following 


Problem (DP). Find u satisfying 

u"(x, t) - eu 1 (x, t)	h(x, t)	((x, t) E QT)	 (2.1) 
u(x, 0) = u 0 (x),	tt'(x, 0) = u i (x)	(x E (0,1))	 (2.2) 

u(0, t) = a(t),	W(1, t) = 6(t)	(1 E (0,T)).	 (2.3)
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As far as the data are concerned, we suppose 

h 	W''(O,T;C(O,l))	 (2.4) 
uo E C 2 (0, 1)	 (2.5) 
u 1 E C'(o, 1)	 (2.6) 

a,j9E w31 (0,T)	 (2.7) 
and we assume the consistency conditions 

uo(0) = a(0)	 uo(l) = 8(0)	(2.8) 
u i (0)	a 1 (0)	 ui(l) = 0'( 0 )	(2.9) 

	

E(Uo)(0) + h(0 1 0) = a"(0)	(uo)(l) + h(l, 0) = fl"(0) .	( 2.10)

Then, an immediate consequence of [10: Theorems 2.3 - 2.4] is 

Theorem 2.1. Let assumptions (2.4) - (2.10) hold. Then problem (DP) admits 
one and only one (classical) solution 

u E C2 07T) : C 2 (0, T; C(0, 1)) fl C'(O, T; C'(O, I)) fl C(0, T; C 2 (0, 1)). 

Moreover, for any t E [0, TJ we have 

]u(t)11 2 + Iu'(t)]] i + ]u"(t)I]o 

Ci { 11 uo112 + I I U l IIl + [ ( a, /3) j I(c 2 (o,t)) 2	 (2.11) 

+ Ka, /3)PI(w 3 .1 (ot)) 2 + I]h(0)]Io + j I]h'(s)Mods} 

where c 1 is a positive constant depending on T, 1, E 

Remark 2.1. It is worth observing that, reducing problem (DP) to a Cauchy 
problem for a non-homogeneous equation in a Banach space, the usual variation of 
constants formula does not apply (cf. [10]; see also [71). Nevertheless, thanks to Theorem 
2.1, we can introduce the operator 

W"(O,T;C(O,l)) x C 2 (0, l) x C'(O.l) x W 31 (0,T) x W 3 "(0 1 T) —* C2(T) 
defined by

Se(h,uo,ui,a,8) :=u 

where u is the unique solution to problem (DP). Moreover, owing to (2.11), we have, 
for any t E [0,T],

a, 0)(t)112 

+ ]] ( SE( h , UO, UI, a, fi))'(t)[]1 + ] I( S ( h , uO, ui , a, 

, { 
1 U 0112 + I j U l l]' + ]] ( a, /3)II(C2(oL))2	 (2.12) 

+ [(a, /3)II(wa.I(o,:))2 + ][h(0)]]0 
+ f Il h ' ( s )IIo ds . 

0	 J
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3. Main results 

Let 

fl, f2 E W2, ' (0, T; C(0, 1)) (3.1) 

E C 2 (0,1) (3.2) 

ao(wo)1 +f(, 0 ) E C'(0, 1) (3.3) 

bo(o). + f2(• ,0) e C'(0,1) (3.4) 
cs,

 

8, y, 5 E W 41 (0,T) (3.5) 

91, 92 e C 2 (0,T) (3.6) 

:= (o)(0) 54 0 (3.7) 

M2 := (wo)(0) + PO( 0 ) 54 0 (3.8) 

a0 := rn9 2 (0) > 0 (3.9) 

b0 := m l- 1 91( 0 ) > 0 (3.10)

and set

a := rnI [g2' (0) - ao((w i ) 1 (0) +	(0))]	 (3.11) 

b 1 := rnj [g(0) - bo(p 1 )(0)]	 (3.12) 

where we have assumed k = 1, for the sake of simplicity. Moreover, on account of (3.11) 
- (3.12), let the following consistency conditions hold: 

w(o) = a(0), w(1) = 0( 0 ),	o(0) = y(0), 'PO(1) = 5(0)	(3.13) 

w i (0) = cV(0), wI(l) = fl'( 0 ),	(0) = '/(0),	p '( l ) = 5'(0)	(3.14) 

ao[(wo)zx(j) + ( oo)()] + f i (j,0)	-	 (3.15) 

= I (1—j)cs"(0)+1j0"(0) (j	0,1) 

b0 ( p 0 ) 1 (j) - caoL(wo)1(j) + po(j)] + f2(1,0)	 (3.16) 
= 1_ I (1 - j)7" (0) + I - 'jS"(0) (j = 0,1) 

ao[(w i )xr(j) + (i)1(i)1 + a  [(-,o).. (j)+ (o)( j ) + f (j, 0)	(3.17) 

= 1 - ' (1 - ])a ... (0)  + 1 ' j /3"(0) (j = 0,1) 

b0 ( 1 ) 1 (j) + b1(0)11(j) 
- cao[(w i ) x (j) + cp 1 (j)] - ca [(wo)r(j) + po(j)J + f(j,0)	(3.18) 

= 1 '(1 - j )y"(0) + 1_ I jS"(0) (j = 0, 1). 

Then, our existence and uniqueness result reads 
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Theorem 3.1. Let (3.1) - (3.10) and (3.13) - (3.18) hold. Then problem (P0) 
admits one and only one solution 

(w, , a, b) E ( C 3 (0, T; C(0, 1)) fl C 2 (0, T; C' (0,1)) fl C' (0, T; C2(0, l)))2 

X (C2(0,T))2 

fulfilling

a(0)=ao	a'(0)=ai	 (3.19) 
b(0) = b0	b'(0) = b,.	 (3.20) 

We can also prove that the solution depends on the data in a Lipschitz way. Indeed 
we have 

Theorem 3.2. Let 

( j ,, f2i, W0 1
1 WIZ , , o,, vi,, ci i , 06 7i, 6,, g it, 92,)	(z = 1,2) 

be two sets of data satisfying hypotheses (3.1)-(3.10) and (3.13)-(3.18). Assume a01 = 
a02 =: a0 and b0 , = b02 =: b0 , where a 0 , and b0 , are defined by (3.9) and (3.10) with 
g,,, 92, m 1 , m 2 , in place of 91, g, m 1 . m 2 , respectively. Denote by (w 1 , y,, a,, b,) (i = 
1,2) the corresponding solutions to problem (Po) and let B, be a positive constant such 
that

11(f' , f )Ii w 2. ' ( 0,7;C(01))) 2 + II(fi i f2i )IIci (0,T;C(0,1)))2 
• I1VO42 + II°1iII2 -F Ikpoi112 + I1P1,1I2 

	

• II ao(wo)1 + fl(0)II, + II bo(o)	+ f2i(0)II1	 (3.21) 
+ 11 (ai, 13i, -Y, i 8i)II(w 4 , 1 ( 0T4 + II( c i,	, -y, 

	

+ II( gi, g2i)I j (c 2 (o,y)) 2 + i d + Im1iL 1 + Im2	+ a 1 + b' + 1-' 
<B1 

for z = 1 1 2. Then, there exists a positive function M1 E C((0, +)2) which is non-
decreasing in each of its arguments such that 

II( w , - W2,	-	2)1I(C3(OT;C(0,I)))2 

+ I(w, - w 2 ,	- (P2)11(C2(0T;C(0,1)))2 

+ II( w i - W2,	- (P2)11(C1(0,T;C2(0,1)))2 

+ II( a i - a2 , b, - b2)II(c2(oi.))2 

Mi (Bi , T){ Ii(fi I - 112, f2i - f22)I1(W2,1(0,T;C(0,1)))2 

+ U1 I- f12, 121 - f22)11(cI(0,T;c(o,j)))2	
(3.22) 

+ I Iwo, - w02112 + 11 w,, - w 12112 + Ikooi - Y02 112 + lko ii - 'p12112 
+ IIao(woi - w02)	+ (fi i - f12)(0)II1 

+ lIbo(po, - 'p02)zz + (121 - f22)(0)II1 

+ 1 1 (&	01 2,131	/32,Y1	Y2, 5 I	62)Il(W4.'(0,T))4 

+ Ij(a, - 01 2 , 01 - /92,Y1 - Y2, 6 1 - 62)Il(C3(0,T))4 

+ II(g	- 912,921 - 922)1I(C2(0,T))2 }.
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Remark 3.1. As we shall see in Section 4, the non-vanishing conditions (3.7) 
and (3.8) play a basic role in showing that problem (F0 ) is equivalent to a system of 
functional equations in fixed-point form. Nevertheless, if, e.g., w 0 and o identically 
vanish, so that (3.7) and (3.8) fail, Theorem 3.1 still holds, provided that smoother data 
are considered and w 1 and (or Ii and 12) substitute w0 and o in (3.7) and (3.8), 
respectively (see, for instance, [4: Remark 7.1]). 

Remark 3.2. If we replace assumption (3.6) by the weaker one 

91, 92 E W2 "(0,T),	 (3.23) 

then it is still possible to prove an analog of Theorem 3.1. In this case, a and b are 
found in W2'1(0,T). 

Remark 3.3. As remarked in [10], the compatibility conditions (3.13) - (3.18) are 
necessary for the existence of a classical solution to problem (Po). 

4. Equivalent problems 
Here we show that problem (P0 ) is equivalent to a similar problem for the unknowns 
w', p', a', Y. This problem can be further reduced to a fixed-point system of nonlinear 
functional equations. 

Suppose that problem (Po) admits a solution 

(w. , a, b) E (C 3 (0, T; C(0, 1)) fl C 2 (0, T; C' (0,1)) fl C(0, T; C2(0, l)))2 
(C2(0,T))2. 

Setting
(z, 0 , p , q) := (w', p ', a', b')	 (4.1) 

and differentiating, with respect to time, both the sides of (1.1) and (1.2), we get, in 
QT,

= (a(0) + p*)(zzx +	) + p[(w0 ) 11 + ( po)x] + f	 (4.2) 

= (b(0) + q * ) 11 - c(a(0) + p*)(zz + )	 (4.3)


+ q ( po)zz - cp[(wo) + po] + f• 
Moreover, setting t = 0 in equations (1.1) - (1.2) and recalling conditions (1.3) - (1.4), 
one infers, for any x E (0, 1), 

	

z(x,0) = w 1 (x)	z'(x,0) = a(0)[(wo)1 + ( po)1j + fi ( x,0)	 (4.4) 

	

(x,0) = V, 1 (x)	'(x,0) = b(0)(po) 11 - ca(0)[(wo) 1 +	+ f2 (x,0).	(4.5) 

In order to obtain the equations for p and q, let us consider (1.7) - (1.8) and differentiate 
them with respect to time. We obtain 

b(0)(0, t) + ( q - 0)(0, ) + q(t)(po)(0) = g ' ( t)	(4.6) 

a(0)(z + 5)(0. t) + (p * (z + 5))(0, t) + p(i)[(wo)(0) + o(0)] = g(t)	(4.7)
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for any t E (0, T). Then, taking (3.7) - (3.8) into account, equations (4.6) - (4.7) become, 
forte (0,T), 

q(t) = m 9. (t) - b(0) 1 (0, t) - (q * VI	 )( 0 , t)} (4.8) 

p(t) =mg(t) —a(0)(z	+)(0,t) - (P*(Zx +))(0,t)}. (4.9) 

Setting now t = 0 in (1.7) - (1.8), using again (3.7) - (3.8), and recalling (3.9) - (3.10), 
we get

a(0)=mg2(0) =a0	and	b(0)=m'gi(0) =b0 .	(4.10) 

Similarly, setting t = 0 in (4.8) - (4.9) and recalling (3.11) - (3.12), we derive 

q(0) = m1 [() -
(4.11) 

p(0) = rn	{g(0) - ao((w i )o(0) + cpi(0))]. 

We have thus shown that the set of functions (z,,p,q) solves the following 

Problem (P1 ). Find (z, , p, q) E (C2 ( 7.)) 2 x (C'(0,T)) 2 satisfying 

z" - a0 z11 = Gi[(z,,p,q)j + f (in QT) (4.12) 
-	= G2[(z,,p,q)] + f (in Qi') (4.13) 

p(t)	H 1 [(z,	', p, q)](t) + rn'	g(t) (t E (0, T)) (4.14) 
q(t) = 112 [(z, 0, p, q)](t) + mj"'g(t) (t E (0, T)) (4.15) 
z(x, 0) = zo(x),	Z' (X, 0) = z1 (x) (x E (0,1)) (4.16) 

0) = 00 ,	'(x, 0) = Ii (I) (x E (0,1)) (4.17) 
z(0, t) = c'(t),	w(1, t) = /3'(t) (t E (0, T)) (4.18) 
'(0, t) = y'(t),	b(1, t) = 6'(t) (t E (0, T)) (4.19)

where

G 1 [(z, 0, p , q)] 
a01 + p[(wo) 11 + ( o)] + p * (z,:,: +	)	 (4.20) 

G2 [(Z, ,b,p,q)] 

q(o) + q *	- ca0(z1 + ) - CJ) * (z_, + ) - cp[(wo)1 + o} (4.21) 

H 1 [(z, , p, q)](t) := —rn	{ao(z + )(0, t) + (p * (z + OM O I t)}	(4.22) 

H2 [(Z, V5, p, q)](t) := — Trl	{bo 1 (0, t) + (q * b 7 )(0, t)}	 (4.23) 

zo(x) := w 1 (x), z 1 (x) := ao[(wo)1 + ( po)z] + fj (z, 0)	 (4.24) 

0 1 (x), h (x)	ho(o)1 - cao[(wo) + o} + f2 (:v. 0).	(4.25) 
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Conversely, if problem (P,) admits a solution (z,i,b,p,q), then, setting 

w(x, t) := w0 (x) + J z(x, s)ds	((x, t) E QT)	 (4.26) 

(x, t) := p 0 (x) + J (x, s)ds	((x, t) E Q')	 (4.27) 

a(t) := a 0 + f p(s)ds	(t E (0,T))	 (4.28) 

b(t) := b0 + J q(s)ds	(t E (0, T))	 (4.29) 

and recalling (3.13), (3.19) - (3.20) and (4.10) - (4.11), it is not difficult to check that 

*,p, a, b) E (C 3 (0, T; C(0, 1)) fl C 2 (0, T; C' (0,1)) fl C' (0, T; C2(0, 1)))? 

X (C2(01T))2 

and solves problem (Po). 

Hence, we have proved 

Proposition 4.1. Let the assumptions of Theorem 3.1 hold. Then problem (P0) 
has a unique solution 

(w, , a, b) E (C 3 (0, T; C(0, 1)) fl C 2 (0, T; C'(0, 1)) fl C'(0, T; C2(0, 1)))2 

X (C2(0,T))2 

if and only if problem (P,) has a unique solution 

(z,b,p,q) E (C 2 ( T ) ) 2 x (C'(0,T))2. 

Moreover, w,,a,b and z,b,p,q are related by (4.26) - (4.29). 

Remark 4.1. Theorem 2.1 suggests the regularity assumptions we have to make 
on and G,[(z,,p,q)],G2[(z,',p,q). Compare, for in-
stance, (2.4) - (2.6) with (3.1) - (3.4). 

Suppose now that problem (P,) admits a solution (z,,p,q). Taking into account 
Theorem 2.1 and Remark 2.1, we deduce that, in particular, z and 0 solve the system 
of functional equations (cf. also (3.1) - (3.5), (3.14) - (3.18), (4.12) - (4.13), (4.16) - 
(4.19) and (4.24) - (4.25)) 

	

z = S,(Gj[(z,i',p,q)],0,0,0,0) + Si(f,zo,z,,a',0')	 (4.30) 

	

= S2(C2[(z,,p,q),0,0,0,0) + S2(f,'o10 1, y '1 5 ')	 (4.31)
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in QT. Here, on account of Remark 2.1, S i and S2 indicate the operators Sa 0 and S, 
respectively. Consequently, let us set 

U = (U1, U2, U3, U4 )* := (z,,p,q)*	 (4.32) 
J(U) := S i (G i [U], 0, 0, 0, 0)	(i = 1,2)	 (4.33) 
J(U)	H1 _ 2 [U]	(i = 3,4)	 (434) 
K:=	 (435) 

where * stands for transposition. Further, introduce the Banach spaces 

Zr = C 2 (O,r; C(0, 1)) fl C'(0, 7; C 1 (0, l)) fl C(0,i-;C2(0,l))	(4.36) 
Xr = (Zr)2 x C'(O,T) x C'(O,r)	 (4.37) 

for any r E (0, T], endowed with the norms 

ii v iiz, = sup ii v ( t )112 + sup ii v ' ( t)iii + sup iIv u (t)iio	 (4.38) 
tE[O,r]	 iE[O,r]	 tE[O,rJ 

huh x, = II UI IIZ, + JI U21IZr + sup (1 U3 (t)l + iU(t)i + 1U4 (t)J + iU (t)i). (4.39) 
I E [0, r] 

Then, it can be easily realized that U is solution to 

Problem (P2 ). Find U E XT satisfying 

U = J(U) + K	 (4.40) 

in QT. 
On the other hand, if U E Xi' solves equation (4.40), then taking into account 

(4.12) - (4.15) and (4.33) - (4.37) it can be shown that (z,.p,q) := (U1,U2,U3,U4) 
solves problem (P2). 

Summing up, on account of problem (P1 ) and Proposition 4.1, we can state the 
following 

Proposition 4.2. Let the assumptions of Theorem 3.1 hold. Then, problem (P0) 
admits a unique solution 

(w, , a, b) E (C3 (0, T; C(0, 1)) fl C 2 (0, T; C'(O. 1)) fl C'(O, T; C 2 (0, i)))2 

X (C2(0,T))2 

if and only if there exists a unique function U E X 7 which solves equation (4.40).
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5. Proof of Theorem 3.1 

In this section we show that the fixed-point equation (4.40) admits a unique solution 
U E XT. Then, thanks to Proposition 4.2, Theorem 3.1 is proved. 

For the sake of brevity, let us set, for t E [0, r], 

.iV(V)(t) = II V1 ()II + 11V11 ( t )IIi + V1"(t)II0 
• 11 V2( t )112 + 11V2( t )111 + I v ( t )IIo	 (5.1) 

• 1V3 (t)I + 1V3'(t)I + 1V4 (i)I + 1V(t)I 

for any V E X,. (r e (0,T]). Observe that (cf. (4.39)) 

IIV IIx = sup AI(V)(t).	 (5.2) 
LE(0,r) 

First, we are going to estimate .Af(J(U) + K)(t). 

Owing to the assumptions (3.2) - (3.4), from (4.20) - (4.21) we infer (cf. (4.24) - 
(4.25))

G 1 [U](0) = ao(7J 0 ) 1 + a 1 [(w0)1 + ( o)] := G01 E C(0, 1)	 (5.3) 

G2 [U](0) = b 1 ( p0)zz - cao[( zo) + 1o] - ca l [(-o). + o] : G02 E C(0,1). (5.4) 

Moreover, on account of (3.1) - (3.5) and position (4.35), one easily checks that, for all 
E 0,T] (cf. also (2.12)), 

.Af(K)(t) + hG01 Ilo + hG02 lb 

<C2 { Jul,f2 )11 ( W2-1 (0,t;C(0,I)))2 + hb(fi 12 )hl(c1(o,t;c(o,I)))2 

+ bk'-'0112 + hlP0 112 + 11 Z0112 + li z i Iii + 1100 112 + 1101 Iii	(5.5) 
+ hI(a , 3, 1 8 )1I ( w 4 .' (0,t)) 4 + II(a , 3, -i, 6)hI(c3(o,tn 

+ II(g i, 92)II(c2(ot))2 } 

where c 2 is a positive constant depending on T, 1, a0 , b0 , Iai I, lbi I, Icl, Im il, Im21 . There-
fore, an application of (2.12) to (4.40), for i = 1, 2, gives (cf. (4.20) - (4.21) and (4.33) 
and (4.35)) 

II(Ji (U) + .K 1 )()hI2 + 11( 1' (U) + .1(1 )'()II 1 + II( J i (U) + R1 )"()lbo 

<C3 { JJ KI ( i )112 + hlK (t)11 1 + bI G01 ho 

p 1 (5.6) 

+ J	 + I1U2(s )IIi + hI Us )IIi + IU(s)I(IIwo 112 + IIPo lii) 
+ 

IU(s - a )I(II U1( a )112 + II U2(a )IIi)d ] ds}
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and
j(J2(U) + K2)( t )112 + II( J2( U ) + K2)'(t)IIi + Ij(J2(U) + K2)(t)!I0 

C,I^JJK2(0112 + II K )II1 + IIG02II0 
+ 

f [ 	+ 11 U ( s )II1 + 11 U2( s )II0 + IIU(s)IIo 
0 (57) 

+ U ( s )I( j I woIIi + II pollo) + IU(s)UhpoII2 

+ f ( I U ( s - a )I(II U1 ( a )IIi + 11U2(a)Mo) 

+ IU(s - )III U2( a )II2) du
] 

ds} 

for all t E [0,T], where c3 and c4 are two positive constants depending on T, 1, a0 , jai 
and T, 1, a0, bo,I a iI, I b il, Icl, respectively. 

Consider now (4.40), when i = 3,4. Recalling (4.22) - (4.23) and (4.34) and setting 
(cf. (4.16) and (4.32)) 

U i (x,t) = z0 (x) + j U(x,a)d	((X, t) E QT) 

U2 (x,t) = o(x) +j U(x,a)d	((x, t) E QT) 

we get, for tE [0,T], 

i(J3 (U) + K3 )(t)p + f(J3 (U) + K3)'(t)i 
<C5^ JK,(t)l  + IK(t)i + i(Ji (U) + K1 )( t )iii + ii( Ji(U ) + K1 )'(t)i11 

+ ii( J2( U ) + K2)()110 + j l( J2(U ) + K2)'(t)110	 (5.8) 

+ f (I U ( t - )i + iU - s)i) 

x [Il zolli + iioIio + f' ol u;wIll
 

 + ii U ( a )iio)daJ ds} 

and

i(J4 (U) + K4)(i)i + i(J4 (U) + K4)'(t)i 

C6 { 1R4(i)i + iK(i)i + ii( J2( U ) + K2)( t )iii+ iI( J2( U ) + K2)'(t)iii (5.9) 

+
 J

' OU4(t  - )i + iU(t -)i) [iioiii + J iiU(a)iIida] ds}  0 

where c5 and c6 are positive constants depending on im21, a0 , Iai I and Im i , b0 , lb, I
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respectively. Recalling (5. 1), a combination of (5.6) - (5.9) entails, for alit E [0,T], 

AI(J(U) + K)(t) <C7 {M(K)(t) + hG01 ho + JI G02 110 

+ f [ + 11 U ( s )hhi + 11 U2( s )112 + lU(s)hhj 

+ 1U3 (s)I + IU(s)I + 1U4 (s)I + lU(s)I 

+ ( 1 u3( t - s) + lU(t - s)I + 1U4 (t - s)I + IU(i - s)b)	(5.10) 

x	 j ' ( jjU'(,)jj i + hl U (a )hhi )d) 

+ f (l U (s - )l + 1U(s - a)I) 

X (h1 U 1 ( a )h12 + hh U2( a )hhi )du] ds} 

where c7 is a positive constant depending on T, 1, a 0 , b0 , h a il, 1 b , l, JCJ, 1-1 1, 1m21 and 
suitable norms of data. 

In the sequel of the proof ck (k E N) will stand for a known positive constant 
similar to C7. Then, from (5.10) we infer, for all t E [0,T], 

V(J(U) + K)(t) <C8 I jV(K)(t) + hG01 ho +hiGo2hlo 

	

+ 10 
[s(i + 1'-'A((U)(,)d,) 	(5.11) 

 

+ I ' A((U)(s - cT)A((U)(a)dcr]ds}. 

Let us estimate now the differences 

(J, (U) + K,) - (J1 (V) + K) = J1 (U) - J1 (V)	(i = 1,2,3,4)	(5.12) 

for any U, V E XT . Recalling positions (4.20) - (4.23), we get, in QT, 

G 1 [U] - G 1 [V] = -o [(U2 - V2 ) 1 ] + ( U3 - V3 )[(wo ) 11 + ( o)] 
+ U3 * [(U 1 - V1 ) 11 + ( U2 - 172) 1 ]	 ( 5.13) 
+ (Ua - 1/3 ) * [( V1 )11 + ( V2)1] 

G 2 [U] - G2 [V] = (U4 - V4 )(po) 11 + U4 * ( U2 - V2)11 

+ (U4 - V4 ) * ( l/2) I - cao[(U i - V1 ) 1 + ( U2 - 1/2)]	(5.14) .............- 
c( U3 - V3)1( WO) + 'pof — cU3 * [( U1 - V1 ) 1 +- (U2 - V2)] 

—c(U3—V3)*[(Vi)1+V2]
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and, for all i E (0, T), 

H 1 [U[(t) - H1 [VJ(t) = —m - '{ ao [(U1 - V1 ) + ( U2 - V2 )1(0, i) 

• (U3 * [(U1 - V1 ) + ( U2 - V2 )])(0, t)	(5.15) 
• ((U3 - V3 ) * [(V1) + V2 (0, t)} 

H2 [U](t) - H2 (VI (i) = — m {b0 [(U2 - V2)11(0 , t) 
• (U4 * [ ( U2 - V2 ) 1 )(0,t)	 (5.16) 
• ((U4 - V4 ) * 

Taking (5.13) - (5.14) into account, an application of estimate (2.12) to (5.12), for 
= 1, 2, gives (cf. also (4.33) and (4.35), and Remark 2.1) 

II( J i( U) - J1CVDX t )112 + II( J1( U ) - Ji(V))'(t)IIi + IK J1( U ) - J1(v))"(t)110 5 C1 f [11 (Ul - V1 )(s) + II( U2 - V2)(s)IIi 

+ II( U - V ) ( s )Ili + K U 3' 	V')(.$)l	 (5.17) 

+ f (I U ( s - ) I(II( Ui - V1 )(a )112 + II( U2 - V2)(a)IIi) 

+ I(U - V)(s - 0')I(II V1 (a )112 + 11 V2(a)Iii ))da] ds} 

and 

II( J2( U ) - J2(V))(t)112 + IK J2( U ) - J2(V)) 1 (t)II1 + I(J2 (U) - J2(Y))(t)II0 

<dl { f [11(u. - V1 )()II + I(U - Vi') (s)IIi + 1(U2 - V2)( S)110 

+ II( U - V ') ( s )IIo + IM - V31 )(s)I + j(U - 

+ j ([U(s - a )!(II(Ui - V1 )(a) + II( U2 - V2)(a)II0)	 (5.18) 

+ IU(s - 0')III( U2 - V2)(a)II2 
+ (I( U - V)(s - o)I + I(U - V)(s - a)I) 

x (II V1(a)IIi + II V2()IIo)) da] ds} 

for all t E [0, T]. Consider now (5.15) - (5.16). Then, on account of (4.34) and (5.12), 
one easily deduces, for any t E [0, TI, 

I(J3 (U) - J3(V))(t)I + I(J3 (U) - J3(V))'(t)I 

<C12 I I j(J (U) - J (V))(t)IIi + II( J i (U) - J1(V)A0111 

+ IR J2( U ) - J2(V))(t)II0 + IKJ2(U) -
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+ f' [ u3 ( t - s)I + IU(t - s )I)	 (5.19) 

f u - V1 )'(1)111 + II( U2 - V2)'(1 )110 do, 

+ (I(u3 V3 )(t - s )I + IM - V)(t - s)I) 

(1+f (II v ' (a )Ili + IIV(a)IIo)da)]ds} 

and
I(J4(U) - J4(V))(t)I + (J4( U ) - 

<C13 {II J2 u - J2(V))(t)IIi + II( J2( U) - J2(V))'(t)IIi 

• j [(IU4(t - s )I + IU(t - s)I) j II( U - V ) ( a )IIi da	(5.20) 

• (I(u4 - V4 )(t - s )I + I(U— V)(i - s)I) 

(1 + 
j 

IIV(a)IIida)]ds}. 

Combining (5.17)- (5.20) and recalling (5. 1), we deduce, for all i E (0,T),


10 ,(

i-3
\I(J(U) - J(V))(t) <C4	IAI(U-V)(s) i+ J	.Af(V)(o)da 

+ j3 (()(s - a) + )V(V)(s - a))JV(U - V)(a) da (5.21) 

+f(U)(t - s)f A((U - V)(a) do, }ds 

for any U,V E XT. 

Applying the properties of the convolution product, from inequalities (5.11) and 
(5.21) we get, for any U,V E XT and any i E [0,T], 

H(J(U) + K)(t) 

<c15 {A((K)(t) + hG01 11 0 + hhG02110 + j A(U)(i - s)(U)(s) ds}	(5.22) 

jV(J(U) - J(V))(t)	j A(U, V)(i - s)(U - V)(s) ds	(5.23) 

where .\ and A are defined by 

(U)(t) := 1 + j V(U)(a)da	 (524) 

A(U,V)(t) := 1 + j (iV(U)(a) +(V)(a))da.	 (5.25)
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Let us set now
L(U) := J(U) + K.	 (5.26) 

Then, on account of (4.40), our proof reduces to showing that the mapping L has a 
unique fixed-point in XT. 

First of all, observe that, owing to (5.2) and (5.22), L : XT — XT is well defined. 
Following [2] and [5] (see also [11]), introduce in X,. (r e (0, T]) the weighted norm (cf. 
(5.1))

IUII = sup c tA/(U)(t)	(U E Xr)	 (5.27) 
E [0 ,r[ 

where a E [0, +c). One can easily realize that the norm defined by (5.27) is equivalent 
to the norm (4.39). Indeed, we have, for any a E [0, +oo), 

II U II	II U Ilx < e°II U II .	 ( 5.28) 

Moreover, if r = T and a = 0, then ] U IJ Pr = II U I1x7. follows. Consider now the closed 
ball of XT

= {U E XT II U II	p}	 (5.29) 

for some (P, a) E (0,+oo) x [0,+oo) and let U E Epa . Taking advantage of (5.22), and 
recalling (5.26), we derive the chain of inequalities (cf. also (5.3) - (5.5)) 

e'N(L(U))(t) <Cl5 {C_auJV(K)(t) + et(II Goi 11 0 + h G02 ho) 

+ f e(U)(t — s)eH(U)(s) ds}	 (5.30) 

ci { II K	+ f Go i ho + h] Go2hjo) + hhUI f e 3 A(U)(s) ds} 

for all t E [0, T). On account of (5.24), one can easily show that 

	

1
T 

eA(U)(s) ds <a1 { i — e	+ I U hI [T + (e_aT - 1)a1] }.	(5.31) 

Hence, a combination of (5.30) and (5.31) yields (cf. also (5.27) - (5.28)) 

II L (U)hI	5 c is{hI K hI . + jI G01 ho + 11G02110 

	

+ pa {i —	
(5.32) 

+ p(T + (a_aT — 1)a)] } 

for any U E Ep,a. Choosing (P, 01 ) E (0,+) x [0,+) such that (cf. Remark 5.1 
below)

cIS{IIKII + JjGo I hlo + IIG021I0
(5.33) 

+	' [1 -	+ (T + (e—&T — 1)&')] } <
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inequality (5.32) entails
L(E,) c E.	 (5.34) 

Consider now (5.23). Taking (5.27) into account, we have 

e.Af(J(U) - J(V))(t) 

	

C16 fe_^(`)A(U, V)(1 - s)eW(U - V)(s) ds	(5.35) 

c iell A (UV)IIj II U - VIIds 

for any U,V E E,5 and any t E [0,T]. 

Recalling (5.25), simple computations show that 

c16IIA(U,V)11' <	:= C16 [1 + 2,3(1 - e_&T)_l]	 (5.36) 

for any U,V E	Hence, combining (5.35) and (5.36), we infer (cf. (5.26) and 
(5.27))

	

IIL(U) - L(V)11 = II J ( U) - J(V)ll <C17 j II U - V ll ds	(5.37) 

for all U, V E Taking (5.34) into account, from inequality (5.37) one deduces 
that there exists n E N such that the iterated operator L" is a contraction from E,a 
into itself. Then, an application of the Picard-Banach fixed-point theorem (see, e.g., [8: 
Chapter 2/Theorem 2.21) proves that L has a unique fixed-point in	i.e., in XT. 

Remark 5.1. In order to find (,3,&) E (0, +) x [0, +) satisfying (5.33), consider 
a positive constant B2 such that 

(fi 12)11 ( W 2 .' (O,T;C(O,l)))2 + ll(f' f2)Il (C' (O,T;C(O,i)))2 

+ II wo1I2 + Ik°i 112 + IIPo1I2 + II(P1 II? 

+ Il ao(wo)xz + fj(0)Ili + II bo(o)	+ 12(0)111	 538

+ II(a , 3, 7 8 )11(w4,1 (0,T)) 4 + 11(a, /3,7, ö)Il(c30,T4 
+ II(9I , 92 )II ( c2 ( o ,7 ')) 2 + Id + 1 m11' + 1m21' + a 1 + b' + 1_I 

<B2. 

Then, there exist two positive functions M2 and M3 , which are continuous and non-
decreasing in each of their arguments, satisfying (cf. (5.5)) 

c14 <M2 (B2 ,T)	 (5.39) 

and, for all a E 0, +oo), 

11 K 11' + hG01 la + 11G0211	II K IIxT + hG01 lb + 11G02110 < M3 (B2 ,T).	(5401
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Owing to (5.39) - (5.40), we easily obtain 

	

, 5 1 II K II + hG0 , 110 + 11 Go2h10 + pa [1 -	+ p(T + ( e_aT - l)a' )J } 

<M2 (B2 ,T){M3 ( B2 ,T)+a'p(1 +pT)	
(5.41)

} 

and choosing, for instance, 

= 2M2 (B2, T) M3 (B2 , T)	 (5.42) 

	

= [1 + 2M2 (B2 , T)M3 (B2 , T)T] 2M2 (B2 , T)	 (5.43) 

from (5.41), we deduce (5.33). 

6. Proof of Theorem 3.2 

Observe that, thanks to Proposition 4.2, there exists a unique function U! E XT solution 
to

U'	J'(U') + K'	(i = 1,2)	 (6.1) 
which is related to the solution (w 1 ,,a,b 1 ) to problem (P0 ) by (4.26) - (4.29) and 
(4.32). Here J' and K' are defined by (4.33) - (4.35) in correspondence of the set of 
data 

Consequently, from (6.1) we derive the identity 

U' - U 2 = J'(U') - J'(U 2 ) + J'(U2 ) - J 2 (U 2 ) + K 1 -K 2. 	(6.2) 

Reasoning as in Remark 5.1 and recalling (3.21), one can find two positive and contin-
uous functions M4 and M5 , non-decreasing in each of their arguments, such that, for 

= 1,2,

	

C'1 5 < M(B,,T)	 (6.3) 
Il K ' II + II G , ho + hI G 2 ho	A4 5 (B, , T)	(oE [0, +)).	(6.4) 

Here c 5 is the constant appearing in (5.22) and associated with J' and K', while G,, 
and G 2 are defined as in (5.3) - (5.4), accordingly to the correspondent set of data. 
From now on, M (n E N) denotes a function quite similar to M5 . Then, since j5j and 

can be chosen only in dependence of M4 and M5 (see (5.39) - (5.40) and (5.42) - 
(5.43)), we infer (cf. (5.27)) 

hh U 'hlxT	 M6(B,T)	(i = 1, 2).	 (6.5) 

Thanks to (3.2) and (6.5), computations similar to the ones done to obtain (5.23) lead 
to

.iV(J' (U') — J' (U2))(t) 

M(BI , T){ JIG, - G, ho + Ih G 2 - G2lho + f H(U' - U 2 )(s) ds} (6.6)
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for any t e [0, T]. Recalling now (4.33) - (4.34), we have 

J(U 2 ) - J(U 2 ) = S I (G [U 2 ] - G[U 2 ], 0,0,0,0) (6.7) 
J(U 2 ) - J(U2) = S2 (G[U 2 ] - G[U 2 ], 0,0 0,0) (6.8) 
J(U 2 ) - J(U 2 ) = H,' [U 2 ] - H[U 2 ] (6.9) 
J(U 2 ) - J(U2) = H[U2 ] - H[U 2 ] (6.10)

where C, G, H, H (z = 1,2) are defined by (4.20) - (4.23) according to the corre- 
spondent set of data. Analogously, from (3.7) - (3.8) and (3.11) - (3.12), one deduces 

	

-	= m 1 1 m 2' [(02)(0) - (po)(o)]	 (6.11) 11

	

771 2, ' -	= m 1 m 21 [p02(0) - Po, (0) - ((w 02 ) 1 (0) - (wo 1 )(0))}	(6.12) 22

and

a11 - a 12 = 771 211 [g;(o) - g2(0) 

—ao((w,,)z(0)—(wl2)z(0)+1I(0)-12(0))]	 (6.13) 

+ (m - rn) [92(o - a0 (( w 12 )(0) + I2(0))] 21	22 

- b, 2 = Tn 	[9 111 (0)- 9 12 (0) - bo((,1) - ( 12)z)(0 )I	 (6.14) 

+ (in,' —m2')[g2(0) - 

Taking advantage of (3.2), (6.4) - (6.5) and (6.7) - (6.14), one can derive, for all t E [0, T], 

Ar(J' (U 2 ) - J 2 ( U 2 ))(t) + A((K' - K2)(t) 

<M8 (B, , T){ 11(1" - f12, 12, - f22)II(W2,(0,1;C(0,1)))2 

+ 11(1'' - Il?, 12, - f22)II(C' (01;C(OM))2 

+ 11TIU01 - W02112 + 1110 11 - W 121II + II poi - 'P02112 + ll'p ii - P12111	(6-15) 
+ 1 1001 - 002112 + 11011 - 12111 + ll zoi - z0212 + II z , i - 
+ II(oi -	- /32,71 - 72,81 - 52)ll(W4.t(0,t))4 

+ lI(,	C2, 13 1 - /32,71 - 72, l - 82)II(C3(0,t))4 

+ 11(911 - 9,2, 92l - 922)II(C2(0,t))2 }. 
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Hence, combining (6.6) and (6.15), from (6.2) we get, for all t E [0,T] (cf. also (5.2)), 

II U ' - U21x, 

<M9 (B 1 , T){ 11(1' 1 - 112,121 - f22)II(W 2,1 (0,1;C(0,1)))2 

+ II(fi i - 112,121 - f22)II(C1(0,t;C(0,l)))2 

+ [ I woi - W 02112 + II wu - w 12111 + II poi - p02112 + I(11 - (012111	
(6-16) 

+ 11001 - 002 11 2 + 11 7111 -	+ li z01 - Z02 112 + li z 11 - z12111 

+ ll(°i - 012i ,3 1 - 132,71 - 72,61 - 62)II(W4.'(o,j))4 

+ l(al - a 2 , 13 1 - 132,71 - 72,61 - 62)iI(C3(0i))4 

+ ll(g ii - 912, 921 - 922)J1(G 2 (0,t)) 2 + 
j II

U ' - U2 lIx.ds}. 

Finally, recalling positions (4.24) - (4.25), an application of Gronwall lemma to (6.16) 
implies (3.22). 
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