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Weighted Inequalities of Weak Type 
for the Fractional Integral Operator 

Y. Rakotondratsimba 

Abstract. Sufficient conditions on weights u( . ) and v( . ) are given in order that the usual 
fractional integral operator 1, (0 < a < n) is bounded from the weighted Lebesgue space 
L!'(v(x)dx) into weak- IY(u(x)dx), with 1 < p < oo. As a consequence a characterization for 
this boundedness is obtained for a large class of weight functions which particularly contains 
radial monotone weights. 
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1. Introduction 

The fractional integral operator 1 of order a acts on locally integrable functions f() 
of IR" as

(Iaf)(X) 
= f x - yj°°f(y)dy	(0< <n). 

The purpose of this paper is to determine weight functions u( . ) and v( . ) for which I,, is 
bounded from L = LJ'(R",v(x)dx) into weak-LP(R°,u(x)dx) = with 1 <p < . 
This means that for some constant C > 0 

API u(x)dx < cf f(x)v(x)dx	for all A >0 and f( . ) ^ 0. (1.1)
{zI(1f)(r)>A) 

For convenience this boundedness will be denoted by 1 : LP - L. 
Such an inequality takes an important part in Analysis. For instance, it is well-

known [5] that (1.1) is a main point to get Sobolev inequalities with weights. Moreover, 
applications on the estimates of eigenvalue of some Schrödinger operators can be derived 
from (1.1) (see [21). 

Sawyer [ 31 proved that if 1 < p < oo, then 1 : LP - L 5 if and only if for some 
A>0

J (I0 u1	(x)v	(x)dx <AJ
'Q
 u(x)dx	for all cubes Q	(1.2)
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where p' =P P I and 1 Q ( . ) is the characteristic function of the cube Q . Although (1.2) is 
a characterizing condition, it is not easy in general to check it for given weight functions. 
Indeed, a main difficulty comes from the fact that (1.2) is expressed in term of I, and 
the integrations over arbitrary cubes are also hard to compute. So it is a challenge 
problem to derive conditions which ensure inequality (1.1) but more easily verifiable 
than (1.2). 

For 1 <p < q < oo, Gabidzashvili and Kokilashvili [1] proved that 

A(J	 U(X)dX) 9	
c(ffP (x)v(x)dx) IP	(1.3) 

In (J,f)(z)>A} 

for all ..\ > 0 and f() > 0 if and only if

.1.(a-n)p' 1 Y
ER 

(iyxQ l+iQH)	v	' (y)dy)	<A	(1.4) 

for all cubes Q . Here XQ denotes the centre of Q, and JQJ = fQ dx. The proof of this 
result does not work for the case p = q, so the problem of finding a similar charac-
terization for I. - L,'°° remains open. According to Sawyer and Wheeden [5], 
inequality (1.1) holds if for some A > 0 and 1 < t < 

iQl(iQl_hJQui(Y)dY)tP(iQi_1fQvt(1_(Y)dY)	<A for all cubes Q. (1.5) 

In fact, in [5] it is seen that (1.5) implies the strong inequality I : L - associated 
to (1.1), so a weaker sufficient condition than (1.5), for the weak-type inequality (1.1), 
is not known. Bumping u( . ) or v' -P' ( . ) as in (1.5) is not always satisfactory. Indeed, 
taking v'P'(x) = i x i ln	(i x i') for lxi < , then fIZI<R v t(1_P') (x)dx = oo, for all
t>1 and R < though f111<ft vP ' (x)dx < oo. But for such a weight function v(.) 
(seeCorollary 2.8) the boundedness I,, : L - L°° holds true. All of these reasons 
lead us to consider and study again problem (1.1). 

In this work, we first state in Theorem 2.1 a necessary and sufficient condition for 
Ic, : LP -* L°°. Next, in Theorem 2.6 we will prove that with an additional pointwise 
inequality, the necessary condition (1.4) [with p = q] becomes also sufficient to ensure 
I	L -+ L°°. Moreover, it will be shown that the test condition could be restricted 

vu to balls centered at the origin, rather on arbitrary cubes. For radial and monotone 
weights we will see (in . the: same theorem) that Ic, : LP - LU is equivalent to 

-T 

(1	u(x)dx)(f	(lyl+R) (0_fl)P ' v 1_P (y)dy) P <A	(1.6) 
"J I z I< R	 JyEI" 

for all R > 0. For p = 1 a substitute of (1.6) will be given in Theorem 2.7. 
Actually, in Section 3, we will be able to study the more general weighted weak-type 

inequalities Ic, : LP - wL, i.e. 

APJ u(x)dx cf fP(x)v(x)dx 
{zER"Iw(z)(If)(x)>A} 

for all A > 0 and f(-) > 0. The last Section 4 is devoted to the proofs of our results.
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2. Results for classical weighted weak-type inequalities 
In this paper it will be assumed that 

O<a<n,	lp<oo and p'=---ifp>1 
p — i 

and
u(.), v( .) are weight functions 

with v' -P' (-) E L 0 (R.', dx) if p > 1 else v(. ) E L(R", v(x) dx). 

Now the first main result, about a necessary and sufficient condition for I, L -^ 

L, can be stated. 
Theorem 2.1. For p> 1, the boundedness I. L - LP holds if and only if 

I, : L —p L°° 

and there is a constant A > 0 such that, for all R> 0, 

R( 11	u(x)dx)(f	v1'(y)dy)	A	 (2.1) 
z I< k	 II<R 

and

(11^71<R 
u(x)dx)(f	y'v''(y)dy)	A.	(2.2) 
 R<IyI 

Here the restricted operator I,., is defined by 

(Iaf)(X) 
= 11 2 -1	

Ix -I° f( ) dy. 
 IzI<IyI<21z1} 

For p = 1 a similar equivalence is also true when (2.1) and (2.2) are replaced, for all 
R>0,by

n_n(f
u(x)dx) . esssup[--1l.I< R(y)] <A	 (2.3) 

IzI<	 v(y) 

and

(f u(x)dx) . esssup[IyI 1 ft< I . I (y)]	A,	 (2.4) 
 

respectively. 

In (2.3) and (2.4) the essential supremum is taken with respect to the measure 
v(x)dx. These conditions can be seen as limiting cases of (2.1) and (2.2), respectively. 
Note also that both conditions (2.1) and(2.2) can be summarized by 

(11 ^ 1<R 
u(x) dx) (f	(II + R) ' v' ' (y) dy)	A for all R> 0.	(2.5) 
 yER" 

Theorem 2.1 means that the weighted weak-inequality problem for I,,, can be essentially 
reduced to the corresponding weighted weak-inequality for the restricted operator I. 

	

Although a characterization for I L - L	remains unsolved, surprisingly it is not 
too hard to derive sufficient conditions ensuring this boundedness.
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Proposition 2.2. The boundedness I,, : L -* L P holds if for some constant 
A>0

sup	-(y))' <A(v(x))k	for a. e. x.	 (2.6)xi° (4-'  

This condition can be replaced by 

	

x I( u ( x )) (sup	 < A	for a. e. x.	(2.6)'.
41IxI<IyI<41x1 v(y) 

Since (2.6) [or (2.6)'] is a pointwise inequality it is in general an easy verifiable 
condition for given weight functions. And it is an interesting question to determine 
some situations when (2.6) becomes also a necessary condition for 1c, : -p For 
this purpose, growth conditions on weights are needed. So we define a( . ) E N if 

sup	c(y)CRf	 a(y)dy	for all R>0 
4R <P y I< 4R	 2R<IyI<2NR 

where C > 0 and the non-negative integer N are fixed constants. Many of usual weights 
satisfy the property N. It is the case of any radial and monotone weights, for which N 
can be taken equal to 3. But the condition w( . ) E N can he held although w( . ) is not 
necessarily a monotone weight. Indeed, we have the following 

Lemma 2.3. Suppose w 1 () and w 2 ( . ) are radial monotone on (0, Ro) and (Ro, ) 
for some R0 > 0, respectively. Let 

W ( X ) = Wi (l x i) X 1 (0R 0 )(l X l) + w2(I x I) x 1(R0,Q)(Ixi). 

Then w( . ) E N, with constants N = 3 and C > 0 depending on w 1 ( . ) and w2(.). 

An answer to the above question can he given by using the growth condition N. 

Proposition 2.4. Suppose u() E N. Then: 

(1) For p > 1 the pointwise inequality (2.6) (or (2.6)') is satisfied whenever the 
Muckenhoupt condition (2.1) holds and ui() E N. 

(ii) Similarly, for p = 1, inequality (2.6) (or (2.6)') is implied by (2.3). 

Another special weight property is the so-called reverse doubling condition w( . ) E 
RD (p > 0) which means, by definition, 

fl
w(y)dy <ctf	w(y)dy	for all t E (0 ; 1) and R> 0 

y I< I R	 IyI<R

and for a fixed constant c > 0. The interest in the introduction of this condition is 
reflected by 

Proposition 2.5. Assume that u() E RD for some p> 0. Then: 

(i) For p > 1, the dual Hardy condition (2.2) is implied by the Muckenhoupt con-
dition (2.1). 

(ii) Similarly for p = 1. condition (2.4) is implied by (2.3). 

The facts contained in Theorem 2.1 and Propositions 2.4 and 2.5 can be summarized 
as
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Theorem 2.6. Let p> 1. 

A) The boundedness I,, : L P - LU implies the Gabzdzashvili-Kokilashvili con- 
dition (2.5). Conversely, this last condition implies 'a : LP -^ L °° whenever the 
pozntwzse inequality (2.6) or (2.6)' is satisfied. 

B) Inequality (2.6) in part A) can be dropped whenever u(), v' P' ( . ) E 71. 

C) The Gabidzashvili-Kokilashvili condition (2.5) in part A) can be replaced by the 
Muckenhoupt condition (2.1) whenever u( . ) E RD for some p> 0. 

Consequently, as announced in the Introduction, for a large class of weight functions 
(like radial and monotone weights), the Gabidzashvili and Kokilashvili result [1] (valid 
for p < q) can be extended to the case p = q. 

Theorem 2.7. 
A) The boundedness 1, :	—* L°° implies conditions (2.3) and (2.4). Conversely, 

these two conditions imply I : L, —	whenever the pointwise inequality (2.6) or 
(2.6)' is satisfied. 

B) Inequality (2.6) in part A) can be dropped whenever u( . ) E R. 

C) Condition (2.4) in parts A) and B) can be dropped whenever u( . ) e RD for 
some p > 0. 

Now examples and applications, showing the gain in our results compared with past 
results, are given. 

Corollary 2.8. Let 0 < Rb < 1 <p < oo. Define the weight functions 

u(x) = I x I 01 IxI<R 0 ( x ) + IX[1Izj>Ro(x) 

	

v(i;) =	 ln"(IxI	)1 11 < 0 (x) + 

Then, for [ > 0 and ap < 9 r LP —* L°° whenever A	. 
.	

u 

p + y < np op + /	and	cp + -y 9. 

Also, .s,t

= I:::L" lii' Ixl	1 11I<f? 0 ( x ) + 1x0"1IXI>Ro(x) 

	

v(x) =	 11,1< n(:z:) + IxI' -p)(-n)1 IrI>Ro(X). 

p Then, for /1 > 0, I, L,,. — L ,• whenever 

op' + y < up' (1/)' + fi	and	ap' + -y 9 

As We have iiieiit,ioiiccl iii the Iiit,roditctioii, for this example the boundedness I,, 
L — L' is not obt.aiiiahh' fioiii the Sawyer-Whccden criterion (1.6).
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Corollary 2.9. Let 1 < p <	and u( . ) E fl fl RD (p > 0). Then, for some Ck 
constant C > 0,

API u(x)dx <cf fP (x)(Mu)(x)dx	 (2.7)
{zI (J.f)(z)>A} 

for all A > 0 and f() ^! 0. Here M,,p is the usual fractional maximal operator 

(Mapf)(x) =suP{IQI'J If(y )I dy Q a cube with Q x}. 

The constat C in (2.7) depends only on the constants in properties fl and RD 
but not directly on 

A result like Corollary 2.9 can be used to derive weighted Sobolev inequalities as 

Corollary 2.10. Let 1 <p < n and u( . ) E 7ifl RD (p>O). Then 

fg(x)u(x)dx cj (Vg)(x)(Mu)(x)dx	 (2.8) 

for all g() E C'°(R") and for some fixed constant C > 0. 

Indeed, it is known from [2] (see also [5]) that I : LP - L	implies the Sobolev 
inequality fR g(x)Pu(x)dx	Cf1 (Vg)(x)Pv(x)dx. 

For general weight functions u( . ), Perez [3] proved an inequality like (2.8), with 
(Mcp u)() replaced by ( MapMu)(). Here M 1 "] is the [p]-times iteration of the Hardy-
Littlewood maximal operator M0 . Since trivially u( . )	M'1 u)( . ), Corollary 2.10 can
be seen as an improvement of this author's result for weights u() E 7i fl RD. 

3. More General Results 

In this section a, p, u( . ), v( . ) are assumed as in Section 2, and moreover w( . ) is a weight 
function. Our 'purpose is now to study the more general weighted weak-type inequalities 
I	- wL, i.e. 

APJ u(x)dx <cJ f(x)v(x)dx	 (3.1)
{rER. I w(x)(If)(x)>A}	 1"

for all A > 0 and f( . ) ^! 0. As usual, C is a fixed non-negative constant. 

The boundedness 'a : L - is a particular case of (1.1), but for w( .) 1 the 
two inequalities are quite different since the weight w( . ) cannot be combined with u(.) 
or v( . ). It seems that no result about 'a : LP - wL°° [with w( .) 1) were explicitely 
written and available elsewhere. Actually, results given in Section 2 are consequences 
of those we will present in this section. 

First a necessary and sufficient condition for 'a L - wL°° is stated.
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Theorem 3.1. For p> 1, the bound edness	:	- wL	holds if and only if 

1,, : L -+wL°° 

and there is aconstant A > 0 such that 

A)q	v1(y)dy)	A	(3.2) 
(If 	

u(x)dx	
yI<R 

and

- 
A( I	u(x)dx)([	

y_v1_P(y)dy)9 T	
A	(3.2)' 

J(w(x)>A}r{Izl<R}	 2R(IyI 

for all A >0 and R > 0. The restricted operator I is defined as in Theorem 2.1. 

For p = 1 a similar equivalence is also true when (3.2) and (3.2)' are replaced by 

A( I	u(x)dx)(ess sup [---1i.i<n(Y)]) <A	(3.3) 
'J{w(z)IzI>A}fl{2R<lxI}	

1
v(y) 

and

A( I	u(x)dx) (ess sup [I	
1 

Y	12R<I 

	

J{w(z)>A}fl{IzI<R}	 v(y)	(y)])	A	(3.3)' 

for allA>0 andR>0. 

Theorem 3.1 means that to solve the weighted weak-type inequality (3.1), thereal 
problem is to decide when does the boundedness of the restricted operator I. hold. 

Note that in Theorem 3. 1, the direct Hardy condition (3.2) and its dual version (3.2)' 
are used. But in Theorem 2.1 the Hardy condition is not appeared and is replaced by 
the Muckenhoupt condition (2.1). An explanation of this fact will be seen below in 
Proposition 3.4. 

Although a characterization of weights for which 'a L - wL'° is still an open 
problem, we are able here to derive an easy sufficient condition ensuring this bounded-
ness whenever w( . ) is constant on annuli [or merely w() E A], in the sense that 

sup	w(z) < c	inf	w(y)	for all R > 0. 

	

(R<IzI<16R}	{R<IyI<16R} 

This is not a real inconvenience since many of usual weights w( . ) for which (3.1) is 
considered are constants on annuli. Indeed, for w(x) = IxI ln 6 (e + x l) (-y , S > 0), then 
w( . ) E A. It is also the case of any radial increasing [resp. decreasing] weight w( . ) for 
which w(4R) < cw(R) [resp. w(R) cw(4R)].
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Proposition 3.2. For w( . ) E A, the bo-andedness	LP 	wLP°° holds if for
some constant A > 0 

w(x)IxI(	sup	
UM) <A(V(x))	for a. e. x.	(3.4)

IxI<II<4IxI 
This condition can be replaced by 

w(x)Ix(u(x))(	sup	 A	for a. e. x.	(3.4)'
41IzI<IYI<41z1 v(y) 

Without the hypothesis w( . ) E A, the above conclusions are also true whenever I 
L(R",dx) —* L(w(x)IxIPdx). 

In general, (3.4) [or (3.4')] is an easy verifiable condition since it is just a pointwise 
inequality. And the main question remains to determine situations for which (3.4) is 
also a necessary condition for I, L —f wL. In solving this problem, it is useful to 
note that a necessary condition for such boundedness is the Muckenhoupt condition 

RA(fw(z)>A}fl{IzI<R)	 Y1YJ<R 
u(x)dx)V

	
v 9' (y)dy)	A	(3.5)

{  
for all A, I? > 0 and where A > 0 is a fixed constant. The replacement of (3.5) for p = 1 
is	

fl&_flA(J	 u(x)dx) (ess sup [1ii<i(y)]) <A	(3.6) 
w(z)>A}r{IzI<fl} 	7) (Y) 

for all A > 0 and all R > 0. The mentioned implication can be easily proved similarly 
as the necessary part in Theorem 2.1. Obviously, the above question can he reduced to 
get (3.4) from (3.5) or (3.6). 

Proposition 3.3. For p > 1 and u( . ), vP'(.) E 71, the pointwise inequality (3.4) 
or (3 . 4)1 is satisfied if for some constant A > 0 

RA(f u(x)x) (J	v'(y)dy) <A (3.5)'
{ w( z) >A }n R< I' I <? 2N R}	 fl< IyI<2 2N R 

for all A, R > 0 and whenever w() E A, in the sense that 

si.ip	w(z) < c	izif	w(y).	 (3.7) 
(J<I2I<2 2N U)	(R<11I<221V U) 

Here N is the integer from assumption R. In particular, the Muckenhoupt condition 
(3.5) implies (3.4) or (3.4. 

Similarly, for p = 1 and u( . ) E 7-1, inequality (3.4) ( or (3.4') ) is satisfied if for 
5077mG constant A > 0 

	

RtA(/
u(:i:)1:r) (esssup [	1/?<II<22.vu(Y)]) < A (3.6)' 

{,(r)>}fl{R<IrI<2 2N It)	 v(y) 

for all A, R > 0 and w() E A. In particular, condition (3.6) implies (3.4) (or (3.4)'). 
Since for p > I the Hardy conditions (3.2), (3.2 k ) and the Muckenhoupt condition 

(3.5) are both necessary conditions for the 1)01 1l1(ledliess I,, : LP—* L°° , t,lieii it, is a 
natural  qi testiozi to precise Si a lie relati OIlS I)etweezi these three  c( mdi tions whenever the 
weights have a special 1)11 ))crty ilk<' tIn' reverse (1( )Iil)lIIi coiidi tool RD
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Proposition 3.4. 
A) For w(x) = I xL, with -y ^! 0, the Muckenhoupt condition (3.5) implies the 

Hardy condition (3.2), and similarly condition (3.6) implies (3.3). 

B) For general weights w( . ) and p > 1, then (3.5) implies (3.2) wheneve v''() E 
RD for some p > 0. 

This result yields an explanation why, for the boundedness I,,, LP - L, the 
Hardy condition does not appear in Theorem 2.1. 

Facts described in Propositions 3.2 - 3.4 and in Theorem 3.1 can be now summarized. 

Theorem 3.5. Let p> 1. 

A) The boundedness I : L P - wL Implies the Hardy conditions (3.2), (3.2)' 
and the Muckenhoupt condition (3.5). Conversely, the conditions (3.2), (3.2)' and (3.5) 
imply I : LP - wL	whenever u( . ), v' —P'() E N and w( . ) E A as in (3.7). 

B) If u( . ) and v( . ) are radial and monotone functions and w( . ) E A, then 1c 

wL°° if and only if (3.2) and (3.2)' are satisfied. 

C) In parts A) and B), the Hardy condition (3.2) can be replaced by the Muckenhoupt 
condition (3.5) whenever w(x) =	-y > 0 or v' P () e RD for some p > 0. 

Consequently, as announced in the Introduction, we obtained a characterization of 
the boundedness I : LP -* wL°° whenever u( . ) and v 9 () are radial monotone 
weight functions and w() E A. 

Theorem 3.6. 
A) The boundedness I,.	L, -* wL,°° implies conditions (3.3), (3.3)' and (3.6). 

Conversely, these conditions (3.3), (3.3) and (3.6) Imply I, :	-* wL	whenever

u() E N and w() e A as in (3.7). 

B) If u( . ) and v( . ) are radial and monotone functions and w( . ) E A, then I : L -* 

wL,°° if and only if (3.3) and (3.3)' are satisfied. 

C) In parts A) and B), condition (3.3) can be replaced by (3.6) whenever w(x) = 
>0. 

4. Proofs of the results 
First we prove results in Section 3 and next outline proofs of those stated in Section 2. 

Proof of Theorem 3.1. Necessary Part: We first a.ssurxie that I, : LP -* 

which is equivalent 1,0 

lI w ()( I f)()IIi,	CIIf(.)IIL	for all f	0	 (4.1) 

where	

IIf()Il	L If(x)I"v(;)da:
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and

1g()II00 = sup{f	u(x)dx}. 

	

A>O	{z: 1g(X)1>A1 

The boundedness I, L -p wLP°° appears clearly, since trivially (Lf)( . ) 15 (fQf)(.) 
The main point for condition (3.2) is the existence of a constant C > 0 such that 

(I	f(y)dy)M Iw(.)12R<II(.) IL	c(f fP(Y)v()dy)P	(4.2)
I y I<R 

for all f( . ) > 0 and R > 0. Indeed, in the case p > 1, taking f( . ) = 
in this inequality and if 0< f11<v1P'(y)dy < oo, then 

	

w(.)12ft<g(.)	(f	v' ' (y)dy)	C 
IyI<R 

which is nothing else than (3.2). This is obviously satisfied if 0 = fIYI<Rv'P'(y)dy: 
And the fact that fI YI < R v ' P' (y) dy < oo is ensured by (4.2) or the hypothesis on v(.). 
Condition (3.3) (i.e. for p = 1) appears by taking p -* 1 in this last inequality, and 
since the constant C > 0 in (4.1) or (4.2) does not depend on p. 

Inequality (4.2) is a direct consequence of the boundedness I,, :	- wL,' and
the fact that for IxI > 2R 

'-nJ f(y)dy	 f(y)dy 
I y I< R	 IzI<r-yI<IzI 

	

2	f	- y-_-f(y) dy 
Jlx-yI<21x1 

Similarly as above, the main point for condition (3.2) is 

R<IyI 
IYI9()d) w( . )i < ( . )	<c(f gP( y ) v ( y ) dy) P	(4.2)* 

for all g() ^! 0 and R> 0. Setting g( . ) =	 then 

12 R <J yj 
y_flg(y)dy

	f2 R<Iyl<Rl 
IyI'v(y)dy 

and

f g(y)v(y)dy 
= f21?<jYj<A'

IyIv'(y)dy 
 

< R' f	v1_P'(y)dy

IyI<Ri 
<c.
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So taking such a function g(•) in inequality (4.2) and assuming that 

	

f2R<I y l<Rl 
I y I	v''(y)dy >0

it appears that

	

II L (f	IyI°v''(y) dy)	C 
2R<lyI  

after letting R 1 -	. This is condition (3.2)*. 

Inequality (4.2)* is also a direct consequence of I,, : LP - wL	and the fact that 
for IzI<R 

12R<Jyj 
IIf() dy	2f	 -If() dy
 Iz-yI<21y1 

Sufficient Part: To get I, : L P - wL first observe that for some constant c> 0 

IIw(.)(If)()M	<c(S + s + s)	for all f() >0 

where
S=

	

IyI<l'I	 L 

S2 =

	

	 I —yIf(y)dy)
Il<lyl<2II 11 Lu 

$3 =	I• 

	

21I<IyI	 L 

So it is sufficient to bound each S i (i e 11,2,31) by CAIII(.)IILP where C and A are 
non-negative constantswhich do not depend on 

Since I , : L - wL, then 

S2 = w ( . )( Iaf)( . )llLpoo < cAf(•). 

Here A > 0 is taken as the constant in the Hardy conditions (3.2) and (3.2)*. 
Arguing as in (4.2) and (4.2)*, estimates of S i and $2 are reduced to get the Hardy 

inequalities type 

w()I a-n (f f(y)dy) cAf(.) for all f( . ) ^ 0 (4.3) 

w( . )(J1111 IYIf( y ) dY) Lp cAf()M for all f( . ) ^ 0. (4.3)

Since the arguments are similar, the proof is limited to that of (4.3). 



126	Y. Rakotondratsimba 

One of the point keys is the inequality 

Ikf()'ek(.) L poo	kf()'ek()ILpoo	 (4.4) 

where the (k's are disjoint sets. This cutting summation is valid for 1 < p < no and 
can be directly seen by using the definition of II II,— and the fact that 

{x E Rn kf(x)1ek(x) 
>	

= f x E Ui I Ekf(X)',',(x) > 

= U{xEIfx)> Al . 

To prove (4.3) it can be assumed that f() ^! 0 is a* bounded function with compact sup-
port, since the further estimates do not depend on the bound of f( . ), and the monotone 
convergence theorem will yield the conclusion for general non-negative functions. Since 
0 < f,. f(y)dy < no, then 2 1V < f,. f(y)dy < N+1 for some integer N. By the fact 
that r E [0, no) —* fiyi<+rf(y)dy defines an increasing and continuous function, there 
is an increasing sequence (rm) = _, of non-negative reals such that 

2m=f f(u)dY=2J	 f(y)dy	 (4.5) 

	

y I<- rm	 r,,,_j <PyI<rm 

and 2N 
= fly l<rN f(y)dy. Let 

Em ={x E R2m <I	f(y)dy<2m+1} 
yI<41x1	 (ni < N — 1).	(4.6) 

= Ix e R n j 
Tm <jxj <rm+i} 

Setting r\'.fl = no, then 

the Ek are pairwise disjoint sets and R — Um N
=—oo Em.	(4.7) —  

Now we are ready to give the chain of estimates which yields inequality (4.3). Indeed, 

w( . )I . I(ff(Y)dY)M
"p 

N 'p 
=	 w(.) . I --- (j	f(Y)dY)1Em()	 (by (4.7)) 1 

N "p 
c 1	2mPMw(.)I . l	I '1 E ()I	(by (4.4) and (4.6)) 

M= - 00	 L P.- 
N 

^ 
C2' 

(f	f(y)dyw(•)I. I	'IrI.I<r, 
mco'J{rrn_,<Ii(4rm}	

/ II	 r., 'IILm 

(by (4.5))
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N 

<C2(J
fP()v()d)  

4r,,_i<I.1:54rm} 

x
 (J

O	 v'(y)dy)	I'{2(4rm)<H}(Lpoo 
I 1<4 r,, 

(here the Holder inequality is applied if p>1 

	

and for p=1: (f I^ 4) v' P' (y)dy)	is replaced by ess sup(	 i11< 4r())) 
N 

<C2AP	 J	f(y)v(y)dy 
m=- 

(by using condition (3.2) if p>l and (3.3) for p1) 

N 

2ApJ 
1	1{lr	<I I<Ir}(Y)]fP(Y)V(Y)dY 
M= - 

(since the sets { 4 r ,, - <1j<4 rm } are disjoint) 

C2AP 
JRn 

fP(y)v(y)dy 

- C2Af( 
)I

I
IP 

-	
IL 

Proof of Proposition 3.2. It is suitable to introduce the notations 

Ek	Jy E RnI2k < II <2k+I}	and	Fk =	e R1 2 k-1  
<1111< 

2k+2} 

Wk = sup w(z)	and	Uk = sup u(y). 

	

zEEk	 y€Ek 

So using the property w( . ) E A, then 

	

Wk <	sup	w(z) <c i w(x)	for each x E Fk .	(4.8) 
4 1 11I< II <4111 

Here c 1 > 0 is a constant which only depends on the fact that w( . ) E A. Similarly, 

Uk	sup	u(z)	for each x E Fk.	 (4.9) 41 I1I<IzI<41z1 

One of the crucial points to get It,, L -+ wL°° is the inequality 

Lk ma11P	I x I dx <cj f(x)dx	for all f() >0	(4.10) 

where C > 0 is a fixed constant. Inequality (4.10) is true for p = 1 since 

I (Iaf1pk)(X)IXIdX 2_kn[ 
(If1pk(x)dx 

	

JE	 JEk
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2 
-k-JF^: 

f(x)(IalEk )(x)dx <c2J f(x)2dx = c/ f(x)dx. 

For p> 1, (4.10) is also true since Ia : L(dx) - LP (xI P dx). This last boundedness 
can be seen by applying one of the well-known boundedness criteria for I, on weighted 
L"-spaces (see [5]). 

Now assuming hypothesis (3.4), the boundedness Ia: L -	can be obtained 
as follows:

p 
LOO 

=	w(.)( I	I —YIf(Y)dY)1Ek() 
k	 J.I<IyI<2I.I ° 

WUk(Iaf1pk)()1Ek()poo 
k 

(by the definition of Ilg()II) 

akppUk fSk

(If1 )(x) IxJdx 
k  

(recall that L(ZL) 

2Wl4
 fFi;

fP() dx	(see (4.10)) 
k  

<2c3 >JF' k fP(x)[WkIx!aU]Pdx 
k  

C4 f f(x) [w(x)IxIa (
	sup	u(z)) ]dx (by (4.8) and (4.9)) 

k	Fk	 4IzI<IzI<4IxI 

< cA	J	f(x) v(x) dx (by condition (3.4)) 

<3C4AP	f	fP(x) v(x) dx 
k 

= 3C4 AP fR. fP(y) v(y) dy 

3c4APIIf(.)I. 

If instead of (3.4) condition (3.4)' is assumed, then the modifications in obtaining the 
conclusion are as follows:

HP 

< C5 E I fi'(x) [Wk 2cku,] ' dx (see the above estimate,) 

	

k	 k 

5 C6 I f(x) sup {wtya(u(y)) Pd. 

	

k Fk	yEEk
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< C7	J f'(x) v(x) sup {w(y)IyI a (u(y)) (__.) }'dx 

<Cy	J fP (x)v(x) sup {w(y)IyI n (u(y)) (	sup	—_) }dx 
k	 yEE,,	 4'IyI<IzI<41y1 v(z) 

c8 AP	 f f(x) v(x) dx (by condition (3.4)') 
k	F,, 

3c8AP JRn 
fP(y) v(y) dy 

= 3c8APf(.),,. 

	

If no assumption like w( . ) E A is assumed, the boundedness I,. :	 wL °° -	can be
similarly obtained if instead of (4.10) then 

I
(1.f1F,) P (x)w P(x)IxI_dx_<Cf I P (x)dx	for all f()^0F',, 

which is true whenever I, : LP(R",dx) -* LP(R,wP (x) IxLadx). 

	

Proof of Proposition 3.3. To prove the implication (3.5)'	' (3.4), take p> 1. 
Using u(.),v'P'(.) e N and w() E A, then 

1	 1 

w(x)IxI n (	sup 
' kI <I y I< 4 1 z I 

eiw(x)x	(f	u(y) dy) (f	v''(y) dy) 
2Ixl<IyI<2 N IzI	 2'IrI<IyI<2'lzl 

= c2 w (x )I x I	12NIzI<I.I<2NIxI(.)M	(J	v1_P'(y) dy)
2lzl<IyI<2N1z1 

<C3IxInnIW(.)12NIZI<I.I<2NIZI(.)LP (f	v1'(y)dy)
2nIzI<lyI<2NIzl 

< c3 A (by using condition (3.5)'). 

The implication (3.6)' r= (3.4) can be proved by using a similar argument, except 
that no growth condition on v( . ) is needed. Therefore Proposition 3.3 is proved since 
trivially (3.5) = (3.5)' and (3.6)	' (3.6)'. 

	

Proof of Proposition 3.4. Part A: Since w(x) = IxL for -y	0, then {x 
w ( x )I x I'" > Al = {x : jxj < )'*} and 

I°12R<lI(.)1Lpoo = sup 
r>2R 

= sup 
r>2R 

sup 
r>2R 

sup 
r>2R 

< 

R<IzI<r 
u(x) dx) 

r(")12R<I.l<r(.)1Lp } 

T 
(or-11 I I12R<I.I<r()IILpoo 

(or —n) w()1i.i<r()M L,°° }•



130	Y. Rakotondratsimba 

The implications (3.5) =. (3.2) and (3.6) =. (3.3) appear immediately from this 
last inequality. 

Part B: Assuming the Muckenhoupt condition (3.5) and v P' ( . ) E RD, the Hardy 
condition (3.2) is satisfied since 

I12R<I.I()ILp (J	v'(y)dy)
II < R 

co

	

	 4 I 
<C1	(2 kR)_	Iw()12kR<I.I<2k+1n()lI	(j	v1	(y)dy) 

k=1	 .	 IyI<R 

(by using the cutting summation (4.4)) 

<C2	2_kn(P_I)P(2k+1 R) w( . ) 1 1 I<2k+1R()MLP (L<2+1 R v''(y) dy) 

(since v'	(.)ERD) 

• c2A" E 2—kn(p—I)p 

= c3 A" (by condition (3.5) and p>I). 

Proof of Theorem 3.5. Part A: The necessary part is essentially described in 
Theorem 3.1. The sufficient part is a consequence of Proposition 3.3 and Theorem 3.1. 

Part B: In view of Proposition 3.3 and Theorem 3.1, to prove I c, : LP - L°° it 
remains to check condition (3.5)' by using (3.2) or (3.2). Note that u(.),v'P'(.) E 71 
by Lemma 2.3. Suppose for instance that v'P'(.) /. Then 

I
v' ' (y)dy e iJ	 v''(y)dy 

R<y<2N H	 2(2NR)<IyI<4(2NR)

	

<12R ' (f	Iy(n_n)P'v -p' (y) dy). 
2(ZNR)<IyI 

Consequently, 

Q(R) = Rn	I w ( . ) 1 R<I . I<2 2N H( . ) 11 Lp ( 1	 v'_P'(y)dy) 
JR<y<2211R 

<C3IW()1I.I<22NR(.)I L	
(i	 I 

IyI n)P ' v 1_P'y dy) 
(22N R)<I  

< c3A (by condition (3.2)). 

For v' — P'(.) \ then ffl<IyI<2NR v 1_P' (y)dy 5 c4 fIyI<R V 1P' (y)dy and hence, by using 
condition (3.2), 

Q(R) <C5 I W()J I	12(1R)<I.I()MLp (f	v1_P'(y)dy)	<c5A.
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Part C: This statement is an immediate consequence of Proposition 3.4. 

Proof of Theorem 3.6. The arguments are the same as those used in the proof 
of Theorem 3.5. 

Proof of Theorem 2.1. The necessity part is immediately given by parts A in 
Theorems 3.5 and 3.6. The sufficient part can be seen by applying Theorem 3.1 and 
Part A in Proposition 3.4. 

Proof of Proposition 2.2. This result is just a statement of Proposition 3.2 with 
W(-)	1 

Proof of Lemma 2.3. It remains to estimate w(y) for each y with R < Jyj <4R. 
First consider the case where R is small, i.e. R < R0 . Since 8R < R0 , for w1(.) 
then	-	-	 -	 -	-	-	-- 

	

w(y)=wi(y)<-/	 w(z)dz. 

	

R J4R<IzI<8R	 R J4R<IzI<8R 

And for w 1 () \ then

	

cc	 c' 

	

w(y)=w i (y) <—/	wi(z)dz =	 w(z)dz. 
- R'J ! R<IzI< 1 R R<lzl<R 

Similarly, if R is big, i.e. 81? <R, and with w 2 ( . ) / or w2 () \ then 

cf 

	

W(Y) 
W2(y)< -s--f	w2(z)dz = RTJ1R<lzI	

w(z)dz. 
R<IzI<8R <8R 

Finally, for R R0 , i.e. < R 8I?, then w(y) C for a fixed constant C > 0 
which depends only on w( . ). Assume for instance that	R R0 . If w i ( . ) /, then 

Cf	C 
WI - ) R	R<Izl<R	- RnLR<IZI<4RW(Y)

	

(2Ro	
wi(z)dz <	 w(z)dz. 

And when w 1 () \, then

C 
W (y)	

(Ro)R 
f	

wi(z)dz	
Cf	

w(z)dz. 
Wi	 R<Izl<R	 R<lzI<4R

Analogously, for R0 R < 8R0 and w 2 ( . ) / or w2 ( . ) \, then 

w2(z)dzf	w(z)dz. 
RIR<Izl<4R	 R 

Proof of Proposition 2.4. Proposition 2.4 is just a consequence of Proposition 
3.3 with w( . ) = 1 

Proof of Proposition 2.5. The fact that the Muckenhoupt condition (2.1) implies 
the dual Hardy condition (2.2) for u( . ) E RD can be seen as in the proof of part B of
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Lemma 2.6 (see also j5: p: 832 - 833}). The implication (2.3)	(2.4) is also true for 
the same hypothesis on u( . ). Indeed, 

yl .': u	 v(y)(x)dx) xesssup1
I<R 

<c 1	(21R)a_n (I	u(x)dx) xess suP[ 1 2 k R<I <2k+I 
k=1	 IzI<R	 v(y) 

	

C2 E 2_ P (2 1 R) 0' _ n (f I	 u(x)dx) xesssuP
k=1	

i1I.I<2k+IR(Y)J

	

IzI<2k+IR	
V(Y)



<c2A2 
k=I 

= c3A. 

Proof of Theorem 2.6. Part A: The sufficient part is just a consequence of Theo-
rem 2.1 and Proposition 2.4. Part B is true by Proposition 2.4. For Part C it is sufficient 
to apply Proposition 2.5. 

Proof of Theorem 2.7. It is sufficient to follow the same argument as in Theorem 
2.6.

Proof of Corollary 2.8. Recall that 

.f u 1 (x) = I xi'	for lxi < R0u(x)=

	

I. u 2 (x) = xi'	for lxi > ho 

and

I'V2	

v(x) = i x L ln ( i xL') for lxi <R0 a(x) = 
	(x) = ixI T	 for lxi > ho.

The dual Hardy condition (2.2) is satisfied when 

I	 I 

(ui(&) + J	u2(x)dx) (IR<IixI('2(x)dx)	 (4.11) 

for R0 <R, and 

(11.1<R

	

U l (x)dx) ( 2 i 0 + f	ixl'7i 
R<IzI<Ro	

(x)dx)	C	(4.12) 

for R < Ro. The Muckenhoupt condition (2.1) is equivalent to 

u i (x)dx( 	 (x)dx	<C	 (4.13) 
J I x I< R	)	 i<R
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for R < R0 and

	

f	 I 
R° (U l (R0 ) + /	u2(x)dx\ ) (E, (Ro) + 

f	
a2(x)dx ) < C (414) 

 J R0<111<R	I 	JH0<II<R	/ 

for 1?o < R. In these conditions 

	

E(R) = f a i (x)dx, Ui(R) = J u i (x)dx,

	

	2(R) JR<X1 

Ix2(x)dx. 

For R Ro and by standard calculations then 

U 1 (R)	R', E 1 (R) ln(R'), 
fR<I	

xIui(x)dx
' 1< H0 

On the other hand, for I?o <R

(R	 for -y>O 

	

JRo<jzj<R 	u2(x)dx<cxlnR+ln(Ro') for7=O R	 R0	 for y <0

and since cip < 9. then E 2 (R) R" 1 " 1 and 

	

{ flP'1fl4l	for 9 < np
0r2 (x)dx<cx lnR+ln(R 1 ) for 9=np 

1Ro<j-j<R 	 [n1 no	for np<9. 

By Lemma 2.3, we have u(.).,?)- P-T
 (.) E 7i. In view of the above calculations, condition 

(4.11) is true since ap < 9 and cip + -y < 9. Also, (4.12) is ensured by 3 > 0 and 
rip < cip + 9. This last inequality also leads to (4.13). Finally, condition (4.14) is 
appeared by using cip < 9 and ap + -y < 9. Consequently, by Part B in Theorem 2.6, 
then Id : L —* L. 

	

The boundedness	: L. —* L° can be obtained by using similar arguments. 
The details are omitted. 

Proof of Corollary 2.9. The conclusion will be obtained from an application of 
Part C in Theorem 2.6 with v( . ) = (Mu)( . ). Precisely the main key is to check the 
Muckenhotipt condition (2.1) and the pointwise condition (2.6)' because u( . ) E RD. 

The Muckenhoupt condition (2.1) appears immediatly once for a fixed constant 
c>0

v(x) <c(ROP_n°J	u(y)dy)	for all In <R.	(4.13) 
I y 1< II 

Indeed, by this inequality

___

	

R(f	u(y)dy)(/	v _ P-I (x) dx)' 

	

I y I<I	 JI1I<R

' I—p'l 

	

<c 1 R°" (L< u(y) d) [ R n (R"` fjyj<R
u(y) dy)	j R
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Inequality (4.13) is true since for lxi < R 

RaP— I	u(y) dy Rap _n
11 --yl<2R

u(y) dy c(Mapu)(x) = c v(x). 
JIvI<R  

To prove (2.6)' it is sufficient to find a fixed constant C > 0 for which 

i x i u (x )	<C	for 4_I lxi < ll <4l'l. 

It is equivalent to write 

u(x)	c21 yIv(y ) = c2I yI(Map u )( y ) .	 (4.14) 

Inequality (4.14) is an easy consequence of the fact that u( . ) E RD. Indeed, for some 
constants C3, C4 > 0

U(X) <C31 y 1	I	u(z)dz 
Jc;' IyVIzI<c4IyI 

<cslylPlylP	LYI<1+C4)IYI u(z) dz 

References 

[1] Gabidzhashvili, M. and V. Kokilashvi!i: Two weight weak type inequalities for fractional 
type integrals. Ceskoslovenska Akademie Ved 45 (1989), 1 - 11. 

[2] Long, R. and F. Nb: Weighted Sobolev inequality and eigenvalue estimates of Schrödinger 
operators. Lect. Notes Math. 1494 (1990), 131 - 141. 

[3] Perez, C.: Sharp LP -weighted Sobolev inequalities. Ann. Inst. Fourier 45 (1995), 809 - 
824. 

[4] Sawyer, E.: A two weight weak type inequality for fractional integrals. Trans. Amer. 
Math. Soc. 281 (1984), 339 - 345. 

[5] Sawyer, E. and R. Wheeden: Weighted inequalities for fractional integrals on euclidean 
and homogeneous spaces. Amer. .1. Math. 114 (1992), 813 - 874. 

Received 17.12.1996; in revised form 06.11.1997


