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Balls in Constrained Urns and Cantor-Like Sets 
G. J. WirscMng 

Abstract. Let A(k) denote the number of different ways to distribute k indistinguishable 
balls into n constrained urns, with capacities c 1 ,... , c,. We consider the normalized count-
ing functions ,(x) = -yA,,((g,,x]), where	, g > 0 are appropriate constants such that 
supp(,,) = [0,1] and f0' (x)dx = 1. It is shown here that, if (c,.),, E N is asymptotically 
geometric with weight q >, i.e. if q"c, converges to some positive real number, then the 
functions Wn converge to some C°°-function W on R. This function W is the unique solution of 

qx	 .	.	 1 the integral equation (x) = f5 -+1 cp(t)dt satisfying supp C [0,1] and f0 cp(t)dt = 1. 
Moreover, if q > 2, it is shown that W is a polynomial on each interval outside a Cantor-like 
set in the interval [0, 1]. 
Keywords: Balls in constrained urns, special partitions of integers, asymptotically geometric 

sequences, sequences of integral operators, integral-functional equations, Cantor-
like sets 

AMS subject classification: 47 C 10, 05 A 17, 45 D 05 

0. Introduction 
Suppose we are given k indistinguishable balls and ri urns U1 ,. . . , U,,. Suppose in 
addition that the capacity of each urn U, is given by a non-negative integer c j , for 
j = 1,.. - , n. Then the different ways to distribute the k balls into the n urns, subject 
to the constraint that each urn U, cannot contain more than c3 balls, are represented 
by the set of partitions

0< k < c for each j 
(ci ,.c)(k) = 1(k i ,. .. ,k,,) E Z	

-	-	
(0.1) 

and k 1 + ...+ k,, = k 

Let
An(k) =	 #1(c1 .....c,,)(1c).	 (0.2) 

Computer evaluations (see Figures 1 - 4 overleaf) of An (k) for some special capacity 
sequences (c i ,... , c,,) make it plausible that the functions A,, converge 'in shape' (that 
is, after an appropriate normalization), as n - oo, provided the sequence of capacities 
(c i ,.. , c,,) is continued appropriately. In order to normalize A,, to support [0, 11 and 
total integral one, choose coefficients y,,, On > 0 such that 

:= 7,,An([ê,,xI)	fulfill supp(,,) = [0,1] and / o,,(x)dx = 1.	(0.3) 
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(For a real number r, [r] denotes its Gauf3 bracket, i.e. the greatest integer lesser or 
equal r.) The condition which we impose on the sequence of capacities (c a ) is that it 
should be asymptotically geometric with weight q, that means, the sequence (q"cn)nEN 
should converge to some positive real number. The motivation for these investigations 
coni:s from my work on the 3n + 1 problem (see [6, 7]). Averages of certain 3n -F- 1 
pi'cdcessor counting functions are given by A(k), with the sequence of capacities 
defined by c = 2 3_1 - 1 for n > 1. This sequence (ca ) is asymptotically geometric 
with weight q = 3. 

Hcre we show that, if (ca ) is asymptotically geometric with weight q >, then the 
funcf.ions converge uniformly on [0, 11 to the function W : R -+ R uniquely determined 
by

(x) =	
f	(e) d ,	supp c [0, 1],	f(t)dt = 1.	(0.4) 

qr-q+1	 0
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The basic idea is the following. Let S denote the operator on L'([O, 1 1) defined by 
qz 

(Sf)(x) — 
q 

 —
 

j f 
qx—q+1 

Berg and Krüppel [2] showed that, for any fixed q > 1, there is a unique function çp 
satisfying (0.4). Moreover, they proved that, for any starting function fo E L 1 ([0, 1]) 
with f0' fo(x) dx = 1, the sequence of iterates f, = 5fn—I converges uniformly on [0,11 
to . 

Provided the sequence (ca ) is asymptotically geometric with weight q > , we 
prove that the functions p n defined in (0.3) satisfy = Sço_ 1 where (Sn ) is a 
sequence of operators on L'([O, 1 1) which converges in some sense to S. Then the proof 
of convergence of (v,,) is completed by exploiting the fact that S is a contraction on an 
appropriate subspace of L'([O, 1]) when q > 

It remains open whether or not ((pn) converges if (ca ) is assumed to be asymptot-
ically geometric with weight satisfying 1 < q . In view of the proofs given here, 
it is likely that, in order to ensure convergence of (), one has to impose additional 
conditions on (ca ) concerning the speed of convergence of (cq). In this context, 
it is worth mentioning that in the case q = 1, i.e. if the sequence (ce ) is eventually 
constant, one should expect convergence of the (Pn in the distributional sense to Dirac's 
distribution S 1 which is defined by 6, (u) = u() for any test function u : [0,11 — IL 
This conjecture is based on the observation that it is true for the constant sequence 
cn = 1: in this case we have A(k) = (), and convergence to bi in the distributional 
sense of the sequence of normalized counting functions 

n+1f	n for 0<x1 

follows from Bernstein's proof of the WeierstraB approximation theorem [3]. In fact, 
Bernstein showed that, for any continuous function Jon [0, 11, the Bernstein polynomials 

B(x) = Ei() ()x k (1 - 

converge uniformly on 10, 1] to f. Inserting x = and interpreting Bh () as a Riemann 
sum for an integral, one infers

i() =54(1) 

as n —* oo, for any continuous function 1 . As test-functions are continuous, this gives 
convergence in the distributional sense. 

The plan of the present paper is as follows. The essential formula on the functions 
An is given in Section 1, it computes An using A._ 1 and c. This formula is interpreted 
as an integral equation connecting to Pn-1 in Section 2, where we also explore the 
limiting behaviour of the coefficients occuring in that integral equation, provided the 
sequence (ca ) is asymptotically geometric. Section 3 gives a proof of convergence based 
on that integral equation. Finally, in Section .4 we describe a remarkable property of 
the limiting function V which connects it to Cantor-like sets.
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1. Combinatorjcs 
For each n E N, denote by .s = c 1 + ... + c, the total capacity of the first n urns 
U1, 	U,. To be able to handle the empty case n = 0, we set 

1 so=O	and	A0(k)= 0 if  54 0
ifk=0 

In general, we see that

	

A(k)>0	0<k<s.	 (1.1) 
There is also the symmetry property 

A(k)=A(s—k)	for k E Z	 (1.2) 
which follows from the bijection 

	

P(k)	Pn(sn - k),	(k1,... ,k) i—p (c i - k 1 ,. .. ,c, - ku). 
Since we have A(k) = ('i) if Ci = ... = Cn = 1, the following lemma generalizes 

the production rule of Pascal's triangle. 
Lemma 1.1. There i3 the following reproduction formula for k E Z and n E N: 

k	 mIn{k,3_,} 

	

A(k) = E A,,_ 1 (j) =	 A,,_(j). 
j=max{0,k—cn } 

Proof. It is possible to exhibit the set P(k) in the following way as a disjoint 
union:

k	 0<k<c for i=1 ...,n 
P(k) = U ' (k 1 ... k)	-	- 

j=k—c I	k1 +... + k_1 = j, k,2 = k - j 

where the sets on the right-hand side admit bijective maps to P_ 1 (j) U 
We compute some values of A(k) using this lemma. First, 

	

An (0) = 1	for each n E N0 .	 ( 1.3) 
Second, using the set calculation 

one arrives at once at the formula

(1.4) 

Lemma 1.1 combined with (1.4) gives a plateau value of A, provided the sequence of 
capacities increases so fast that c,, > se_i: 

	

rnaxA(e) =	An- (j)= ll(cj + 1) = A n (k)	if	<k <_ Cn-	(1.5) 

Another consequence of Lemma 1.1 is the following monotonicity property of'the func-
tions A.
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Lemma 1.2. For any n E N, the function An fulfills 

	

A(k) < An(e)	whenever - 1 < k < £ < min { sn_i, s } .	(1.6)

Proof. We proceed by induction on n. 
If n = 1, we have min { s_ ,sn} = 0, and (1.6) is only to be checked for k = —1 

and £ 0, whence it is true by (1.1) and (1.3). 
For the step n —+ n + 1, first note that by the definition of An in (0.2) and (0.1), 

A+1 does not depend on the arrangement of the c3 . Therefore we may assume 

Ci < ... < cfl .. 1 .	 (1.7) 

Now observe that it suffices to prove 

A1(k)<A+1(k)	if 0<k+1 < min {sn,sn+ i }.	(1.8)

Now Lemma 1.1 implies that 

An+ i (k) < A j (k + 1)	A(k — Cn+i) < An(k + 1). 

If k < c1, we have A(k — cn+i) = 0 by (1.1). On the other hand, the condition on k 
in (1.8) gives 0 < k + 1 s,2 , and we obtain A(k + 1) > 0 again by (1.1). If k >— 
we use the induction hypothesis 

A(e) < A(L2 )	if —1 L i <£2 < min { Sn_i, sn} 

We know by (1.2) that A(L2 ) = A(s — £2), hence 

	

A(L) < An(L2 )	if —1 < R 1 < min{L2 ,s n — L2} <mm {Sii_i, s} .	(1.9)€

Clearly, we have

min {L2 , S - £2 7 Sn_i, 12 Sn }	min {L2 , S — £2, Sn_I } 

Assume that both £2 > sn i and S n - £2 >	Then the definition of s, gives 
5n1 < L < C, and s,_ i <	Hence (1.5) implies A(L2 ) = An(Sn_ i ) in this case,
and we can rewrite (1.9) to 

	

A(Lj ) < A(L2 )	whenever —1 £ < min{L2 ,sn £2,Sn_I}. 

Now put £ = k—c+i ^! 0 and £2 = k+1. It remains to check L < min{L2 , s, —L2, 
Clearly, £ <£2 and 

	

L i <SnL2	k—c+i<s—(k+1) . 2k+1<Sn+1 

which is true since the condition on k in (1.8) implies k + 1 < ' Sn+l- Moreover, that 
condition combines with (1.7) to imply 

k + 1 < Sn = 5 n-1 + Cn Sn—i + 

which in turn gives L i = k — Cn+I < s ,..i, and the proof is completed U
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Corollary 1.3. For each ri E N, A(k) is non-decreasing for —1 < k < is,,, and 
non-increasing for sn k s + 1. 

Proof. Combine (1.5) with . Lemma 1.2 for the first claim. The second claim now 
follows from (1.2)1 

Finally, there is the following more subtle symmetry property. 

	

Lemma 1.4. If c	s,,_ 1 , we have 

An(k - 1) + An(sn_i - k) = An(sn_i)	for 0 < k s n—I +1.
Proof. Using the sets 

S+(k) = {(k 1 ,. . . , kn ) E Pn(S n_i) : k > k} 

S_(k) = {(ki,...,kn) E Pn(Sn—i) : kn	k I  
we have a splitting of the set defining An (k): 7'(k) = S+(k) U S_(k). Now there is a 
bijection 

S_ (k) - P,,(k —1),	(k1,. . . ,k,)	(Cl - k 1 .... ,cn_i - kn_ i ,k	1	ku), 

which is well-defined since 

(ci—ki)+...+(cn_i—kn_i)+(k-1_kn)k_1. 

In addition, there is another bijection 

S+ (k)	Pn(.Sn—i - k),	(k1,..., k)	(ki,...,Icn_i,kn —k) 

which is surjective because	< c,, I 

2. Normalization and limiting 

Having collected some information on the counting functions An in the last section, we 
now describe the crucial normalization procedure. We do this by first seeking constants 
7n and On such that each of the "normalized counting functions"	(x) = 
is supported by the unit interval [0, 1] and has total integral 1. Then the next task 
is to transfer the basic Lemma 1.1 to the new setting and to investigate convergence 
properties of the quantities emerging during the normalization process. 

By (1.1) we have
LO.	 Sn+1c1+...+cn+1.	 (2.1) 

To compute	we use (1.4) to obtain 

	

f	
S 

An(k) = (Cl + 1) ... (c + 1) 

	

'Yn = J A([px])dx =	
&n	.sn + 1 

0	 k=0



Balls in Constrained Urns	985 

Hence the functions defined by 

: ynAn([0	
s + 1

nx1) =
(c i + 1)	(n + 1) 

An([( Sn + 1)xI)	(2.2) 

have the required properties	= [0,11 and f0' ço n (x)dx = 1. We call W. the n-th 
normalized counting function associated to the sequence (Cfl)nEN. 

Clearly, p T inherits the properties of A(k). For example, (1.2) implies for n > 0 

	

= p n( l - x)	if en X V 7L.	 (2.3) 

The counterpart of Lemma 1.1 is the following reproduction formula. 

	

Lemma 2.1. For each n E N, we have	- 

( z) 

	

(x) =r I	_1(e)de= 
JIn(X)  

n_ i ()d
 

) 

with the notation 

rn=

	

Sn + 1	

= n(x)	
[o	, x 1 - Cn	 [OnX] + 1

Cn+1 ' On—I	 On—i 

and I(z) = [ n(X),wn(X)I fl [0, 11. 

Proof. Putting k = [On x] and using Lemma 1.1, we get 

= 7nAn(k)

A_(j) 
j=k—cn 

=
+) j 

= On_I( C n + 1) 

Since	is a constant on each of the intervals	k++i) we have 

	

1	k--3 

	

n—i	
r	, 

On — I	(On_ I) = 

Jj_	

n_i()d 
•n- I 

which leads to the first equality. The second one is due to the fact that Wn—I is supported 
by [0, 111
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The following reformulation of Corollary 1.3 is necessary to conclude uniform con-
vergence of the sequence () from its L'-convergence (see the remark at the end of 
Section 3). 

Lemma 2.2. Each y, is non-decreasing on [0, ] and non-increasing on [, 1]. 

The second symmetry property, Lemma 1.4, is tranformed into the following 

Lemma 2.3. Suppose c,, s,,_. With the notation an =	we have 

pn(X) +çon(an—x)=n(an)	ifO<X<7n,&nXZ. 
Proof. Put k = [xJ + 1. Then we have if p nx Z 

ki n(an — x)j = [sn_i — p. nx] = 5 ni — k. 

In addition, 1 < k	is a consequence of 0 < x <o fl . Now Lemma 1.4 gives 

(x) + ç(a,, — x) = yAa (fx]) +	— x)1) 
= 7(A(k — 1) + An(s_ i — k)) 
= 7nAn(sn...i) 

= 

and the lemma is proved I 

We want to know whether or not the normalized counting functions W n defined in 
(2.2) converge to a limiting function as n —* co. This limiting function would have to 
fulfill a formula which is a "limit" of the formula given in Lemma 2.1. In order to get 
a feeling for such a "limiting formula", we now start to explore the limiting behaviour 
of the coefficients a(x), (x) and r,, occuring in Lemma 2.1. Our next aim is to give 
a sufficient condition on the sequence of capacitites (ca ) to insure convergence 

I
of the 

sequences defined by those coefficients. 
A sequence (afl)flEN will be called asymptotically geometric with weight q > 0 if the 

weighted sequence (q"afl )nN converges to a positive real number. 

Lemma 2.4. Suppose that the sequence (c)fl E N is asymptotically geometric with 
weight q > 1 and satisfies C > 0 for each n, and use the notation s, = c + ... + c. 
Then

li	
s,	q rn - = n—oo 	q-1 

This lemma is a special case of [1: S. 47, Satz 6.5]. For convenience, we include a 
proof which is based on the following simple observation. 

Lemma 2.5. Let (nk)nEN kENO be a double sequence of real numbers, and let c and 
be reals with c>O and O <fl<1 If 

(i) Iaflkl C 13k for each n E N, k E No and 
(ii) lim_. ank = 3k for each fixed k,
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then we have
n—I 

lnnank= j —j 

Proof. The right-hand side of 

- >ank k=N + >IaflkI+ EiI  —nkI 

can be made arbitrarily small if first N and then n are chosen sufficiently large I

	

Proof of Lemma 2.4. Put ak =	and ,3 = q. Because (Cn)flEN is supposed 
c. to be asymptotically geometric, and because c, > 0, there are constants A and B such 

that
Aq'	c	Bq'	for each n EN.	 (2.4)

From this we infer condition (i) of the preceding lemma: 

	

ca_k	Bqn_c B k IankI	 =—.8. 

	

c,	Aqn	A 

A consequence of the convergence of (qcn ) nEN is the convergence of consecutive quo-
tients:

fl	—1  lim —=q .	 (2.5) 
fl —•00 

This implies condition (ii):

k Cn_k	nj	—k	k an k =	= fl	—4 q = /9	as fl —4 00. 
Cn	cn_.7+i 

Applying Lemma 2.5 gives the claim 

Sn	n—i	1	q 

	

lim - = lim	a,, = 
C,	k=O	1 /9	q - 1 

and the lemma is proved I 

Now it is easy to compute the limits of the coefficients of Lemma 2.1. 

Lemma 2.6. Suppose (Cn)nEN is asymptotically geometric with weight q > 1 and 
Cn > 0 for each n. Then, with the notation of Lemma 2.1, we have 

lim r, = -s-,	urn a(x) = qx - q + 1,	urn w(x) = qx. n-00	q - 1	n—oo	 n—oo 

Proof. These formulae are computational consequences of Lemma 2.41
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In addition, the limit of the sequence ( afl)flEN defined in Lemma 2.3 is easily calcu-
lated:

= (i + lim Cfl + 1)_ i = .
	 (2.6) 

	

8n-1	q 
Remark. An inspection of the proof of Lemma 2.4 shows that the condition on the 

sequence (ca ) to be asymptotically geometric is only needed through its consequences 
(2.4) and (2.5). Hence, in order to get the conclusion of Lemma 2.6, it suffices to 
postulate as conditions on (ca ) only (2.4) and (2.5). The combination of these two 
conditions is strictly weaker than the assumption that (ca ) should be asymptotically 
geometric. The following example is due to an anonymous referee: Put c, = 2+sin(ln n). 
Then (cn) satisfies (2.4) and (2.5), but is not asymptotically geometric. 

3. L1-convergence 
Recall the normalized counting functions Wn associated to a given capacity sequence 
( Cn)flEN which are defined in (2.2). In order to investigate their limiting behaviour, 
we take the formula given in Lemma 2.1 as definition of a sequence of linear operators 
(S) fl EN on L' ([0, 1]) satisfying

	

Vn = Snpn_ i .	 (3.1) 
It is possible to show for the operators S, defined in (3.2) below that they are integral 
preserving. This means that we can view the Wn as densities of probability measures and 
the Sn as transition probabilities of a non-homogeneous Markov process with discrete 
time parameter n and state space [0, 1]. 

Under the condition that the previously fixed capacity sequence (cn) is asymptoti-
cally geometric with some weight q, we shall show in this section that the sequence (Sn) 
converges to some limiting transition probability 5, interpreted again as an integral 
preserving linear operator on L'([O, 1]). In addition, we prove that S is a contraction 
on an appropriate subspace if q > . From this we conclude that the sequence (Wu) 
converges to some uniquely determined fixed point of S. 

Let ( C )flEN be a sequence of capacities Cn E N, asymptotically geometric with 
weight q > 1, which we assume to be fixed throughout this section. Having in mind 
Lemma 2.1, we define the n-th successor operator by 

Sf(x) = r J	f() d	for I E L'([O, 1]).	 (3.2) 
I ( r) 

According to Lemma 2.6, the candidate for the limiting operator of the sequence (Sn) 
is given by

Sf(x)=rf f()d 
1(r) 

with the limiting ingredients

for I E L'([O, 1])	 (3.3) 

T	Jim Tn 2	 (3.4) n — oo	q-1 
1(x) = [urn an(x), lim n (x)] n [0, 11 = [qx - q + 1, qx[ fl [0, 11.	(3.5) 

This is indeed a good choice:
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Lemma 3.1. For each f E L' ([0, 1]), the sequence ( Snf)nEN converges in L 1 to 
Sf. In addition, this L'-convergence is uniform on sets of uniformly essentially bounded 
L'-functions. 

Proof. Denote by Ill Il the essential supremuni of Ill and put 

h(x) = f ftn x1(1)(0 - T XI()(e)l dC	for x E [0, 1]. 
0 

Then we have 

II Snf - Sf li = J T J f()d — Tf f()d dx < lif l fhn(x)dx. 

	

I,(x)	 1( 

It remains to estimate h(x): 

0 < h(x) f	XI(-)(e) - XI()(e)I + ftn — rl XI()(e))d 
0 

<Tn A(In(x) A 1(x)) + lTn - rl A(I(x)) 

where A(A) denotes the Lebesgue measure of a set A and 

I(x) A I(x)= (I(x)\I(x))U(I(x)\I(x)) 

is the symmetric difference of the two intervals. We have that 

	

)(I(x) A 1(x))	an(x) — qx + q - ii + 1-n(X) — qxI 

and Lemma 2.6 implies that the right-hand side tends to zero as n - . Employing 
also the convergence r, - T proved in that lemma, we conclude that h —+ 0 pointwise 
on the interval [0, 11. Using Lebesgue's dominated convergence theorem, we infer that 

lim f hn(x)dx = 0. n co 

Hence lim_. ll S f - Sill' = 0, the limit being uniform on sets where Ilf Il	B, for
any previously fixed bound B> 0 I 

It is possible to visualize the situation by drawing the regions { E I(x)} and 
IC E 1(x)) in (,x)-diagrams. We have done this in Figures 5 and 6 for the capacity
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sequence ( C l,.. . , c) = (1, 2,4,8).

Now we can start to prove L'-convergence of the sequence (fl)nEN, provided q > 
Besides the preceding Lemma 3.1, there is another fact crucial to this proof: namely, 
that the limiting operator S is a contraction on certain subspaces of L'([0, 1]). 

We use the notation

MO= {f E L'([O,l)): f f(x)dx =o}	 (3.6) 

for the L'-functions of vanishing total integral, and 

Ms°ym = { f E M° : 1(x) = 1(1 - x) a.e.}	 (3.7) 

for t 1 e symmetric L'-functions of vanishing total integral. 
Let us first show that these two subspaces are left invariant by S. 

lemma 3.2. Suppose q > 1. Then the operator S is integral-preserving: 

f(Sf)(x)dx =	 for each f E L'([0,1]). 

Proof. We have 

]51(x) dx = f T I	dd =	
m(z)I(z+kA)

f() d dx	(3.8)  (r) 0	 0, k=0 

whenever 0 < .X < 1, the sum being extended over all non-negative*integers k such that 
x ± I,\ < 1, i.e.

7	 0k<m(x,)):= [--].	
9
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The device is to choose A such that the intervals I(x + kA) (0 < k < m(x, A)) form a 
partition of the unit interval. We want to have a formula 

m(zA) 

[0, 11 =	I(x + kA)	 (3.9) 

such that, for each k, the endpoint of I(x + kA) should either be equal to 1 or match 
the starting point of I(x + (k + 1)A). By (3.5), this amounts to the equations 

q(x +kA) = q(x+(k+ 1)A)—q+ 1	for 0< k <rn(x,A) 

which give A =	=	by (3.4). Inserting this into (3.8), we obtain the desired 
equation	 - 

J(Sf)(x)dxT 
	

f (^ ) d" dx	f (x) dx 

and the lemma is proved U 

Lemma 3.3. Let f E L' ([O, 1]). 111( x ) = f(1—x) ac., then (Sf)(x) = (Sf)(1—x) 
a. e.

Proof. Use (3.5) to verify the relation c E 1(1 - x)	' 1 - E 1(x) I 
The following lemma improves upon the remark in Section 1 of Berg and Krüppel 

[2].

Lemma 3.4. Let M° and M O m be given by (3.6) and (3.7), respectively. SY 

(1) Suppose q 2 2. Then lI SfIli	;i:-r Ilf11 ' for I E M°. 

(2) Suppose q 2. Then 11 Sf Ii '	2(q-1) Ill Iii for I E Mym. 

Proof. Item (1): By the definition of 1(x) in (3.5), we see that 1(x) = [0, 1] if 
x ç	Using in addition the partition (3.9) with A =	and the assumption

that the total integral of f vanishes, we calculate 

IlSfIIi =f r J f()dedx 
0

I/q 

J

1

^j f(e)ddx 
0 k=0	 (z+kA)€

I/q 1 

< 11 lf(^ )Id^ dx  — q-1 
-.	 00 

1. 
-  q— 1 ----11111'. - 
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Item (2): Because I E Mg°ym, we know that 

f f()d = = 0. 

Analogously to part (1), observe that 

	

1	q-1	 1	2q-1 

	

[0, ] C 1(x) if - < x <	and[i., 1] C I(x) if - <x < 

	

2q	- q	 q	2q 

Combining these two facts, we obtain for \ = q

I? 

1/2 

	

V1(z+kX)

f()d < f0 If()Id	 (3.10) if-<x<
,n(z,A)	 I	

fo'If(e)Id
k=O 	 —

f1112 1f(e)Ide if<x<Li. 

Since
1/2

JIf(e)Ide =1 I f()Id = IIf Iii, 

we conclude for	q < 2 that 

li sfill —	
/	

f(e)deJdx — q-1 +kA) 

q ( j +	-	i) ) Ill Iii 

	

q-1	q	q	q 
1 

- 2(q —1) 111111. 

If q > 2, our calculation in part 1 and the last two branches' of (3.10) combine to 

1/q 1 

11 Sf Ih - ff > 
j(kA)f(e)d dx	

1 
2(q - q-1 o k=O 

and the lemma is proved I 

Theorem 3.5. Suppose q > , and let S. and S be given by (3.2) and (3.3), 
respectively. Then the sequence (n)nEN(, C L' ([O, 1]) defined by Vo = 1 and p, 
SnPn—i for n > 1 converges in L' to a fixed point of S.
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Proof. The preceding Lemma 3.4 gives 11 51 lii S 9111111 with 9 = 2(g-1)- for any 
f E Ms°ym. Because q > 1 , we have 9 < 1, and S is a strict contraction on the metric 
space

MSym ' - { f E L'([0,1])f(x) = 1(1 —x) a.e. and f f(x)dx = 1 -

	

0• J 

with metric induced by the L'-norm. Now Banach's fixed point theorem implies that 
there is a unique ç9 E My,,, with S(2 = cp. 

Now put	- L (n e N0 ) for the error terms. Observe that we constructed 
the operators S, in such a way that the functions q.,, given by 

Po = 1	and	con = Snc2n_1 for n> 1	. (3.11) 

conincide with those defined in(2.2). Hence, by (2.3) we conclude that e E Ms°ym 

According to (3.11), we have e,1 = Sc + (S+ 1 - S)co, from which we infer 

II+iIIi	9 IkIl1 + lI( S +' - S)coIIi 

and, inductively,

k 

e+kIl1	9k116111 +	9k_1 11(S	- S)ço,_ i Iii .	.	( 3.12) 
(=1 

We know by construction and by convergence of r,, that 

B: = max (max n (x) = max 
nENo \0<z<1 J nEN 

Hence, by the uniformity part of Lemma 3.1, we can make the sum in (3.12) -arbitrarily 
small if n is sufficiently large. This implies lim_ IeIIi = 0 which completes the 
proof U 

To see what is the meaning of this theorem, let us briefly summarize what we have 
done up to now. 

We started out with a sequence (c) EN of positive integers, viewed as a sequence of 
capacities of constrained urns (Un)n EN, and we have been concerned with the "shapes" 
of the functions A(k) defined in (0.2) which count the number of different ways to 
distribute k balls into the first n urns, subject to the constraint that each urn U3 only 
has place for at most c3 balls, j = 1,... , n. Then we normalized the A(k) according to 
(2.2) to obtain a sequence of normalized counting functions (con)flEN, each with support 
[0, 11 and total integral 1. 

The essential point was to use the reproduction Lemma 1.1 and its "normalized" 
counterpart, Lemma 2.1, to define the successor operators S,, which allow to consider 

	

the sequence (con)nEN as being defined by	 - 

coo =1	and
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Now, if we want to say something about the limiting behaviour of the p,,, we can do 
this through two steps: 

• Firstly, make sure that the S converge appropriately to some S. 
• Secondly, investigate what happens if S is iterated. 

In this setting, Theorem 3.5 says the following: 
If we assume that the initial capacity sequence (Cfl)flEN is asymptotically geometric 

with weight q > , then the 5,, converge to the limiting operator S given by (3.3), and 
the sequence (v,,) of normalized counting functions converges in L' to a fixed point of 
that limiting operator. 

Remark. It is possible to use L'-convergence of the functions ço,, to show that 
they in fact converge uniformly on the interval [0, 1]: Knowing that the L'-lirnit V is a 
fixed point of 5, it is easy to see that w can be extended to a C°°-function on IR with 
support [0, 1]. Hence cp is uniformly Lipschitz, and, as we mentioned in Lemma 2.2, 
the functions ço,, are monotone on each of the intervals [0, 1 1 and [i., 1). Now it is not 
difficult to prove estimates showing that a sequence of monotone functions converging 
in L' to some function which is uniformly Lipschitz converges in fact uniformly. 

4. The limiting density and Cantor-like sets 

Let us assume that the initial sequence (c,,) of capacities is asymptotically geometric 
with weight q > . Then, according to Theorem 3.5, the limiting function p of our 
normalized counting functions W ,, fulfills 

qz 

	

q 

(x)=---- f	for xER	 (4.1) 
qz-q+1 

and the normalization conditions 

supp() = (0,1]	and	f W(x) dx = 1.	 (4.2) 

We shall see in this section that in the case q > 2 this limiting function W has some 
nice connection to the construction of Cantor-like sets, where the weight q is used to 
compute the construction parameter. 

The construction of a. Cantor-like set [5: p. 70] is a straightforward generalization 
of the construction of the well-known "Cantor middle thirds set". For our purpose, the 
most appropriate way is to consider the dilations (cf. [4: p. 6]) 

X	 x+q-1 fi(x)=— 
q	

and	f2(X)=
q 

Now put

E0 =[0,1]	and	E,, f1 (En_i)Uf2 (En_ i ) for n 21.	(4.3)
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In other words: to obtain E 1 , we have to remove the set 

U	q j 

from the unit interval E0 . Clearly, M is an interval of length S = j.! , centered about 
the center of [0, 1]. To construct En out of E_ 1 according to (4.3), we have to squeeze 
each interval of E,, - I using I' and f2 and put it once on the left and once on the right 
of M. The effect is the same as if we had removed an interval of proportional length 8 
from the middle of each interval of E_1. 

Note that M is non-empty if and only if q > 2, and that the classical "Cantor middle 
thirds set" corresponds to q = 3. 

Proposition 4.1. Assume q> 2. Then En is the support of the n-th derivative of 
ço.

Proof. First note that is a C°°-function because it is a solution of integral equa-
tion (4.1). Let 'I be a primitive of V. Then (4.1) implies 

(x) - --- (4(q-) - 1(qx - q + 1)) 
- q-1 

and differentiation gives

p'(x) - ---- (ço(qx) - p(qx - q + 1)).	 (4.4) 
- q-1 

Denoting the interior of E by intE, we now prove by induction on n that tp()(x) 7, 0 
if and only if x E intE. 

= 0: By (4.2) we have supp() = [0,1] = E0 . Together with (4. 1), this implies 
that (x) 0 for any x E intEo. 

n - 1 - n: Differentiating (4.4) (n - 1) times, we get 

n+1 
= 2___-j(p'')(qx) - ,,n- ' ) (qx - q + 1)).	 (4.5) 

By induction hypothesis, we know that supp( ( '' ) ) = E_ 1 C [0, 1]. Because we 
assumed q > 2, we infer from this that at most one term in the difference in (4.5) is 
non-zero. Again by the induction hypothesis, we have 

0	 qx E intE_ 1	.	x E fi(intE_i) 

	

- q + 1) 54 0 .. qx - q + 1 E intE_ 1	x E f2(intE..1). 

By (4.3), this completes the proof U
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The function W defined by (4.1) and (4.2) (for q > 2) is really an astonishing one: 
it is clearly a C°°-function with compact support. But on the other hand, we derive 
from Proposition 4.1 that W is "piecewise a polynomial". More precisely: if we define a 
sequence (Vfl ) flE NO of open subsets of [0, 1] inductively by 

V0 = 0	and	V = [0, 1]\(E U V,,_ 1 ) for n 2 1, 

then we have the following facts: 
(1) The union of the V, covers [0, 1] up to a set of Lebesgue maesure 0. 
(2) Each V consist of finitely many (exactly 2'' for n > 1) intervals. 
(3) p is a polynomial of degree n - 1 on each interval of 1/,, 

Similar conclusions are also derived in [2: S. 175], using a different method. 
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