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Abstract. In this paper a survey on the construction of Clifford regular elementary func-
tions . by Fueter's mapping is given. Furthermore, using a suitable decomposition of the Dirac 
operator an application of the 0-problem is lined out. 
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1. Indroduction 

The effective application of methods of Clifford analysis to partial differential equations 
needs systems of elementary functions which are Clifford regular and still satisfy most of 
the properties which we know from the complex plane. The reason for writing this paper 
is to show presumed users of Clifford-valued elementary functions the considerable sim-
ilarity to classical complex elementary functions and to reduce the shyness in applying 
higher-dimensional elementary functions. In this paper we will give a review on Fueter's 
method and will construct some important Clifford regular elementary functions which 
knowledge seems to be useful in transform analysis. 

We will mention here important authors which deliver contributions in this field. 
In his early papers [5 - 7] R. Fueter, a follower of D. Hilbert, formulated a method 
to transfer complex analytic functions to Clifford regular ones. Later M. Sce [18], A. 
Sudbury [22], M. Imaeda [9], F. Sommen [20, 211, P. Lounesto and P. Bergh [15], G. 
Jank andF. Sommen [11], H. Leutwilér [12 - 141, M. Marinov [16] and K. Nono [17] 
made attempts in generalizing classical elementary functions in a hypercomplex sense. 
Further, the reader can find contributions to this subject in [1, 2, 41. 

Using the power series expansion of an exponential function with a paravector argu-
ment we deduce a "full" class of so-called radially regular elementary functions including 
a paravector-valued logarithm. Most of the expected properties could be maintained. 
We continue with a suitable decomposition of the Dirac operator and study the opera-
tors which there occur. In this part we use results of J. de Graaf [3] and N. van Acker 
[23]. On the basis of papers by M. Sce [19] and T. Qiari [18] we are able to describe 
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at least in the case of quaternions the transform of radially regular function to quater-
nionic regular functions. Finally, we apply these results for the construction of kernel 
functions of the 5-problem. 

2. Preliminaries 

Let R°" be the anti-Euclidean space with the basis {e 1 , ..., e,} and the quadratic form 
Q(x) = - x. We consider the 2'-dimensional real Clifford algebra CLo which is 
generated by {e i ,...,c} and contains copies of IR and R°'. The multiplication rule is 
defined by e 2 e+ee 1 = —26,. In CL0, a basis is given by e 0 , e 1 ,. , e,, e 1 e 2 , . e_ e, 

,e 1	e. Elements of the type x =	et, (1 < £ <	< L, < n) are
called k-vectors.

-	 fl For k-vektors the conjugation is defined by x = (-1) 2 x. Elements x = x 0 +
with x =	x1e1 are called paravectors. Furthermore, x 0 is called scalar part, xo := 
Sc x, X is called vector part, x := Vec x, and x—x 0 is called imaginary part, x—x 0 := Im x. En 2Obviously, x =	x for x xo + 1L. Denote (x) := / j E S's , where S' is the
unit sphere in R'1. 

3. Paravector-valued elementary functions 

Let x be a paravector in Ce0, . The following statement can be easily shown. 

Proposition 3.1. For an arbitrary e > 0 it is always possible to find a sufficiently 
large number N such that for any r, s > N 

	

kI	KkIxIk
!^ ^:	

k!	<	 (3.1) 
k=r	I	k=r 

holds where K is a constant which only depends on n and satisfies the inequality I xy l < 
K(n )I x I IyI. 

Inequality (3.1) gives us the possibility to define elementary functions similarly to 
the case of one complex variable. First of all we have to introduce an exponential 
function: 

Definition 3.2. For a paravector x E Ceo,n the exponential function eX is defined 
by e' = 

Similarly to the complex case one can prove the following properties. 

Theorem 3.3. Let x be a paravector in CL0, . Then we have: 
(i) e' = C'0(CO5 Ii + w(x) sin IiI). 

- F	(1 ii e - lmm	T 

(iii) e'	= eZeY if xy = yx.
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Proof. We will only prove property (ii). Because of I -	> 0 we obtain 

	

eX(
	

x\m ui	('c) - 1 + —1 I	-	 )(K x I) k = eIKhI -	IKxI
lk! m  \	m mu

k=O 

For m —i _- this difference tends to zero I 
Corollary 3.4. Furthermore, we have: 

(i) e'0. 
(ii) je z I = eZ0. 

e_ z e r = 1. 
(iv) e k, = ( ez ) k (Moivre's Formula) 
(v) e?(r)r	—i: 

Proof. This is a straightforward consequence of Theorem 3.31 
Let x be a paravector in Co,k. Then hyperbolic and trigonometric functions are 

defined by
e x - e'	 C' + e' sinh x =	 and	cosh x = 

and, for IJ	0,

- e''	 e''' + sin  
=	2	w(x) and cosx 

=	2 
Corollary 3.5. Immediately the representations 

cosh x = cos hxo cos xI + w(x) sin hxo sin Ix  

sinh x = sin hro cos J + w(x) cos hx0 sin lxi 
cosx = cos zo cos hlxl+w(x) sin hlxl sin xo 
sin x = sin x 0 cos h I x I + w(x) sin h l x l cos xo 

follow. The right-hand sides of sinx and cosi can be used by definition in the case of 
I:l=0. 

Proof. For the proof we refer to our book [8: pp. 53 - 5511 
Definition 3.6. Let x be a paravector in C O3, with x 0 x0 < 0. Then log  is 

defined by

log x=lnIxl+(x)arccos-2j.	(lj0or III =0,xo>0).

Theorem 3.7. Let x be a paravector in Ceo, with x 0 xo <0. Then we have: 
(i) C'0 = x and loge' = x. 

(ii) log 1=0 and log e=f (i=1,...,n). 

arctan	log Ix	lxI - 1 + arctari 
(iv) log(xy) = log  + logy if xy = yx. 

Proof. The proof follows immediately from Definition 3.61
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Finally, it is also possible to introduce a general power function. 

Definition 3.8. Let a be a real number. The general power function x is defined 
by x G eIogz 

The following example will confirm this definition. 

Example 3.9. Let x = x and a = . We obtain after a straightforward calculation 

r 7r	2ki	 ir	2k7rl =
L \2n	n) 2n	n 

fork = 0,1,...,ri —1. 

4. On the Cauchy-Fueter operator 

In order to prepare differentiability properties of the elementary functions introduced 
above we need a suitable decomposition of the so-called Cauchy- Fueter operator 

3 = 3o + D	where 30 = -p-- and D =	9, = -	 Oxo	 Ox, 

With the denotations 

L=e 1 L,(x) with L i (x)	J IL lai — X ie,	and 

we will obtain the decomposition 

0=
2(	1XI 

For a better understanding it is useful to deduce properties of the decomposition oper-
ators L and &. 

Proposition 4.1. Let I E C'(R') be a paravec tor- valued function. Then: 

(i) Lx =w. 
(ii) e	= 0. 

(iii) &f = 
(iv) II Ojwk = 6jk - Wk CJj = Lwk. 

(v) = ScwL = 0. 

Proof. These relations are simple consequences from the definition of the operators 
Land&I	 -
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Proposition 4.2. 
(i) Let f E C'(R) and f = f(Ix I) a paravector- valued function. Then Lf = 0. 

(ii) Let çQ E C'(R) and v =	a scalar-valued function. Then 

= II [Ea	-	= II [grad	—w(grad(p .w)]. 

(iii) 0 is valid. 

Proof. Statement (i): For j = 1,...,n we obtain by definition L (I x I) = IIôII-
= 0. Furthermore, we have 

L f(Ix I) = II3if - x	 -iOij = 4f(IxIôj 1x1 - ej ) = &fL I x = 0. 

Statement (ii): Let p = (w). Then 

Lw = xgradp - w [(grad) w] 

where grad = En  eô = . Indeed, we have 

(L)() =eL(w) = II	[e	- 

Setting now p*(x) :=p(w), 

(3)(x) 
=	

=	&(jk —Wj)k). 
2=1  

Hence,

= 
j=1	 j=I k=I 

	

=	e&co8, -	ejw,ipwk 
k=lj=1	 k=lj=1 

• = grad -	ô 

= gradp - (gradp w). 

Statement(iii): We have

akWe,Wk= gradp	= 0. 

Thus the proposition is proved,I
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Remark. Following [3] we get for L the vector representation 

L 
=

D) e(v  

where v3 = x I e - wx, which can be easily seen by the help of Proposition 3.1 I 
Proposition 4.4. wL is the spherical Dirac operator. 

Proof. Because of Proposition 4.1/(iv) we find 

wL = >eiekwjLk 
j 96 k 

=	e,ek(w,Lk wkLj) 
j<k 

=	e,ek [(wxIak - wjZ k&,) - (. JkIJ aJ - XjWk&] 
j<k 

=	e,ek(x,ôk - Xkôj) 
j<k 

and the statement is proved I 
Theorem 4.5. We have the equality 

(wL + Lw)u = (1 - n)u 

for the anti-commutator. Special cases: 
(i) If u	uo(I x I), where u 0 a real-valued function, then Lwu 0 = ( 1 - ri)uo. 

(ii) Ifu=w, then (wL)w=(n-1)w. 

Proof. We have

Lw =	eckLwk + E eekwkL. 
j,k=I	 j,k=1 

Using Proposition 4.1/(iii)-(iv) we get 

Lw=	(ök—wkw)eek—wL=—n+1—wL 
j,k=I 

and the statement is proved I 
Proposition 4.6. The Cauchy-Fueter operator permits the decomposition 

+ w&,) —

Proof. It is easy to see that 

wL = w>ej LI x I ôj - ej = D +I&. 

From this we obtain the assumption by a straightforward calculation I
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Corollary 4.7. Let = e(I x I) . Then: 
(i) L(C) = (n — 3) + 2(e,w)w. 

(ii) D(w) =	+ dlxl 

Proof. Corollary 4.6, the generalized Leibniz rule [8: p. 40] and Proposition 4.4 
deliver 

D(6) = (D)w — eDw — 2 EOjw = w'w — 2	ek(ôJwk) + 
j=1	 j=1 k=1	 — 

Furthermore, it follows 

D(w) =	 + (72 i 
—i

	
—	

ejj	WjWk] 
— 
	 2=1 k=1 

fd \n—i	2	2 
( -c jw + -c — — + —(Q)w 
\ d I x I /	II	ki	II 
d1	 2(ew) 

	

=w(_)w+i_F	1XI
. 

Obviously, we get from £ ,,( ew ) = (- 1 )w and Corollary 4.6 

\ 
L(e-) = — I x I (D(w) — w ( d — C)}

wI = (n — 3 ) + 2(,w) 
'dlxi /  

and the proof is finished U 

5. Fueter's mapping 

The elementary functions introduced above are not Clifford regular. Above all this is 
caused by the occurence of the operator L and his action 

L(uow) = (i — n)uo 

(cf. Theorem 4.5). Such a cross-mapping which acts from the vector part to the real 
part is disturbing the structure of this simple type of elementary functions. In order to 
maintain such differentiability properties it seems to be useful to introduce the "reduced" 
operator ôra = (ôo —w&). Analogously to the complex case we abbreviate ôraU	U. 

Definition 5.1. Let 

I = fo +w(x)fi,	f1 : R" ED R 1 —* R', f = f,(xojxi) (i = 1,2),h = how(x)JAI.

Such a paravector-valued function I is called radially differentiable or radially Clifford 
regular if	 — 

[f(x+h)—f(x)]h lim = Aj(x) 
h-0	JhJ2
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exists. 

Corollary 5.2. For radially differentiable functions A 1 (x) = f'(x) holds. 

Corollary 5.3. The paravec tor- valued function I = ía + wfi is radially differen- 
tiable if and only if Oral = 0 

Corollary 5.4. All above defined elementary functions are radially Clifford regular. 
Hence it follows: 

(i) (c')' = e'. 
(ii) (sin x)' = cos x and (cos x)' = sin x. 

(iii) (sinhx)' = cosh  and (cosh x)' = sinhx. 
(iv) (log X) , = 

(v) x' = ax'	(a E R). 
Proof. The proof follows straightforward by using the elementary relations &,w = 

''I o,ex] =	and E = Lx = w I 

Now we will demonstrate how to transform these radially differentiable elementary 
functions to Clifford regular functions. The key-idea goes back to R. Fueter and was later 
generalized by M. Sce [19], F. Sommen [20, 21] and T. Qian [18]. Let u = u(x0, J) and 
v = v(xo, I x I) real-valued functions and h = u + Wv. We will denote by r, the mapping 

q=T	
( 

A (h)=K	
2-1)
 h, 

where A denotes the Laplacian and ic, a normalization factor. For even n the oper-
ator has to be considered as Fourier multiplier operator induced by the symbol 
(2iriI)'. 

Theorem 5.5 (Qian [181). Let h = u + WV be radially differentiable in R' and 
n = 2k + 1. Then for any k E N we find 

T(h) = -j 1h = (k 1)!	ew U+W (i)kv].	
(5.2) 

Corollary 5.6. Let k = 1. A radially quaternionic regular function h = u + WV 

fulfils the partial differential equation 

II2Ah - 2 IIeh + 2Vech = 0. 

Remark. A componentwise consideration of equation (5.2) leads for the scalar part 
to the Laplace- Beltrami equation in the hyperbolic metric and for the vector components 
to the Laplace-Beltrami equation to the eigenyalue -2. 

Now we will give a lot of examples which will emphasize how effectively Fueter's 
mapping r, is working. For abbreviation we write

i 
bk(x)— r(—k) 

(\IL 
,1 

r(2k+1))jxI)
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Example 5.7 (Exponential function). Let n = 2k + 1 and h(x) = e z . We obtain 
by applying Fueter' s mapping 

EXP k X := bk(x) [ Jk_ 4 (ll +wJk+i (II)] ebo 

where
=	(I) A	I e t (1 - j2)A_}dj	( E R) 

are Bessel functions of first kind. Indeed, we obtain from [10: p. 740] the equalities 

1	k+1 2	1 
Jk+(ll) = (i)k+I

r2 lxlk+ (—&	cos ixi (1)k — 
-	'ii /	 liI)	- 

in Ix I. 

A straightforward calculation leads to the above defind exponential function EXPkX. 
In the special case for k = 1 we have 

bi(x) = r(_flf	/i 
and

J(li)=\/1sinll 

J(ll) = \/i (sin lxi —	Ii). 

Hence, 

EXP 1 x = e10 sinlxl	'sinixi - ixicosixi 
+	

-	- )} = e" 
(sinc .i - wsinc'll) I 

where sinc gj =	lxi and sinc'lxI :=	(sinc Iii). 

In [21] F. Sommen obtained by using of a similarity principle for Vekua systems 
a class of hypercomplex exponential functions which can be seen as generalization of 
Fueter type mappings. 

Example 5.8 (Hyperbolic functions). Let n = 2k+1. Further, let.h(x) the radially 
hyperbolic sine function. We get 

SINHx := r(sinhx) = bk(x)[sinhxoJk _1(l.i) +wcoshxoJk+!(lJ)], 

and in the special case k = 1 we have 

SINHx := sinhxosincIII - w cos xosinc'ixl.
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Let h(x) the radially cosine function. We obtain 

COSH X := T(coSh x) = bk(x) [coshxoJk_1(lJ) + ' sinhxoJk+1(ixi)], 

and in the special case k = 1 we have 

COSH  := cosh x0 sinc i x l - wsinhx 0 sinc'ixi. 
Example 5.9 (Trigonometric functions). Let n = 2k + 1. It is easy to see that 

y = w(x)x = —l x i + xxo =-. 
-	ii 

Hence, i y i = Ixol and w(y) = w(x) j.Q.1. It follows that 

EXP kY b(x0) [Jk_ (iio) + w(x) 
xo 
_Jk^ 1 (IxoI)] ehboI 

2	 ixol 
We can now define a Clifford regular SIN-function by 

SIN  :=(EXP k y + EXPk(—y))c(y)

xo 1 =bk(x) 
r 
[cosh lxlfk+ijlxoI)+L(x)sinhIxIJki(lxOI)__I 

	

2	ixoii 
Analogously we can also define 

COSx := [EXP k y + EXPk(—y)] 

=bk(x O ) [cosh II Jk_4(I xoI) - w(x)sinh lxi	(l xoD 

	

Jk+	
XO 1 
—jI ixoii 

In the special case k = 1 we have 

SIN x	- cosh lxl sinc' i xoI + w(x)sinhlxl sincx0 XO  
ixol 
XO COS x := cosh 111 sinc ixol + w(x)sinh lI sinc'lxol — -. 

ixol 
Now we will give an application of this conception of elementary functions. 
Theorem 5.10. Let n = 3. The exponential function EXP 3 x flhlfil3 the property 

ÔEXP 3 (Ax) = AEXP 3 x	(A E C). 

Proof. Using the decomposition D = iL'L + wR, we obtain

	

sin	
(x) 

A lxi  ______	 sinAlxl\ 1 
(H 'L + w&)i	- _4 

	

Ai	
( Ali)A1111 

	

- Ili L(	+w& 
I I —' fsinA l x l)	(sinAlxl)] 
AL	\	li  

— kw e^"' (X)e^

(sin  

Ild 

 Aixi) - II 1L (w(x)ell.

	

Ii	1]
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From Proposition 4.21(i) immediately 

L(s1) =0 

and
_____	2	sinA ---L	 = ---- eu	 2sin.XIxI	cosA[rj 

AII \	II I	A II	(	) = - A1 3 + Ij2 

follows. It remains to consider

sin A I xI\ - 2 (!i% we	
i) - A w	1211 

A straightforward computation delivers 

'2( 	- .) sin A I x I	2cosAIxi + 2 sin AIxI 
A  	 11112	AI-[3 

Finally, we have DEXP 3 (Ax) = —AEXP 3 (Ax) and so 3EXP3 (Ax) = AEXP3(\x)I 
From the definition of the exponential function it follows now 
Corollary 5.11. We have I EXP 3 xI 2 > 0 and urn1 ....0 EXP 3 x = ez0 

We consider now the so-called Ô-problem and obtain the following result. 
Corollary 5.12. Let L = a" + ... + a i O+ a0 (ak e R). Further, let Ak be the 

roots of the algebraic equation aA'1 + ... + a i A + a0 = 0. Then 

UkEXPSAkX	(k=1,...,ri) 

belong to kerL, e.g. we have constructed a set of solutions of the n-th order linear 
partial differential equation Lu = 0 relatively to the operator a. 

Proof. We have to make the ansatz u = EXP 3 Ax. The result follows by using 
Theorem 5.101 
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