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Abstract. Acydicity of solution sets - to asymptotic problems, when the value is prescribed 
either at the origin or at infinity, is proved for differential inclusions and discontinuous au-
tonomous differential inclusions. Existence criteria showing that such sets are non-empty are 
obtained as well. 
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1. Introduction 
The motivation for the considerations below is taken from studying differential inclusions 
on non-compact intervals in [1 - 31. A certain structure of solution sets for differential 
problems is needed for the existence results presented therein. It is known that solution 
sets of differential problems often correspond with fixed point sets of some multi-valued 
operators in functional spaces. Therefore, it is important to study the topological 
structure of such sets. In the single-valued case of Cauchy problems on infinite intervals, 
this has been done, e.g., in [9, 28, 29, 34 - 36]. For a survey of results in this field see, 
e.g., [18] and the references therein. 

In [21, 221 the authors have proved that the fixed point set of a multi-valued con-
traction from a complete absolute retract into itself with convex closed values is an 
absolute retract, too. A topology of the Fréchet space brings however some troubles in 
checking the contractivity of operators. Even for an operator which is a contraction in 
every seminorm (with the same constant of contractivity), it seems to be impossible to 
prove a contractivity with respect to a metric in this space. 

This note gives, at first, a technique which allows us to overcome the troubles 
mentioned above and to characterize the topological structure of a fixed point set of 
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limit maps induced by maps of inverse systems. Applications to a Cauchy problem on 
a haifline are then given. 

Furthermore, the topological structure of a solution set to a target problem (i.e. 
when the value is prescribed at infinity) is studied, but this time by means of the con-
tractibility argument in [17], of course, under a suitable modification. More concretely, 
a homotopy is built between this set and a unique solution of a target problem, where 
the right-hand side of a given system is a Caratheodory selector. 

Then, using acyclicity of solution sets of parametrized systems, existence results 
for both problems under consideration are given, in the absence of Lipschitzianity. In 
particular, an entirely bounded solution on the whole line with prescribed value at 
infinity is proved in this way. 

The notion of topological essentiality (introduced by A. Granas in [24]) is also 
applied to higher-order differential systems to get existence results for initial value 
problems on non-compact intervals. The topological structure of a related solution set 
is clarified as well. 

A non-empty, compact and acyclic set of solutions is finally verified for Cauchy 
problems to discontinuous autonomous differential inclusions. This rather general type 
of inclusions has been considered in [7] (see also the references therein), but only in the 
single-valued case of associated operators and only on compact intervals. Hence, for 
these inclusions, the topological structure of solution sets is investigated here for the 
first time. 

2. Topological structure of fixed point sets of limit maps 

Let us recall that an inverse system of topological spaces is a family. S = {X, ire, E}, 
where E is a set ordered by the relation , X is a topological space for every a E E (we 
assume that all topological spaces are Hausdorif) and ir X13 - Xa is a continuous 
mapping for each two elements a, /3 E E such that a /3. Moreover, for each a /9 the conditions ir = i	r dx , and 'ir	ir should hold. 

A subspace of the product U ,EEXQ is called a limit of the inverse system S and it 
is denoted by lim_S or lim_{X,,ir,} if 

1LmS = {(x) E II-EX ir(x) = x for all a i3}. 

An element of lim_ S is called a thread or a fibre of the system S. One can see that 
if we denote by ir : lim. S - Xc, a restriction of the projection ,y : llc.€Xc. _ X0 
onto the a-th axis, then we obtain ir	7r,67r,6 for each a < 6. 

Now we summarize some useful properties of limits of inverse systems. 
Proposition 2.1. (see 111]). Let S = {X, 7rfl, E} be an inverse system. Then: 
2.1.1. The limit lim_ S is a closed subset of HOEEXc.. 
2.1.2. If, for every a E E, X is 
(i) compact, then lim.... S is compact
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(ii) compact and non-empty, then lim_ S is compact and non-empty 

(iii) a continuum, then lim_ S is a continuum 
(iv) compact and acyclic, ') then lim_ S is compact and acyclic 
(v) metrizable and E is countable, then lim._. S is metrizable. 

Remark 2.2. Note that if we drop the compactness, then Theorem 2.1.21(u) is no 
longer true. 

The following example shows that a limit of an inverse system of AR-spaces 2) need 
not be an AR-space. 

Example 2.3. Consider a family {X}.. 1 of subsets of R2 defined by 

X = ([0,) x [-1,1]) U {(x, y) I y = sink and -L <x	i}. n7r

One can see that, for each rn,n 2 1 such that m n, we have Xm C X,,. Define the 
maps ir' Xm -* X,, by ir'(x) = X. Therefore, S = {X,ir,N} is an inverse system 
of compact AR-spaces. It is evident that lim_ S is homeomorphic to the intersection 
of all X,,. On the other hand, 

x = flx = { (0,y)Iy E 1-1,1]) U {( x , y )I y = sin 1. and 0< x i} 

and X V AR since, for instance, X is not locally connected 

Let us give two important examples of inverse systems. 

Example 2.4. Let, for every m E N, Cm = C([0,rnJ,R") be the Banach space of 
all continuous functions on a closed interval [0, in] into R" and C = C([0, ), R") be the 
analogous Fréchet space of continuous functions. Consider the maps 7r P : C - Cm for 
p 2 in defined by ir(x) = X I[O,mJ . It is easy to see that C is isometrically homeomorphic 
to the limit of the inverse system {Cm,ir,,NJ. The maps lrm C - Cm defined by 
irm(x)	x IIoml correspond with the suitable projections. 

Remark 2.5. In the same manner as above, we can show that the Fréchet spaces 
C(J, R'), where J is an arbitrary interval, LOC(J, R Th ) of all locally integrable functions, 
AC10 (J, R") of all locally absolutely continuous functions and C' (J, R'1 ) of all contin-
uously differentiable functions up to the order k can be considered as limits of suitable 
inverse systems. More generally, every Fréchet space is a limit of some inverse system 
of Banach spaces. 

Now we introduce the notion of multi-valued maps of inverse systems. Suppose that 
two systems S = {X0 , 7r, E} and S' = {Y0. , ir, '} are given. 

1) Acyclic with respect to any continuous theory of cohomology, i.e. a space is acyclic if it is 
homologically the same as a one point space (for more details see, e.g., [161). 

2) A metric space  is called an absolute. retract (with respect to the class of metric spaces) 
(we denote it X E AR and say that X is an AR-space) if, for any metric space Y and a 
homeomorphism h : X - h(X) C Y such that h(X) is closed in Y, h(X) is a retract of Y.
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Definition 2.6. By a multi-valued map of the system S = {X0 ,7r,} into the 
system S' = {Y ' ,ir,E'} we mean a family {a,cp,,. ) } consisting of a monotone 
function a	E' - E, i.e. a(a') < a(/3') for a'	fi', and of multi-valued maps 

X, (0 . ) —o Y0 with non-empty values, defined for every a' E E' and such that 

"(fi,) = a(&)7r,,(&)	 (1) 

for each a' <9'. A map of systems {a,	} induces a limit map	lim_ S—olim_ 5'

defined by

(x) H 
& € E 

In other words, a limit map is the one such that

(2) 

for every a' E V. 

Since a topology of a limit of an inverse system is the one generated by the base 
consisting of all sets of the form iç' (U0 ), where a runs over an arbitrary set cofinal in 
E and U0 are open subsets of the space X0 , it is easy to prove the following continuity 
property for limit map. 

Proposition 2.7. Let S = { X0 ,7r,E} and S' = {Y& ,ir,'} be two inverse 
systems and	lim_.S—olim._5' be the limit map induced by the map {a,.p (0) }. If, 
for every a' E E',	is 

(i) upper semicontinuous 3) and compact-valued, then is upper semicontinuous 
(ii) lower semicontinuous 4) , then W is lower semicontinuous 

(iii) continuous 5) and compact-valued, then W is continuous. 

Proof. For the proof of statement (i) it is sufficient to show that preimages of sets 
of the form 7ç'(U0 ) are open in lim.S. Indeed, if U = Uic,'(U&) is an arbitrary 
open neighbourhood of a compact set (x), then we can choose a finite subcovering 
U=1 iç'(U). By the definition of a limit map, it follows that there is i, 1	i 
such that (x) C rt1U0). 

Moreover, for every a' we have 

= {x E lim_SI(x) C 
= {x Elim_5I1r0(x)c U0} 
= {x E lim_SI(0) 7rO(0) (x) C u0.}. 

3) A multi-valued map w: X—o Y is upper semicontinuous if y - (U) = {x E XI (x) C U} 
is open in X for every open subset U of Y. 

4) A multi-valued map : X—oY is lower semicontintiousjfp(U) = {x E X 1 p ( x ) flU X 01 
is open in X for every open subset U of Y. 

5) A multi-valued map	X .—o Y is continuous if V is upper and lower semicontinuous.
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Now, if 2a(o') is upper semicontinuous, then the composition (')7T(.) is upper semi-
continuous and the above set is open in lim_ S. It follows that ç' is upper semicontinuous 
and the proof of statement (i) is complete. 

Similarly, notice that

= {x E lim_SI,o(x) fl ir(U0' ) ø} 

= {x E lim_SI ay E lim S' y E p(x) A ir0 (y) E Uc,' } 

= {x Elim_SI7ra'(x)flUa' j4 O} 
= {x Elim_SI,i( a)7rg(o)( X ) flUa'	O}. 

Therefore, lower semicontinuity of implies lower semicontinuity of V. 
Statement (iii) is an immediate consequence of statements (i) and (ii) I 

Now, we are able to formulate the main result of this section. 

Theorem 2.8. Let S = {Xc,, 7r , , Ej be an inverse system and : lim_ S—olim._ S 
be a limit map induced by the map {id, c,}, where pc, : X,, —o Xc,. If the fixed point 
sets of pc, are compact acyclic, then the fixed point set of W is compact acyclic, too. 

Proof. Denote by .Fc, the fixed point set of c,, for every a € E, and by I the fixed 
point set of W. We will show that 7rg(Ffl ) C .Fc,. Let xp € J. Then x,6 € (x,3 ) and 
7r(xfl ) € * fl(x) C c,r(xfl ), which implies that 7r(x $ ) € J7,,* . Similarly, we show 
that irc,(I) C Ic,. Denote by * : .7 - Ic, the restriction of ire. One can see that 
S = {Ic,,*,} is an inverse system. By Proposition 2.1, the set I is acyclic and the 
proof is complete I 

Corollary 2.9. Let S = (Xc,, 7rfl, E} be an inverse system and : lim._. S—ohm.-. S 
be a limit map induced by the map { id, pc,}, where W,, : X. —o Xc, is compact-valued 
for every a € E. Assume that all the sets Xc, are complete AR-spaces and all W ,, are 
contractions, i.e. they are Lipschitz 6) with constants 0 kc, < 1, and have the selection 
property. 7) Then the fixed point set of W is compact and acyclic. 

Proof. By [21: Theorem 3.11, all the fixed point sets Ic, of W ,, are AR-spaces, 
and so acyclic. Since all çoc, have compact values, then [33: Theorem 11 implies the 
compactness of Ic,. By Proposition 2.1.2, we get the statement I 

Using (21: Remark 3.11, we immediately get 

Corollary 2.10. If all Xc, are Fréchet spaces and all c, are contractions with 
convex and compact values, then the fixed point set of the limit map W is non-empty, 
compact and acyclic. 

Let us still add one more information on the structure of the fixed point set of a 
limit map in a special case of functional spaces. 

6) A multi-valued map p : X—o Y is a Lipschitz map, if there exists a constant k > 0 such 

that dH(p(x),co(y)) < kd(x,y) for every x,y € X, where dH stands for the Hausdorif distance. 

7) For the definition and some properties see, e.g., [5, 21, 221.
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Proposition 2.11. Let lid, ço m } be a map of the inverse system {Cm,ir,N} con-
sidered in Example 2.4. If all the fixed point sets 2m of c°m are convex or convex and 
compact, then the fixed point set .1 of the induced limit map is convex (possibly, empty) 
or non-empty, convex and compact, respectively. 

Proof. The statement is a consequence of the linearity of the maps ir. In fact, let x,y E Y. We want to show that ix + (1 - t)y E F for every t E [0, 11. But 
(ix + (1 - t )y ) Iio,mi tX IlO,m) + ( 1 - t )y I[OmJ and, by the linearity of rr,, we have 
7r(txI [o l + (1 - t )y I1oi) = tx l(omJ + ( 1 - t)y 10 mJ, which completes the proof I 

3. Application to a Cauchy problem without convexity 

Consider the Cauchy problem 

(t) E F(t, x(t)) for a.a. t 	[Ooo)} 
x(0)=xo 

where F satisfies the following conditions: 
(A) F : J x R"—o IR", F has non-empty, compact values, where J denotes the 

haifline [0, ), and F( . , x) is measurable for all x E R". 
(B) There exists a locally integrable function i : J - J such that, for every I E J 

and all x,y E lR', dH (F(t, x), F(t, y))	Y7(t)lx - yI. 
Observe that condition (B) implies 

(C) There exists a locally integrable function a : J -* J and a positive constant B 
such that, for every x E R n and for a.a. t E J, F(t,x)I < a(t)(B + 1xj) where 
IF(t,x)J = sup{y : y  F(t,x)}. 

Theorem 3.1. Under assumptions (A) and (B), the set of solutions to problem 
(3) is non-empty and can be obtained as a limit of an inverse system of AR-spaces, for 
every x0 E IR". 

Proof. Fix x0 E R" and denote 

S = {x E ACIOC i(t) E F(t,x(t)) for a.a. t E J and x(0) = xo 
11 

i.e. S is the set of all solutions to problem (3). A standard application of the well-known 
Cronwall inequality (see [3: Theorem 4.7]) allows us to find a map G : J x R"—o R" 
which satisfies conditions(A), (B) and 

(C') There exists a locally Lebesgue integrable function /3 : J -* J such that, for 
every x E R" and for a.a. t E J, IG(t,x)I	/3(1) 

and, moreover, the set of solutions to the Cauchy problem (3) with F replaced by C is equal to S. Thus, 

S	{x E Ac,ocI(i) E G(i,x(t)) for a.a. t E J and x(0) = x0}.



Topological Structure of Solution Sets	41 

At first, we prove that S is non-empty. Define 

AC° = {x € ACi0 Ix(0) = xo} 
S = C1( J, fl ) { X € AC°I I(i)I :5 0(t)} 

and denote, for simplicity, L,, = L'([O,rn],R"). One can see that AC° is a closed, 
convex subset of the Fréchet space ACto c and, by the well-known Ascoli theorem, S 
(considered as a subset of C(J, R')) is compact. Moreover, S is convex. 

We shall define, by induction, multi-valued lower semicontinuous maps Km : S—oL 
with closed, decomposable values, for every m > 1. At first, by properties of the map 
C, for every m > 1 ands € 5, there exists a measurable selection of G( . , s( . )), restricted 
to 10, ml x R'. Define K 1 : S—ofl by 

K, (s) = {U E L u(t) € G(t,s(t)) for a.a. t € [0, ii}. 

It is easy to see that K1 has closed, decomposable values. Moreover, one can show (see, 
e.g., [14]) that K is lower semicontinuous. By the well-known selection theorem (see 
[131), there exists a continuous selection k 1 of K1 , i.e. a map k 1 : S - L such that 
k i (s)(i) € G(t,s(t)) for all s € S and for a.a. t € [0, 1]. 

Now, suppose that there is defined Km_ i : S—o L_ 1 which is a lower semicon- 
tinuous map with closed, decomposable values, for some in > 1. Denote by km_ i a 
continuous selection of Km_ i and define 

K,,, (s) = {u € L u(t) € G(t,s(i)) for a.a. t € [0,rn] and U I[O,m_l] = km_i(s)}. 

We see again that Km is a lower semicontinuous map with closed, decomposable values 
and, therefore, there exists a continuous selection of Km. We denote it by km. 

Define a continuous map k: S -* L 0 (J,R') by 

k(s)(t)	km(S)(t)	(t € [0, m]) 

for every .s € S. It is obvious that k(s)(t) € C(t, s(t)), for all s € S and for a.a. t € J. 
The above consideration allows us to define a map 1: 5 -* S by 

1(s)(t) = X + f k(s)(r)dr. 

By continuity of k we see that I is continuous as well. By the well-known Schauder-
Tikhonov fixed point theorem, there exists a fixed point of 1, i.e. a locally absolutely 
continuous function x : J - R' such that 

X(t) = x 0 + 
j 

k(x)(r)dr. 

It means that x is a solution of problem (3).
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In the second part of the proof, we study the structure of the solution set S. Let us 
make some further notations: 

AC,. = {x E AC([O,m],R')x(0) = x0) 
ACmoL,, (Pm(x) = {u E LM' ju(i) E G(t,x(t)) for a.a. t E [0, m] 

Tm: L,, - ACm, Tm(U)(t) = XO + fu(s)ds 

m: ACmOACm, m=TmO(pm. 

Let Sm C AC,,, denote the set of solutions to the Cauchy problem 

x(t) E G(t,x(t)) for a.a. t E [0, m]
( 4 ) () X(0) = 

and
Fm = {*I x E Sm}. 

Observe that, for every rn > 1, the set AC,,, is a closed, convex subset of the Banach 
space AC([O,mj,R') and Tm is a homeomorphism. One can see that 5m = Fjx4m. 
Moreover, assumption (B) implies that cam is a Lipschitz map, by which 'm is continu-
ous. By [6: Theorem 21 the set Tm is an absolute retract. Since Tm is a hbmeomorphism, 
the set 5m E AR is an absolute retract, too. Hence, it is acyclic. 

We show that	m) is a map of the inverse system (AC,, ir,, N}, where 7r(x) = 
X I[Om	 > ), for every x E AC,, and p m. This easily follows from the equalities (t E [O,m]) 

= {xO + J u(s) 	u E L and u(t) E G(t,x(i)) for a.a. t E [0, ml 

7r P = {0 + ] u(s)ds u E L and u(t) € G(i,x(t)) for a.a. t E [0, p] 

and from the observation that 

{u E L,ju(t) € G(t,x(t)) for a. a. t E [O,mJ} 

= { u 110miI u E L and u(t) E G(t,x(t)) for a. a. t E IO]}. 

So the map { C1 m } induces the limit one	: AC°—o AC° such that ( X )I1omj =

It means that the fixed point set of is equal to S. By the proof of 

Theorem 2.8 and the first part of the present one, it follows that S is as required I
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4. Structure for a target problem 

In this part, we study the problem when, instead of the origin, the value of solutions is 
prescribed at infinity, namely 

±(t) E F(t,x(t)) for a.a. t E [0,00) 1 
= Xc E R'	 j	

(5) 
f co 

where F : [0,00) x R' —o R" is a Carathe'odory map, i.e. (note that (i) - (iii)	(A)) 

(i) values of F are non-empty, compact and convex for all (t, x) E [0, oo) x 
(ii) F(t,.) is upper semicontinuous for a.a. t E [0, oo) 

(iii) F( . , x) is measurable for all xE R'. 

Modifying an idea in [17], where an initial value problem has been studied, we will prove 
acyclicity of the solution set of problem (5). 

Definition 4.1. We say that a metric space X is contractible if there exists a 
homotopy h : X x [0,1] - X such that h(x,0) = x and h(x,1) = y for each x E X, 
where y is a given point in X. 

It is well-known that any contractible set is acyclic. 

Theorem 4.2. Consider the target problem (5), where F : [0, oo) x R" —o R" is a 
Carathéodory map and x,, E R" is arbitrary. Assume that condition (B) in Section 3 is 
satisfied, but this time with a globally integrable function i : [0, oc) - [0, oo) such that 
f0 i(i)dt = E < 1. Moreover, assume that dH(F(.,0),0) can be absolutely estimated 
by some globally integrable function. If E is a sufficiently small constant, then the set 
of solutions to problem (5) is compact and acyclic, for every x E R". 

Proof. Observe that since (t) in condition (C) (.= (B)) becomes globally inte-
grable as well, by the same reason as in Section 3, problem (5) can be equivalently 
replaced by the problem

± E G(t,x(t)) for a.a. t E [0, 00)
(6) (6) lim x(t) = x, E R' 

t—.00 

where G is a suitable Carathéodory map which can be estimated by a sufficiently large 
positive constant M, i.e. 

G(t,x)l	M	for every x E R' and a.a. t E (0, 00), 

and which satisfies condition (B) as well. In other words, the solution set S for problem 
(5) is the same as for problem (6), where 

S = {x E C([0,00),R")I±(t) E F(t,x(t)) fora.a. t E [0,00) and x(oo) = 

For the structure of S, we will modify an approach in [17]. Observe that, under the 
above assumptions, F as well C are well-known (see, e.g., [51) to be product-measurable,
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and subsequently having a Carathéodory selector g C G which is Lipschitzian with a not 
necessarily same, but again sufficiently small constant (see, e.g., [4)). By the sufficiency 
we mean that, besides others, 

Ig(t, x) - g(t, )I :5 7(t) Ix - 
holds for all x,y E R" anda.a. t e [O,00), with a Lebesgue integrable function -y 
[0, 00) - [O,00) such that j'0 7(t)dt < 1. 

Considering the single-valued problem (g C G) 
(t) = g(i,x(i)) for a.a. I E (O,00) 

lirnx(t) =	 }	
(7) 

we can easily prove (cf. Theorem 5.4) the existence of a unique solution (i) of problem 
(7). The uniqueness can be verified in a standard manner by the contradiction, when 
assuming the existence of another solution (i) of that problem, because so we would 
arrive at the false inequality 

sup I(t) - (t)I = sup f g(s, (s)) ds - ] g(s, p(s)) ds 
IE(O,00)	 iE(O,00)

00	 00 

f Ig(t, ( t )) - g(t,(i))j di 

7(1) sup	(t)—(t)Idt 100
 tE[0,00)

00 

SUP I(t)-(t)I I 7(i)dt 
E[0,00)	 J 

< sup 1 7( t) X01. 
iE[O,00) 

Hence, according to Definition 4.1 of contractibility, it is sufficient to show that the 
solution set $ of problem (6) is homotopic to a unique solution (i) of problem (7), 
which is at the same time a solution of problem (6) as well. The desired homotopy 
reads (A E [0,1])

(x(i) fort>*—A,A0 
h(x,A)(t) = 2(1) for 0 <t < - A,A 0 

I5(t) for A=O 
where 2 is a unique solution to the reverse Cauchy problem 

(t) = g(i,z(t)) for a.a. 1€ [0, - Al 

for each A e [0, 1]. Since the continuity of h can be verified quite analogously as in 
[17) and h(x,0) , h(x,1) = x, as required, the set  is acyclic. Using the convexity 
assumption on values of F, we can prove by the standard manner (Mazur's Theorem) 
that S is closed in C([0,),R"). By Ascoli's theorem this set is compact and the proof 
is complete I
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Remark 4.3 For the Cauchy problem (3) on the half-line, a similar homotopy can 
be constructed, as an alternative proof of Theorem 3.1, instead of an inverse systems 
approach. 

5. Using the solution sets to existence results 
Although in Theorems 3.1 and 4.2 the solvability of given problems is guaranteed as 
well, for the sole existence criteria, the Lipschitzianity is rather restrictive. Therefore, for 
obtaining better existence results, the following proposition (representing [3: Corollary 
2.35]) will be very useful, when using the acyclicity of solution sets of parametrized 
systems. 

Proposition 5.1. Consider the problem 

x(t) E F(t,x(t)) for a.a. t E	I (8) 
x(t) e S 

where J is a given (arbitrary) real interval, F : J x R'1 —o R" is a Carathéodory map 
(see (i) - (iii) in Section 4) and S is a subset of C(J, R'). Let G : J x R n x R'3 —o R" 
be a Carathéodory map such that 

G(t,c,c) C F(t,c)	for all (t, C) E J x RTh. 

Assume the following: 

(i) There exists a convex closed subset Q of C(J, R") such that the associated 
problem

±(t)	G(i, x(t), q(t)) for a. a. t E J	
() x(i) E S n Q 

has an acyclic set of solutions T(q), for each q E Q. 
(ii) There exists a locally Lebesgue integrable function a : J -' [0, no) such that 

G(t,x(t),q(t))I	a(t) a. e. in J for any pair (q, x) E 17 T (i.e. from the graph of T). 
(iii) T(Q) is bounded in C(J,JR") and T(Q) C S. 

Then problem (8) admits a solution. 

At first, we deal with a Cauchy problem, in the absence of Lipschitzianity. For a 
local result of this type see, e.g., [27]. 

Theorem 5.2. Consider the Cauchy problem (3), where F : [0, no) x R" —o R'1 
is a Carathéodory product-measurable map satisfying condition (C) in Section 3 with 
fo a(t) dt <no. Then problem (3) admits a bounded solution on the half-line. 

Proof. By the same reason as in the proof of Theorem 3.1, problem (3) can be 
equivalently replaced by

±(t) E G(t,x(t)) for a.a. t E [0,00) } -
	 ( 10) 

X(0) = xo
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where
f F(t,x)	for xl D and t E [0,00) 

G(i,x) = F(t,D) for lxi? Dand I E [0,00) 

	

D > ( I xol + AB) expA,	A = f	(i)dt <. 
Jo 

Moreover, there certainly exists a positive constant such that 

Ixol + IG(t,x)l	xo + A(B + D)	y for all x E R" and a.a. I E [0, 00).	(11) 
Hence, besides problem (10), consider still a one-parameter family of linear problems 
(notice that a product measurability of F implies the measurability of G(t, q(t)); see [5] 
and cf. (9))

(i) E G(t,q(t)) for a.a. t € [0,00),q E Q	
(12) x(i)eQflS	 J 

where
S = {x E C([O,00),R')Ix(0) = x0} 

Q = ClC((0,00),P.n){X(i) E ACi0 ([0,00),R") sup ess jElO)I ± ( t )I	-v}. 
It is well-known (see [26]) that problem (12) is equivalent to 

x(i) E so + / G(s, q(s)) ds := T(q) 

where the integral is understood in the generalized sense of Aumann (see [251). It follows 
from Theorem 3.1 that the operator T is, for each q E Q, acyclic and so conditions (i) 
- (iii) of Proposition 5.1 are satisfied, whenever T(Q) C Q . This, however, follows 
immediately from (11): 

	

sup x0 + / G(s, q(s)) ds	iso I + I	IG(t, q(i))i di tE[Ooo)	Jo	 Jo 

lxoi+(B+D)fcx(i)dt 

= ixol + A(B + D) 

<00. 
This also implies the boundedness of solutions U 

Remark 5.3. By the substitution I := —r, the conclusion of Theorem 5.2 is also 
true for the problem

±(t) E F(i,x(i)) for a.a. t E (—oo,0] j	 (1 
J 

but provided F: (—oo, 0] x R"—o R" is a Carathéodory product-measurable map sat- 
isfying condition (C) on J = (—oo,0] with f°a(t)dt <00. 

Now, we proceed to a target problem, again in the absence of Lipschitzianity.
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Theorem 5.4. Consider the target problem (5) and assume that F [0, co) x 
is a Carathéodorij product-measurable map satisfying condition (C) in Section 3 with 

f00° a(t) di <. Then problem (5) admits a (bounded) solution. 

Proof. Again, it is convenient to consider, instead of problem (5), the equivalent 
problem (6), where

fF(t,x)	for Ixl<D and tE[O,00) G(t,x) = F(t,D 1 ) for Ix  2 D and I E [0, 00) 

D 2 (i x i + AB) expA,	A 
= J"* a(t)dt < oo and (11) holds. 

Besides problem (6), consider still a one-parameter family of linear problems (12) (cf. 
(9)), where

S = {x E C([O,00),W')i lirnx(t) = x} 

Q	{q E C([O,00),R")l lq(t)i	ixool + A(B + D) for t 2 o}. 

Consider the set

{X e QIx ( i ) — x i (B+D)j a(s)ds fort > 0} cs. 

It is evident that Si is a closed subset of S and all solutions to problem (12) belong to 
SI.

At first, we assume that G = g is single-valued. Then we have a single-valued 
continuous operator

T(q) = x +J9(s,q(s))ds 

for every q e Q . Thus, to apply Proposition 5.1, only the condition T(Q) C Q should 
be verified. But this follows immediately from (11), because 

	

supx + J G(s, q(s)) ds	Ix,oI + 10 00 IG(t, q(t)) dt 
tEIO,00)  

lxl + (B + D) 10 00 c(t) di 

= 1x001 + A(B + D) 

<00. 

By Proposition 5.1, we obtain a solution to the problem with g as right-hand side. 
This existence result can be applied to prove Theorem 4.2 which is needed to prove our 
statement in a general case. In fact, in view of Theorem 4.2, the map T which assigns 
to every q E Q the set of solutions to the linear problem (12), is acyclic. Once more, we 
use Proposition 5.1 obtaining a solution to problem (5), and the proof is complete I



48	J. Andres et al. 

Remark 5.5. By the substitution i := —r, the conclusion of Theorem 5.4 is also 
true for the problem

±(t) E F(t,x(t)) for a.a. t E (—oo,O] 
x(—oo) = x_,,, E IR" 

but provided F (-00,0] x R' —o R" is a Carathéodory product-measurable map sat-
isfying condition (C) on J = (-00,0] with f°a(t)dt <00. 

Summarizing Theorems 5.2 and 5.4, we can conclude, in view of Remarks 5.3 and 
5.5, by the following 

Corollary 5.6. Let F R'—o R' be a Carathéodory product-measurable map 
satisfying condition (C) in Section 3, on J = ( -00,00), with f°°a(t)dt < oo. Then 
the inclusion

	

(t)	E F(t,x(t))	for a. a. t E (—oo,00) 
admits an entirely bounded solution x_ on (-00,00) with x_(—oo) = x_ E IR" and 
an entirely bounded solution x on (-00,00) with x+(oo) = x 0o E R". If, additionally,


	

F(t, x)	—F(—t, x) holds,	then at least one solution x exists with x(—co) = x(oo) = 
for each xo,, E R". 

6. Topological essentiality approach 
In the present section, we are interested in some applications of topological essentiality 
of multi-valued maps to differential problems on non-compact intervals. The notion of 
topological essentiality for single-valued maps was introduced by Granas in [24] and 
elaborated in [15]. In the multi-valued case, it has been considered by several authors 
(see, e.g., 112, 20, 23]). The approach presented in [23] is the most general one, but 
still it must be modified if we would like to apply it to problems on non-compact 
intervals. Indeed, the appropriate spaces are usually not normed and there are no 
open bounded subsets of them. On the other hand, it seems to be inappropriate to 
consider a topological essentiality for bounded (hence with an empty interior) subsets. 
An abstract definition and usual consequences are possible, but the class of such essential 
maps would not contain many important and natural examples of maps. Therefore, 
one should consider a topological essentiality in linear topological spaces for arbitrary 
open subsets. This approach has been described in [31] and we only recall here basic 
definitions and some consequences which will be needed below. 

For metric spaces, remark that a map is admissible if and only if it is a composition 
of acyclic maps (for more details see [161). Assume that E and F are Fréchet spaces 
and U C E is an open subset. Let 

	

A8u(U, F) =	: U—o F p is admissible and 0 

	

A'(U, F) =	U—o F is admissible and compact} 

.40(U,F) = {o e AC(U,F)cL,(x) = {0} for all I  au}. 
Notice that if ÔU = 0 (U = E), then Aäu(U, F) is the class of all admissible maps 
cp: U—oF and Ao(U,F)=A'(U,F).
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Definition 6.1 (comp. 123, 31]). A map go E A8u(U, F) is essential if, for every 
'I' E A°(U, F), there exists a point x E U such that go(x) fl T(x) 0 0. 

The most useful properties for us are summarized in the following two propositions. 

Proposition 6.2 (Existence). If go E .Aau(U,F) is essential, then there exists 
X E U such that 0 E go(x). 

Proposition 6.3. Let go E ..4au(U, F) be an essential map. If  : U x [0, 11— F is 
a compact admissible map such that 

(i) x(x,O) = { 0} for every x E ÔU 

(ii) {x E V go(x) fl X(x,t) 54 0 for some t E O, 11} CU, 

then (go - x(, 1)) is essential. 

The proofs of both propositions are quite analogous to those of Propositions 2.2 and 
2.7 in [23]. For other properties see [31] (comp. also [231). 

Among many important examples of essential maps one has the following 

Example 6.4. Let L : E - F be a continuous linear isomorphism. Then, for any 
open neighbourhood U of the origin in E, the restriction L]17 : U - F is essential. 

Now, we show how the topological essentiality can be applied to differential inclu-
sions. At first, let us give some preliminary assumptions: 

Put J 1 = [0, on) and let J2 be some subinterval of (—on, 0] such that 0 E J2 . Denote 
J = J2 U J1 . Let A i : Ji - C(C(J,R"),C(J2,R")) be continuous for i = 0,1,... ,k —1 
(e.g. [A(t)(x)j(s) = x(t + s)). Assume still that 

P,: Ck_l ( J, R hl ) - C(J2 ,R") (i = 0,1,...,k-2) are continuous 

Pk-1 : C' 1 (J, R') -* C(J2 , R'1 ), Pk-I(X) 

Tb : Ck_l (J, R")—o C(J2 , R'1 ) (i = 0,1,. . . , k - 1) are admissible and compact. 

Denote
El = C(J2 ,R") x ... x C(J2 ,R")	((k—i)— times) 
E2 = C(J2 ,R") x... x C(J2 ,R")	(k - times) 

and take some multi-valued map

go: J 1 xE2—oR'. 

Consider the family of problems 

X	 (t) E pgo(t, Ao(t)x, A 1 (t)d,. . . ,Ak_l(t)x) for a.a.t E Ji 
p0 (x) E pTbo(x)

(14) 

Pk-l( x ) E pTbk_1(X)
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where p E [0, 1]. For every p, the set of solutions to problem (14) will be denoted by 
S ((P). 

In the degenerate case, when .12 = { 0}, we can put [A1(t)x](0) = x(t) and identify 
C(J2 ,R") R", hence we have p' : Ck_I(J1,R) - IR", i,(', : Ck_l (J1, IR n)_oRt for 

= 0,1,.. .,k —1, and Pk-) (X) = x(k_1)(o). Thus, we get 

x(t) E p(t, x(t), th(t), . . . , x'(t)) for a.a. t E Ji 

Po(x ) E pT,bo(x)
(15) 

Pk—l(x ) E pbk_l(x) 

where p E 10, 1]. We denote by S(') the set of solutions to problems (15). 
The following special case of problems (14) will be considered below. We assume 

that
[A(t)x](s) = [A(t)x](s) = x(t + s)) 

W (z=0,1,...,k-1). 
pi ( x ) = x 

There is a map b E C'' (J2 , R") such that b 1 (x) = {b() } (i = 0, 1,... , k - 1). Under 
these assumptions, we get the problems 

x(k)(t) E pcp(t, A(t)x, A(t)x,. . . , A(t)x) for a.a. t E J1 
xIj2=pb

(16)  

x'Ij2 = pb(c_l) 

where p E [0, 11. The set of solutions to problems (16) will be denoted by Sp(y). One 
can see that for J2 = { 0} we obtain a family of Cauchy problems. 

Now, we prove an existence result for problems (14) using a topological essentiality. 

Theorem 6.5. Assume that p Ji x E2 —o R' is a locally integrably bounded 
upper semi continuous map with compact, convex values and there exists an open subset 
ci c Cc_l(J,R) such that 

(i) S(o) C ci for every p E [0,1] 
(ii) g : C c_I (J, R') -+ C(J, R) x E 1 given by g(x) = (x(''),p0(x)..... pk_2(x)) 

23 essential on fl. 

Then the set S'() is non-empty. 

Proof. Denote E = Ck_I ( J, IR) and F C(J,R"). For every x  E,u E 'k_i(x) 
and z1 : J1 

-i R" such that 

Z1(t) E y(t, Ao(t)x, A l (t)d,. . . , Ak_l (OX ) for a.a. t € J1 (17)
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(such z exists since p is upper semicontinuous) we define the map Yr,u,z : J -* R' by 

Iu(0)+fz(T)dT for tEJ1 
Yz,u,z = S

lU(t)	 for tEJ2. 

Define T: E—o F by 

T(x) = {yz,u,zju E 1,1)k_1 (x), z satisfies (17)}. 

This operator is the sum of 1k and an integral operator which is a compact map with 
compact, convex values (as a consequence of the local integrable boundedness of ). 
Therefore, T is admissible and compact. 

Consider the map 4 : —o F x E1 defined by 

ID(x) = g(x) - T(x) x ,bo(x) x ... x bk-2. 

One can see that 0 V 'I(x) for every x E ôf. Indeed, if 0 € 4(x), then x E S'(). 
Assumption (i) implies that S() C Q, thus x € Q. We want to prove now that 
o E 'I'(x) for some x E ft For this purpose we show that is essential. By assumption 
(ii) we know that g is essential. Define a homotopy x : U x [0, 1]--o F x E1 by 

X(x,t) = g(x) - t(T(x) x t,bo(x) x ... x 

for every x € Ti and t E [0, 11. Applying assumption (i) again, we conclude that x is a 
homotopy appropriate to use Proposition 6.3. This implies that = x(, 1) is essential. 
By Proposition 6.2, there is a point x E Q such that 0 € 1(x), which completes the 
proof I 

Corollary 6.6. Assume that J = [0,) and let W : J x IR7co R" be a locally 
integrably bounded upper semicontinuous map with compact, convex values. Suppose 
that there exists an open subset Q c C' 1 (J, lR) such that 

(i) S() C Q for every p E [0, ij 

(ii) g : C'' (J, R") - C(J, R') x E 1 defined by g(x) = (x(k_1),po(x), ...,p,_(x)) 
is essential on ft 

Then the set So) is non-empty. 

Corollary 6.7. Assume that : J 1 x E2 —oR" is a locally zntegrably bounded upper 
semicontinuous map with compact, convex values. Then the set Si is non-empty. 

Proof. Define a closed subspace G of C(J, R") x E1 (see the above notation) as 
follows:

Iy E C k_I (J, R) with (ki) = z 
G = < (z,uo,. . . , U k_2) E C(J,R") xE1 

t.	 and y.j3 = u 1 (i = 0'..  

The map g: F - G defined by 

-	 g(x) = (x	, x I J2,. . . ,x(c2)Ij,) 

is a linear isomorphism, hence by Example 6.4 g is essential on each open neighbourhbod 
of the origin in F. By Theorem 6.5 we get that S	01
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Remark 6.8. Note that all the above results are true if is a measurable-
continuous map. Moreover, in Corollary 6.7 we can assume only that is measurable-
upper semicontinuous. 

Now, we are interested in the topological structure of the solution set of problem 
(16). Assume that J2 = [r, 0] for some r < 0. 

Theorem 6.9. Assume that	J 1 x E2 --o R' is a locally integrably bounded map 
with compact, convex values satisfying the following conditions: 

(A) For all x 0 ,. .. , Xk-i e C(J2 , R") the map (., xo ) .... x_i) is measurable. 
(B) There exists L > 0 for all x 0 ,.. . ,xk_I, YO, ... ,Yk—I E C(J2 ,R") and for all 

k-I t E J1 such that dH((t, XO,... ,Xk_I),W(t,yO,. .. ,Yk-I))	L	i	- I/ill. 
Then Si (p) is a compact, acyclic subset of Ck_1(J, R"). 

Proof. We can -assume L > 1. Consider the map I : L 0 (Ji,R") -+ 
defined by 

l(z)(t)	I 21 b(0) + f f' . . . f' z(s)dsds_ 1 . . . ds j for t E J1 

b(t)	 for tEJ2 

and a sequence of maps 1m L'([O,m],R") - C''([r,m],lR') defined by 

lm(z)(t) = f	J=O 1 b(0) + f0
t	t 
f0 . . f0

3i z(s)dsds_ i . . . ds	fort E [0,m) 

I b(t)	 for t E J2. 

Define the operator 1: Ck_I(J,Rht)-_oCk_1(J,IRTI) by 

Y(t)	l(z)(t) and, a.a. in J1 
(x) = { 

E Ck_l(J, RH z(t) e (t, A(t)x, A(t),... , 

In a similar way, we define a sequence of multi-valued maps 4 m : Cc_I([r,m], R")_o 
C k_I ([r , m] , Rtl ) by 

= {Y E C([r, in], R n y(t) = I T.
 (t, A(t)x, A(t), . . . , A(i)x) 

 (Z)(t) and, a.a. in [0, m]	

} 

Observe that all values of cI m (x) are non-empty (since is measurable-continuous) and 
convex (since is convex-valued). Moreover, because of the compactness and convexity 
of values and by the local integrable boundedness of W , one can check that the values 
of m are compact, too. 

It is easy to see that the fixed point set Fix() is equal to the one of all solutions 
to problem (16). Thus, we are interested in the topological structure of Fix(). This 
will be studied, when applying the results from Section 2.
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Consider the equivalent norms in C k_i ([r, mj, Rn), 

k-I 
qm(x) =	max (Ix(I)(t)Ie_L). 

i=O iE[r,m) 

For every x,y E C''([r,m],R') and for every t € [r, m], we have 

e- Lkt IIA(t)x - A(t)yII = max {e_Lkulx(t + s) - y(i + s)I SE [r,0]} 

<max {c_Lk(tIx(i + s) - y(t + s)I s € Ir,oI} 

< max {e_tIx(v) - y(v)II v € [r,m]} 

=qm(x—y). 

For any x1,x2 € Ck_i ([r , ml, Rn ) and yj € m(Xi), 11 1 (t) = lm(z i )(i), we can choose 
Y2 E Dm(X2) (comp. [301) such that, for every t € [r, m], we have 112 (t) = 1m(Z2)(t) and 

Izi (1) - z2(t)I = dH (zi(t), (i, A(t)x 2 , A(t)2,... , A(i)x_1))). 

Now, for every t € [0,m] and i = 0,... ,k —1, 

(

—y2

i) 
()l 

= (ft 

r1	
fkl	

- z2 (s))dsdsk_ i . . dsi) 

	

ft f	. f	Izi(s) - z2(s )I dsds k_I_j .	< ds1  

	

i	S1	S__, k—i 
<L I /	f	> A(s)x - A(s )4' II dsdsk_I_i . dsi. 

Jo Jo 

Multiplying it by e 1 , we get 

e- Lki I(t) - 112
(I)

 (t)I
k-i 

Le' i
t jai . 

. .
eLks e Lk3 lIA(s)x ()) - A(s)4IIdsdsk_i_ .dsi 

j=O 

Itj
SI	3k-I-. 

	

qm(xi - x2 )Le L  	 eLkSdsdski	.dsi 

1  
:5 q(xi - x2)L(Lk)k_(e Lkt -e- Lkt 

1 - 
= qm(zi - X2)(Lk)ki_Ik 

1 -

 
e- Lkm 
k qm(xi - x2). 

- 
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Thus,
- Y2) !^ Lm qm (x i - x 2 )	where Lm = 1 - e_Jm < 1


what implies that m is a contraction. 
Now, it is easy to check that, considering C" 1 (J, R'1 ) as limit of an inverse system 

of Banach spaces endowed with norms q, 4D is a limit map induced by the sequence 
{m}. Using Corollary 2.10, we get that the set S1 () (which is equal to Fix()) is 
non-empty, compact and acyclici 

Note that the case of an unbounded interval J2 brings some troubles and the related 
problem remains open. 

7. Discontinuous autonomous differential inclusions 

In this section we are interested in existence results as well as in the structure of the 
solution set to an autonomous Cauchy problem with a multi-valued right-hand side 
on the halfiine J = 10, oo). The classical Carathéodory problem can be regarded as a 
special case. Indeed, the problem 

r(t) = g(t, x(t))	for a.a. t e J 
x(0)	V	

},	
(18) 

where 9: j x RI - JR'1 is a Carathéodory function, can be rewritten as follows. Define 
f(xo, x) = (1, g(x0 , x)), where x0 = t. Let y = (xo, x) be a new variable. Then we arrive 
at the autonomous problem

Y(t)f(y(t))	fora.a. tEJ) 
y(0)=(O,v)	 1	(19) 

which is equivalent to problem (18). 
The results below are generalizations of [7: Theorems 1 and 2] to the case of multi-

valued maps and non-compact intervals. 
We will consider the Cauchy problem 

	

r(t) E (x(t)) for a.a.. t E J }

	
(20) X(0) = V. 

Here : R"--o R'1 is a multi-valued map of the form (x) = 0(7(x), x), where r : JRfl 

JR is a single-valued map and 0 : J x R'—o JRfl is a multi-valued one. 
Theorem 7.1. Assume the following: 

(i) The map r : JR'1 - JR is continuously differentiable and ib : JR x JR'1 —o IR'1 is 
Caraihéodorij map. 

(ii) For some compact, convex set K C IR'1, at every point x, one has 

(x) C K	and	VT(X) . z > 0 for every z E K.	(21)
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Then the Cauchy problem (20) has a solution. If, additionally, 

(iii) The gradient Vr has bounded directional variation 8) with respect to the cone 
1= {AzA > 0 and z E K}, 

then problem (20) has a non-empty, compact and acyclic set of solutions. 

The proof of this statement will be given a little later, after some preparations.. 

Remark 7.2. We can understand assumption (ii) in Theorem 7.1 as a transversality 
assumption motivated by a classical Carathéodory single-valued problem. Indeed, the 
map f in (19) can jump across the hyperplanes of the form xo = const, which are 
transversal to f (the inner product of their normal vectors with I is equal to 1). In the 
above theorem, since ± E K, for every solution x, transversality assumptions imply that 
all trajectories must cross transversally any hypersurface of the form r(x) = const. 

Remark 7.3. The above theorem remains true with weaker assumptions on the 
regularity of the map i- . Namely, it is sufficient to assume that r is Lipschitzian and 
reformulate (21) e.g. in terms of Clarke's generalized gradients (see [81). 

For the proof of Theorem 7.1 we need some results describing possible regularizations 
of Carathéodory maps (see [10, 19, 25, 321). 

Proposition 7.4. Let J be an interval and F: JxR'—oR" be a non-empty compact 
convex-valued Carathéodory map. Suppose that r : R n -* IR satisfies assumptions (i) 
- (ii) of Theorem 7.1. Then there exists an almost upper semicontinuous 9) map C 

J x IR"—o R n with non-empty, compact, convex values and such that: 

(i) G(t,x) C F(t,x) for every (t, x) € J x R". 
(ii) For every T > 0, if A C [0, T] is measurable, u : A -* lR' is a measurable map, 

v E CT where 

CT = { E C([0,T],R v(0) = 0 and v(t) :
	

E K fort > s}


and u(t) E F(r(v(t)),v(t)) for a.a. t E'L, then u(t) € G(r(v(t)),v(t)) for a.a. t E L. 

Proof. Due to [25: Theorem 1.51 and [10: Lemma 11, there exists an almost upper 
semicontinuous map C: J xR"—olR" with non-empty, compact, convex values satisfying 

8) A map u has a bounded directional variation with respect to a cone 1' if 

sup { I u(Pi) - u(p_i)I N > 1 and p - i-1 E r for every	< • 

9) For two metric spaces X, Y and an interval J, a multi-valued map C : J x X—o Y is 
almost upper sevnicontinuous if, for every e . > 0, there exists a measurable set A, C J such 
that m(J \ A) < e and the restriction GI A. x X is upper semicontinUous, where m stands for 
the Lebesgue measure.
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(i) and

A C J measurable 
u, v : A —p W' measurable 
u(t) E F(i,v(t)) for a.a. t E L

.	u(t)EG(t,v(t)) for a.a tEL. 

Following the proofs of [25: Theorems 1.2, 1.3 and 1.5) one can check that statement (ii) 
also holds. Note that in this consideration we use the fact that, under the assumptions 
On T,

rrl((T o v) - '(B)) = rn(B)	for every B C R with m(B) = 0	(22) 
where m stands for the outer Lebesgue measure on IR and v E CT. To proof this we 
define the set

XT = {x E R': lxi <TIKI} 
where IKI = supZEK l x i, and notice that, by the continuity of the gradient Vr and the compactness of XT and K, there exists 5 > 0 such that 

	

V7-(x) . z>8	for every x E X and z E K.	 (23) 
Take any v E CT . By the definition of the set CT, we get that v(i) E XT for every 
t E (0, T). Hence, condition (23) implies 

liminf r(v(t)) - r(v(s)) > 
8 

t — s 

by which the map r o v is strictly increasing and, moreover, 

(r(v(b)) - T(V(a))) > b - a	 (24) 

for all a,b E E0,T1 with b > a. Take a set B C R with m*(B) = 0. We show that 
rn((r o v) - ' (B)) = 0 or, equivalently, that for every e > 0 there is a covering a = 
{P1 , P2,. . .} of (r o v) - '(B) by intervals such that Vol (a) = > m(pi ) <e. Let E > 0 be arbitrary and /9 = {D 1 , D2 ,. . .} be a covering of B by intervals such that Vol (8) <e8. Since ro y is continuous and increasing, all the sets (rov)'(D1 ) are intervals and form a covering of (r o v) - '(B). Putting b1 - a = m(D 1 ), we get 

	

Vol (T o v) - '(B) =	vol ((r a 

	

=	((T a v)'(b1 ) - ( r o 

which completes the proof of the proposition I
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Let us also recall the following 

Proposition 7.5 [3, 191. Let E, E1 be two separable Banach spaces, J be an interval 
and F: J x E—oE1 be an almost upper semicontinuous map with compact convex values. 
Then F is a-Carathéodory-selectionable. 10) The maps Fk : J x E—o E 1 are almost 
upper semicontinuous and we have Fk(t, e) C iW(UXEE F(t, x)) for all (t, e) E J x E. 
Moreover, if F is locally integrably bounded, then F is cr-mLL-selectionable. 11) 

Proof of Theorem 7.1. Without loss of generality, we assume that v = 0. In 
the first step, we describe the topological structure of the solution set of our problem 
considered on compact intervals. Using Proposition 7.4, for every integer m > 1 we 
can find an almost upper semicontinuous map G : J x R'—o R" such that the set 
S(Gm , r, v) of all solutions to the problem 

i(t) e Gm(r(x(t)),x(t)) for a.a. t E [0,m]}

	
( X(0) = v 

is equal to the set of solutions to the problem 

d(t) E t,b(r(x(t)),x(t)) for a.a. t € [0,m }

	
(26) 

X(0) =v. 

Proposition 7.5 implies the existence of a sequence of Carathéodory convex compact-
valued maps G' : J x R'—o R' (k E N) such that each G has a measurable-locally 
Lipschitz selector and G m is an intersection of G. Consider (comp. Proposition 7.4) 
the compact, convex set 

Cm = { E C([0,rn],R") I v(0) = 0 and v(t) - v(s)

	

	
I. E K for t > .s 

t — s 

Each map from Cm has values in the compact set 

Xm = {x E R": IxI :^ mIKI}. 

Denote by f : J x R" -	a measurable-locally Lipschitz selector of G and by 
J x	—' R" the map defined by 

IJ

r "(t , x )	 for xEXm 
g(t,x) = f(

t , m I Kl) for x V Xm. 

10) F is a-Carathéodory-selectionable, if there exists a sequence of maps Fk : J x E—o E1 for 
which there exists a full measure set A C .1 such that, for every t E A, x E E and k E N we have 
F(t,x) = flkeN Fk( t , x ), Fk+1(t,x) C F(t,x) and each Fk has a Carathéodory single-valued 
selector...............  
11) I.e. F is an intersection (see above) of a decreasing sequence of maps having measurable-
locally Lipschitz selectors.
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By the compactness of Xm, the map g(t,.) is globally Lipschitz. [7: Theorem 1] 
applied for g implies that the set S(G, r, v) of all solutions to the problem on [0, in] 
with G' as right-hand side is non-empty. By the well-known Ascoli theorem, this set 
is also compact. 

Now we show that, under assumption (iii), S(G,r,v) is contractible. Following, 
e.g., [17], we define a required homotopy h: S(G,r,v) x [0,1] —* S(G,r,v) by 

(u (t)	 for 0<i Am 
h(u, A)(i) 

= I S(g, T, Am, u(Am)) for Am t m 

where S(g, T, Am, u(Am)) denotes the unique solution of the problem 

±(t) = g(r(x(t)),x(t)) for a.a. t E [0,m] }

	
(27)


x(Am) = u(Am). 

The existence and uniqueness result for problem (27) follows from [7: Theorem 2]. Thus, 
we obtain that S(G,r, v) is compact and contractible. A standard computation shows 
that

S(Gm,r,v) = flS(G',Y,V) 

what implies that S(Gm ,T,V) is non-empty, compact and, under assumption (iii), also 
acyclic (more precisely - R5). 

Consider the following family of maps 'I', : C([0,m],Rt2)__0C([0, ml, Rhl) (m > 1): 

110	
vEL'([Om] R")and 

(U)(t) = v(s)ds
 v(s) e 1j(r(u(s)), u(s)) for a.a. t E [0, in] 

It is easy to check (e.g. by means of Propositions 7.4 and 7.5 and properties of measur-
able maps) that each 1m has non-empty values. Moreover, by the convexity of K, 'm 
maps Cm into Cm. Denote m : C,,,0 Cm, m() = 'Pm(u). It is easy to see that 
S(Gm ,T,V) is equal to the fixed point set of 'I'm. Notice that the set 

C = {v E C(J, ")v(0) = 0 and v(i) v(s) 
E K for t > s} 

can be considered as limit of the inverse system {Cm,ir} where : Cp .• Cm is a 
bonding map defined by 7r(u) UI10,,,). Moreover, the map {I'm} of the above system 
induces the limit map 'I : C—o C, 

(u)(t) = 110 t 
v(s)ds v E L 0 (J,R) and v(s) E (r(u(s)),u(s)) for a.a. t E 

Of course, the fixed point set of I' is equal to the solution set of problem (20). Hence 
Proposition 2.1 and Theorem 2.8 imply that the set of solutions to problem (20) is 
non-empty and compact under assumptions (i) - (ii) and, additionally, it is acyclic if we 
add assumption (iii). The proof of Theorem 7.1 is so complete I
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Remark 7.6. Note that [7: Theorems 1 and 21 can be reformulated and proved in 
the case of non-compact intervals (with single-valued right-hand side), when using the 
same method as in [7], under more restrictive assumptions on Ti in Theorem 1 and on r 
in Theorem 2. Namely, one should assume that Vr 1(x) z > S for some S > 0 and every 
z E K. 

Acknowledgements. The authors thank the referee for his valuable remarks. 
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