
Zeitschrift für Analysis und ihre Anwendungen
Journal for Analysis and its Applications

Volume 19 (2000), No. 2, 381–393

CM -Selectors for Pairs of
Oppositely Semicontinuous Multifunctions

and Some
Applications to Strongly Nonlinear Inclusions

Hôǹg Thái Nguyêñ, M. Juniewicz and J. Ziemińska

Abstract. We present a new approximate joint selection theorem which unifies Michael’s theo-
rem (1956) on continuous selections and Cellina’s theorem (1969) on continuous ε-approximate
selections. More precisely, we show that, given a convex-valued H-upper semicontinuous mul-
tifunction F and a convex-closed-valued lower semicontinuous multifunction G with F (x) ∩
G(x) 6= ∅, one can find a continuous function f which is both a selection of G and an ε-
approximate selection of F . We also prove a parametric version of this theorem for multifunc-
tions F and G of two variables (s, u) ∈ Ω×X where Ω is a measure space. Using this selection
theorem, we obtain an existence result for elliptic systems involving a vector Laplacian and a
strongly nonlinear multi-valued right-hand side, subject to Dirichlet boundary conditions.
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clusions, multi-valued elliptic systems, problems with strong non-linearities, with
lack of compactness and with critical exponents
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1. Introduction

The first purpose of this paper is to present a new continuous joint selection theorem
(Theorem 2.1) which unifies two known theorems due to E. A. Michael [13] in 1956 and to
A. Cellina [7] in 1969. More precisely, we prove that if F is an H-upper semicontinuous
convex-valued multifunction from X to 2Y , G is a lower semicontinuous convex-closed-
valued multifunction from X to 2Y , and F (x) ∩ G(x) 6= ∅ for all x ∈ X, then there
exists a CM -selector for the pair (F,G), i.e. there exists a continuous function which
is both a selector for G (as in Michael’s theorem) and an ε-approximate selector for F
(as in Cellina’s theorem). In the case G(x) ≡ Y Theorem 2.1 reduces to the Cellina
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theorem for F . In the case F (x) ≡ Y it reduces to the Michael theorem for G. In the
general case our theorem can be interpreted as an ”intermediate” theorem between the
Michael and Cellina theorems.

The notion of CM -selectors and the problem of their existence find motivation in
our research on the existence of solutions of strongly nonlinear multi-valued problems:
nonlinear Hammerstein multi-valued equations (inclusions) and elliptic boundary value
problems with strongly nonlinear multi-valued right-hand sides F satisfying some one-
sided estimates (the sign condition, the generalized sign condition, the Hammerstein
one-sided estimate, etc.). We observed that in such a case each one-sided estimate gen-
erates in the multi-valued setting some pair (F, G), where the multifunction G is lower
semicontinuous (see Theorems 2.2 and 3.1). The strong nonlinearity of F (s, x) means
that we have to consider problems involving F in the cases of the lack of compact-
ness and of critical exponents in the exact non-compact Sobolev embedding theorems
(Sobolev’s and Pokhozaev-Trudinger’s).

The second part of the present paper (Sections 4 and 5) is therefore devoted to
some applications of ε-approximate CM -selectors as well as to the study of the simplest
multi-valued strongly nonlinear problem (inclusion). To this end, we prove a simple
parametric version of Theorem 2.1 (see Theorem 3.1) for multifunctions F and G of
two variables (s, x) ∈ Ω ×X where Ω is a measure space. Next we apply the result to
constructing a sequence of single-valued strongly nonlinear Dirichlet problems−∆u(s) =
fn(s, u(s)) approximating the original multi-valued strongly nonlinear Dirichlet problem
−∆u(s) ∈ F (s, u(s)) in an ”appropriate” sense such that the functions fn(s, x) satisfy
the same one-sided estimate as the multifunction F (s, x) (see our construction of CM -
relaxations fn(s, x) in (5.1) - (5.2) of Step 1 in Section 5; cf. with usual truncated
relaxations fn(s, x) in the proof of [4: Theorem 2] and [15: Formula (28)]).

Finally we formulate and prove an existence theorem (Theorem 4.1) for the above
multi-valued strongly nonlinear problem (the simplest inclusion with lack of compact-
ness), emphasizing seven main steps characteristic of our weak convergence analysis via
the use of the above CM -relaxations (see Steps 1 - 7 in Section 5).

By the way, it is interesting to notice that in the proof of a recent result of Hu and
Papageorgiou [10] on a generalization of Browder’s degree for strongly nonlinear elliptic
inclusions of (S)+ type there is a gap in their construction of approximate single-valued
scalar functions gε(·, ·) (see [10: p. 24418], where in fact it is impossible to use ”line
segments to make continuous connections” for defining their auxiliary function η∗δ (r)).
This gap can be closed by using our ”applied” ε-approximate CM -selection Theorems
2.2 and 3.1 together with Remark 2.1/(2) of Section 2.

2. CM -Selectors

For the convenience of the reader, we give the basic definitions and notations following [2,
5]. Let (X, ρ) be a metric space. For x ∈ X, M ⊂ X and ε > 0 we denote by d(x, M) =
inf{ρ(x, y) : y ∈ M} the distance from x to M , by Uε(M) = {y ∈ X : d(y, M) < ε} the
ε-neighbourhood of M and by B(x, r) = BX(x, r) the open ball with center x and radius
r. The distance in the product X×Y of metric spaces is defined by d((x, y), (x1, y1)) =
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max{ρX(x, x1), ρY (y, y1)}. We assume that each multifunction considered has non-
empty values, unless stated to the contrary. The graph of a multifunction F : X → 2Y

is the set Gr F = {(x, y) ∈ X × Y : y ∈ F (x)}. If A ⊂ X, then F (A) denotes the set
∪x∈AF (x).

Let X, Y be metric spaces. A multifunction F : X → 2Y is called

- upper or lower semicontinuous at x0 if for any open set V ⊂ Y with F (x0) ⊂ V
or F (x0) ∩ V 6= ∅ one can find an open neighbourhood U ⊂ X of x0 such that
F (x) ⊂ V or F (x) ∩ V 6= ∅, respectively, for all x ∈ U .

- upper or lower semicontinuous, if it is upper or lower semicontinuous, respectively,
at every x ∈ X;

- H-upper or H-lower semicontinuous at x0 if for any ε > 0 one can find δ > 0 such that
F (B(x0, δ)) ⊂ Uε(F (x0)) or F (x0) ⊂ Uε(F (x)), respectively, for all x ∈ B(x0, δ).

- H-upper or H-lower semicontinuous, if it is H-upper or H-lower semicontinuous at
every x ∈ X, respectively;

If F is upper semicontinuous, then it is H-upper semicontinuous; the converse is
true if F takes compact values. If F is H-lower semicontinuous, then F is lower semi-
continuous; the converse is true if F takes compact values.

If Y is a normed space, we denote by conv D and conv D the convex hull and the
closed convex hull of a subset D of Y , respectively.

The main purpose of this section is to prove a theorem, which is intermediate be-
tween two famous continuous selection theorems: the Michael theorem [13] and the
Cellina theorem [7]. To formulate it, there is a need for a new notion which we imme-
diately introduce.

Definition 2.1. Let F,G : X → 2Y be two multifunctions, where X and Y are
metric spaces, and let ε > 0 be an arbitrary positive number. By an ε-approximate
CM -selector for the pair (F, G) we mean a continuous function f : X → Y which is
both a selector for G (i.e., f(x) ∈ G(x) for all x ∈ X) and an ε-approximate selector
(ε-selector in short) for F (i.e. Gr f ⊂ Uε(Gr F )).

Remark. If Y is a normed space, then f : X → Y is an ε-selector for F if and only
if f(x) ∈ F (BX(x, ε)) + BY (0, ε) for all x ∈ X.

Theorem 2.1. Let X be a metric space and Y a Banach space. Assume that
F, G : X → 2Y are multifunctions, F H-upper semicontinuous with convex values and
G lower semicontinuous with closed convex values, and such that F (x) ∩ G(x) 6= ∅ for
all x ∈ X. Then for every ε > 0 there exists an ε-approximate CM -selector for the pair
(F,G).

Proof. The proof of Theorem 2.1 will be carried out in two steps.

Step 1: Suppose first that Y is a normed space and G : X → 2Y has convex values
only. We claim that then for every ε1, ε2 > 0 there exists a continuous map f : X → Y
such that Gr f ⊂ Uε1(Gr F ), f(x) ∈ Uε2(G(x)) for every x ∈ X, and f(X) ⊂ conv F (X).

For the proof fix ε1, ε2 > 0. Let yx be an arbitrary element of F (x) ∩ G(x) with
x ∈ X. F is H-upper semicontinuous, so for x ∈ X there is δ1(x) > 0 such that
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δ1(x) < ε1 and F (B(x, δ1(x))) ⊂ Uε1(F (x)). The multifunction G is lower semicontin-
uous, therefore for x ∈ X there exists δ2(x) > 0 such that B(yx, ε2) ∩ G(x′) 6= ∅,
i.e. yx ∈ Uε2(G(x′)) for x′ ∈ B(x, δ2(x)). Denote δ(x) = min{δ1(x), δ2(x)} and
Ux = B(x, 1

2δ(x)) for x ∈ X. Since (Ux)x∈X is an open covering of the metric space X
and X is paracompact by the Stone theorem [12], we can find a locally finite refinement
(Wi)i∈I of (Ux)x∈X and a continuous partition of unity (φi)i∈I subordinate to (Wi)i∈I .
For each i ∈ I choose xi ∈ X such that φi ≡ 0 on X \Uxi

. Denote δ(xi) = δi, Uxi
= Ui

and yxi
= yi for i ∈ I. Define the function f : X → Y by f(x) =

∑
i∈I φi(x) yi.

Evidently, f is continuous, and as f(x) is a convex combination of elements of F (X),
we have f(x) ∈ conv F (X) for every x ∈ X.

Observe that f is an ε1-selector of F . Indeed, let x ∈ X and denote I(x) = {i ∈ I :
φi(x) 6= 0}. The set I(x) is finite and we have f(x) =

∑
i∈I(x) φi(x) yi. Define j ∈ I(x)

so that δj = maxi∈I(x) δi. If i ∈ I(x), then φi(x) > 0 and hence x ∈ Ui. Now

ρ(xi, xj) ≤ ρ(xi, x) + ρ(x, xj) < 2( 1
2δj) = δj ,

so xi ∈ B(xj , δj), and therefore yi ∈ Uε1(F (xj)) for i ∈ I(x). Consequently, f(x) ∈
Uε1(F (xj)) as the ε-neighbourhood Uε1(F (xj)) of the convex set F (xj) in the normed
space Y is convex. On the other hand, x ∈ B(xj , ε1) because δj < ε1. Finally,
(x, f(x)) ∈ Uε1(Gr F (x)) for every x ∈ X, i.e. f is an ε1-selector for F .

For the proof of the remaining part of our statement, let again x ∈ X. If i ∈ I(x),
then x ∈ Ui and hence yi ∈ Uε2(G(x)). Therefore f(x) =

∑
i∈I(x) φi(x) yi ∈ Uε2(G(x))

as the set G(x) and hence also Uε2(G(x)) is convex.
Step 2: Assume now that Y is even a Banach space and that G takes closed

convex values. We claim that for every ε > 0 there exists a CM -selector f for the pair
(F,G). Indeed, fix ε > 0. By Step 1 there exists a continuous map f1 : X → Y such
that Gr f1 ⊂ U ε

2
(Gr F ) and f1(x) ∈ U ε

2
(G(x)) for x ∈ X. Consider the multifunction

G1 : X → 2Y defined by G1(x) = G(x) ∩B(f1(x), ε
2 ). Of course, G1 has non-empty

closed convex values. Moreover, G1 is lower semicontinuous (see, e.g., [5: Proposition
1.1.5]). Thus, by the famous Michael theorem, G1 has a continuous selector f : X → Y .
Note that f is also a selector for G as G1(x) ⊂ G(x) = G(x) for x ∈ X.

It remains to show that Gr f ⊂ Uε(Gr F ). Indeed, let x ∈ X. Since (x, f1(x)) ∈
U ε

2
(Gr F ), we have ρ(x′, x) < ε

2 and ρ(y, f1(x)) < ε
2 for some x′ ∈ X and y ∈ F (x′).

Hence ρ(y, f(x)) ≤ ρ(y, f1(x)) + ρ(f1(x), f(x)) < ε
2 + ε

2 = ε, because f(x) ∈ G1(x) ⊂
B(f1(x), ε

2 ). Thus we have d((x, f(x)), (x′, y)) < ε, and consequently f is an ε-selector
for F

Remarks 2.1. 1) Theorem 2.1 is true also in the more general setting of Cellina’s
Theorem 1 from [8], i.e. when X is a paracompact, uniform space with countable base
(in particular, metric space) and Y is a complete metric, locally convex space (i.e.
Fréchet space). The Lp-decomposable nonconvex-valued version of the theorem is valid
too (cf. [6]; the results were announced in H. T. Nguyêñ [14] and are accepted for
publication in [16]).

2) From Theorem 2.1 follows in addition the possibility to construct a CM -selector
f such that f(a) = f0(a) (a ∈ A), where A ⊂ X is a fixed closed set (in particular,
A is a fixed finite or closed countable set) and f0 : A → Y is a fixed continuous
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function such that f0(a) ∈ F (a) ∩G(a) (a ∈ A). For a proof put G0(x) = {f0(x)} for
x ∈ A and G0(x) = G(x) for x 6∈ A. By [13] (see also [5]), G0 is lower semicontinuous
just as G. Applying the statement of Theorem 2.1 for the pair (F, G0), we get its CM -
selector f , which clearly is a CM -selector for the pair (F,G) with the additional property
f(x) = f0(x) (x ∈ A). The existence of ε-approximate selectors with this property, for
an H-upper semicontinuous multifunction (as in Cellina’s selection theorem [7]) seems
to be unnoticed before (see recent references in the books [5, 11], and recent papers, for
example [10]), although it is well-known that a lower semicontinuous multifunction of
Michael’s theorem has a continuous selector satisfying the additional property.

The following ”applied” ε-approximate CM -selection theorem (and it together with
the above Remark 2.1/(2)) is an example of how Theorem 2.1 can be applied to con-
structing ε-approximate continuous selectors satisfying some additional conditions.

Theorem 2.2. Let X be a Banach space and X∗ be its dual. Assume that F : X →
2X∗

is a H-upper semicontinuous multifunction with convex values and that g : X → R
is a continuous non-negative function. Define G : X → 2X∗

by

G(x) =




{y ∈ X∗ : 〈x, y〉 ≤ g(x)} if x 6= 0
X∗ if x = 0 and g(0) > 0
{0} if x = 0 and g(0) = 0.

Assume that F (x) ∩G(x) 6= ∅ for all x ∈ X. Then G is lower semicontinuous, and the
pair (F,G) has an ε-approximate CM -selector for every ε > 0.

Proof. It suffices to show that G satisfies the assumptions of Theorem 2.1. It
is clear that G has non-empty closed convex values. It remains to show that it is
lower semicontinuous. Indeed, assume that G is not lower semicontinuous at some
x0 ∈ X. Then there exist an open set V ⊂ X∗ such that G(x0)∩ V 6= ∅ and a sequence
(xn) ⊂ X \{0},which converges to x0 and such that G(xn)∩V = ∅ for n ∈ N. Therefore,
for every y ∈ V we have 〈xn, y〉 > g(xn) for n ∈ N and hence 〈x0, y〉 ≥ g(x0) by the
continuity of 〈·, ·〉 and g. This is a contradiction if g(0) > 0 and x0 = 0.

Assume now that x0 6= 0 and take y0 ∈ G(x0)∩V . Then B(y0, r) ⊂ V for some r > 0.
From the above it follows that 〈x0, y0〉 = g(x0). On the other hand, by the classical
Hahn-Banach theorem [9], there exists z ∈ X∗ with ‖z‖ = 1 and 〈x0, z〉 = ‖x0‖ 6= 0.
Then for y = y0 − r

2z we have y ∈ B(y0, r) ⊂ V and 〈x0, y〉 = g(x0) − r
2 ‖x0‖ < g(x0)

which is a contradiction.
The lower semicontinuity of G at x0 = 0 when g(0) = 0 is obvious, since in this

case by definition G(0) = {0}. So if G(0) ∩ V 6= ∅ where V is open, then 0 ∈ V . But of
course 0 ∈ G(x) for every x ∈ X, hence G(x) ∩ V 6= ∅ for every x ∈ X

Remark that the inequality 〈x, y〉 ≤ g(x) is called in the literature one-sided esti-
mate.
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3. CM -selectors for multifunctions of two variables

Let (Ω,A, µ) be a measure space with a complete, σ-finite measure µ on a σ-algebra
A. Let X and Y be separable complete metric spaces. A multifunction F : Ω →
2X with closed values is called measurable if the set {x ∈ X : F (x) ∩ U 6= ∅} is
measurable for every open subset U of X. For other equivalent notions of measurability
of multifunctions see, e.g., [2, 5].

We recall that f : Ω×X → Y is called a Carathéodory function if f(s, ·) is continuous
for almost all s ∈ Ω and f(·, x) is measurable for all x ∈ X. Following e.g. [2], a
multifunction F : Ω × X → 2Y is called H-upper Carathéodory if F (s, ·) is H-upper
semicontinuous for almost all s ∈ Ω and F (·, x) is measurable for all x ∈ X.

Further, a multifunction F : Ω ×X → 2Y is called (mod 0)-measurable if F (·, ·) is
measurable on (Ω\D0) × X with respect to the algebra A × B(X) where D0 is some
measurable set with µ(D0) = 0 and B(X) is the algebra of all Borel subsets of X. More
information concerning multifunctions of two variables can be found e.g. in [2].

The following ”applied” ε-approximate CM -selection theorem is a parametric ver-
sion of Theorem 2.2. Note that Remark 2.1/(2) is valid also for Theorem 3.1, and is
useful in applications.

Theorem 3.1. Let F : Ω× Rm → 2Rm

be an H-upper Carathéodory and (mod 0)-
measurable multifunction, taking convex compact values. Further, let g : Ω × Rm → R
be a non-negative Carathéodory function, define G : Ω× Rm → 2R

m

by

G(s, x) =




{y ∈ Rm : 〈x, y〉 ≤ g(s, x)} if x 6= 0
Rm if x = 0 and g(s, 0) > 0
{0} if x = 0 and g(s, 0) = 0.

for any s ∈ Ω, and assume that F (s, x)∩G(s, x) 6= ∅ for almost all s ∈ Ω and all x ∈ Rm.
Then for every positive measurable function ε : Ω → R+ there exists a Carathéodory
function f : Ω×Rm → Rm such that f(s, ·) is a CM -selector for the pair (F (s, ·), G(s, ·))
with respect to ε(s) > 0 for almost all s ∈ Ω.

Proof. Let ε : Ω → R+ be an arbitrary measurable positive function. Define
F̂ (s, x) = F (s,B(x, 1

2ε(s)) + B(0, 1
2ε(s)) for s ∈ Ω and x ∈ Rm. It is easy to show

that F̂ (s, ·) is H-upper semicontinuous and has closed values for almost all s ∈ Ω. We
contend also that F̂ (·, x) is measurable for all x ∈ X. In fact, it is known that the
properties of F ensure that the multifunction s 7→ F (s, Z(s)) is measurable for every
measurable multifunction Z : Ω → 2R

m

(see, e.g., [2]). Taking Z(s) ≡ B(x, 1
2ε(s)) for

s ∈ Ω and fixed x ∈ Rm we obtain that the multifunction F (·, B(x, 1
2ε(·))), and hence

also F̂ (·, x) is measurable.
Denote H(s, x) = F̂ (s, x) ∩ G(s, x) (s ∈ Ω, x ∈ Rm) and let C(Rm,Rm) be the

separable metric space of all continuous functions from Rm into Rm, with the topology
of uniform convergence on compact sets. From Theorem 2.2 it follows that H(s, ·) has
a continuous selector for almost all s ∈ Ω, so the multifunction Φ : Ω → 2C(Rm,Rm)

defined by Φ(s) = {f ∈ C(Rm,Rm) : f(x) ∈ H(s, x) for all x ∈ Rm} has a.e. non-
empty values. We noted earlier that F̂ (s, ·) is H-upper semicontinuous for almost all
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s ∈ Ω, and therefore for almost all s ∈ Ω and for any continuous function f : Rm → Rm

the implication

f(r) ∈ F̂ (s, r) (∀ r ∈ Qm) =⇒ f(x) ∈ F̂ (s, x) (∀ x ∈ Rm)

is valid. In view of this fact, and because H takes closed values, we can write

GrΦ =
{

(s, f) ∈ Ω× C(Rm,Rm) : d(f(x), H(s, x)) = 0 (∀ x ∈ Rm)
}

=
{

(s, f) ∈ Ω× C(Rm,Rm) : d(f(r),H(s, r)) = 0 (∀ r ∈ Qm)
}

=
⋂

r∈Qm

{
(s, f) ∈ Ω× C(Rm,Rm) : d(f(r),H(s, r)) = 0

}
.

Clearly, H(·, x) is measurable for all x ∈ Rm, so for each r of the countable set Qm the
function (s, f) 7→ d(f(r),H(s, r)) is a Carathéodory function from Ω×C(Rm,Rm) into
R. Hence as is well-known (see, e.g., [2, 5]) we have

{
(s, f) ∈ Ω× C(Rm,Rm) : d(f(r),H(s, r)) = 0

}
∈ A⊗ B(C(Rm,Rm))

where B(M) is the algebra of all Borel subsets of a metric space M . It follows that
GrΦ ∈ A ⊗ B(C(Rm,Rm)). By the von Neumann-Aumann selection theorem (see [5])
Φ has a measurable selector h : Ω → C(Rm,Rm). Set f(s, x) = (h(s))(x). Then f is a
Carathéodory function with the desired properties

Theorem 3.1 (and a more general parametric version of Theorem 2.1) can also
be proved in the framework of Fréchet or Banach spaces (by a different but rather
complicated technique). Its various modifications cover multi-valued versions of many
generalized Hammerstein one-sided estimates and all generalized sign conditions.

4. The Dirichlet problem for multi-valued elliptic differential
systems with strong non-linearities

Let Ω be a bounded domain in Rn (n ≥ 2) and F : Ω×Rm → 2R
m

some multifunction
of two variables (s, u) ∈ Ω× Rm. We shall consider the problem

−∆mu(s) ∈ F (s, u(s)) for a.a. s ∈ Ω

u|∂Ω = 0

}
(4.1)

where ∆m = (∆, ..., ∆) is an m-vector Laplacian.
In what follows we shall denote the scalar product and norm in the Euclidean space

Rm by (·, ·) and | · |, respectively, and the scalar product and norm in the Lebesgue
space L2 = L2(Ω,Rm) by 〈·, ·〉 and ‖ · ‖, respectively. As usual, H1 = H1(Ω,Rm) is the
Sobolev space defined by the norm ‖u‖1 = ‖u‖+ ‖∇mu‖, while H1

0 = H1
0 (Ω,Rm) is the

closure of C∞0 (Ω,Rm) with respect to this norm. Denote by H−1 the dual space to H1
0

with respect to the L2-pairing 〈·, ·〉. Given a Young function M : Ω × R → [0,+∞),
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the term Orlicz space (see, e.g., [17]) will refer to the space LM = LM (Ω,Rm) (of all
equivalence classes) of all measurable functions u on Ω taking values in Rm, which is
equipped with the Luxemburg norm ‖u‖M = inf{k > 0 :

∫
Ω

M(s, ‖u(s)‖/k) ds ≤ 1}. In
particular, we shall be interested in Orlicz spaces X with the property that X ⊂ L2 ⊂ X ′

where X ′ denotes the Köthe associate space of X (see, e.g., [4]). Remember that if
M(s, α) = |α|p (1 ≤ p < +∞), we get LM = Lp.

Throughout this section, we denote by Z the special Lebesgue or Orlicz space

Z =
{

L 2n
n−2

if n > 2
LN if n = 2

(4.2)

where N(s, α) = exp(|α|2) − 1. By the Sobolev exact embedding theorem (the case
n > 2) and the Pokhozaev-Trudinger exact embedding theorem (the case n = 2), the
Sobolev space H1

0 is always continuously non-compactly embedded into Z (see, e.g.,
[18]). By e.g. [4: Lemma 1], H1

0 is compactly embedded into X, if X is an Orlicz space
such that the space Z is absolutely continuously embedded into the space X, i.e. the
elements of the unit ball of Z have uniformly absolutely continuous norms in X:

lim
mes (D)→0

sup
‖u‖Z≤1

‖PDu‖X = 0.

Here PD denotes the multiplication operator by the characteristic function of a mea-
surable set D. Following e.g. [2], we define the multi-valued superposition operator NF

by
NF (u) = {v : v is measurable and v(s) ∈ F (s, u(s)) a.e.}. (4.3)

We shall use one of the following acting conditions:

(AC1) m = 1 (i.e. the case of scalar equations), X = Z, and the multi-valued
superposition operator NF acts from Z into 2Z′ where Z ′ = L 2n

n+2
if n > 2 and Z ′ = LN∗

with N∗ the dual to the Young function N if n = 2.

(AC2) m > 1 (i.e. the case of a system of equations), and either
(a) n > 2, Z ⊂ X strictly, the multi-valued superposition operator NF acts from X

into 2Z′ , Z is absolutely continuously embedded into X

or
(b) n = 2, Z ⊂ X, the multi-valued superposition operator NF acts from X into

2Z′ , and the equality limmes (D)→0 supy∈N(x),‖x‖X≤r〈y, PDz〉 = 0
holds for each z ∈ Z and r > 0.

Later on, we denote by µ∆ the first Dirichlet eigenvalue of the Laplacian −∆ on Ω.
The main result for this section is the following

Theorem 4.1. Let Z be the space in (4.2) and X be an Orlicz space such that

H1
0 ⊂ Z ⊂ X ⊂ L2 ⊂ X ′ ⊂ Z ′ ⊂ H−1 (4.4)

continuously. Suppose condition (AC1) for the case m = 1 and condition (AC2) for the
case m > 1. Suppose in addition that the following conditions are satisfied:
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1) F (·, ·) has non-empty compact convex values and is an H-upper Carathéodory as
well as an (mod 0)-measurable multifunction.

2) For almost all s ∈ Ω there exists w ∈ F (s, u) such that the one-sided inequality

(u,w) ≤ γ(u, u) + δ(s) (4.5)

holds where 0 < γ < µ∆ and δ ∈ L1(Ω,R) is positive.

Then problem (4.1) has at least one solution u∗ ∈ H1
0 .

The proof of Theorem 4.1 will be given in Section 5.

Remarks 4.1.

1) Sufficient (and necessary) conditions guaranteeing that the multi-valued superpo-
sition (Nemytskij) operator NF acts as desired in conditions (AC1) - (AC2) of Theorem
4.1 are completely analogous to those for the single-valued superposition operator (for
the latter case see, e.g., [4]). For example, when m = 1 and n > 2 we may assume the
polynomial growth condition

sup
w∈F (s,u)

|w| ≤ a(s) + b |u| n+2
n−2 (4.6)

for some a ∈ L 2n
n+2

(Ω,R) and b ∈ [0, +∞); when m = 1 and n = 2 we may assume
the analogous non-polynomial exponential growth condition, using the Young function
N and its dual Young function N∗. It is well-known that all the exponents in (4.6)
as well as in the above non-polynomial exponential growth condition are critical (and
the inclusion under consideration is non-compact-type strongly nonlinear) since they all
correspond to the exact continuous non-compact embeddings in the above-mentioned
Sobolev/Pokhozaev-Trudinger theorems (see the discussions for the single-valued case,
e.g., in [4, 15]).

2) The compact-type nonlinear inclusions were treated, e.g., in [3] and the references
cited therein.

3) Analogous existence results are valid for more complicated strongly nonlinear
inclusions such as multi-valued versions of strongly nonlinear problems, which were
studied, e.g., in [4, 15] and the references cited therein.

Example 4.1. Let n > 2 and D ⊂ R be a fixed closed non-empty set (finite or
countable, or uncountable such as a Cantor ”middle thirds” set). Put ϕ = ϕ1 + ϕ2,
where ϕ1(u) = |u| n+2

n−2 for u ≤ 0 and ϕ1(u) = 0 for u > 0, and ϕ2(u) = 0 for u ∈ D
and ϕ2(u) = 1 for u 6∈ D (then the set of discontinuity points of ϕ coincides with
D). Define [2] the so-called (Krasovskij) convexification of the discontinuous ϕ by
ϕ∗(u) = ∩η>0co (ϕ([u− η, u + η])). Given any h ∈ L2(Ω) with h 6∈ Lp(Ω) for all p > n,
Theorem 4.1 allows us to state the solvability result for (4.1) with F (s, u) = ϕ∗(u)+h(s),
while the example cannot be treated by [3], and papers cited therein.
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5. Proof of Theorem 4.1

We shall divide the proof of Theorem 4.1 into 7 steps.
Step 1: By Theorem 3.1 (if F (s, ·) is independent of s, it is sufficient to apply

Theorem 2.2) there exists for each ε > 0 a Carathéodory function gε(·, ·) : Ω×Rm → Rm

such that

Gr gε(s, ·) ⊂
{

(u, v) ∈ Rm × Rm : d((u, v), Gr F (s, ·)) < ε
}

a.e. (5.1)

and, moreover, gε satisfies the one-sided estimate

(u, gε(s, u)) ≤ γ(u, u) + δ(s) (5.2)

where γ and δ(·) are the same as in (4.5) and do not depend on ε. Choosing εn = 1
n we

define so-called CM -relaxations fn by

fn(s, u) =





g 1
n
(s, u) if |g 1

n
(s, u)| ≤ n

n
g 1

n
(s,u)

|g 1
n

(s,u)| if |g 1
n
(s, u)| > n.

(5.3)

By (5.2) and (5.3), fn are Carathéodory functions and

fn(s, u) = θn(s, u)g 1
n
(s, u) (5.4)

where 0 < θn(s, u) < 1 and

(u, fn(s, u)) ≤ γ(u, u) + δ(s). (5.5)

Step 2: As is well-known (see, e.g., [18]), the operator L generated by the Laplacian
−∆m is continuous and invertible from H1

0 into H−1, and

〈Lu, u〉 ≥ α ‖u‖21 (u ∈ H1
0 ) (5.6)

for some α > 0 (see, e.g., [18]). Remember that the solvability of (4.1) in H1
0 means the

existence of u ∈ H1
0 and v ∈ NF (u) such that v ∈ H−1 and Lu = v. Now we consider

the approximate single-valued problem in H1
0

−∆mu(s) = fn(s, u(s)) a.e.

u|∂Ω = 0

}
(5.7)

where fn is defined in (5.4) and satisfies (5.5). Clearly, the single-valued superposition
operator Fn, where Fn(x) = fn(·, x(·)), maps the space L2 into itself. In the presence
of (5.5) via CM -selections, by [4: Lemma 5], the continuous compact operator L−1Fn

has a fixed point un ∈ L2 (i.e. un = L−1Fnun) such that

‖un‖2L2
≤ ‖un‖21 ≤

d

c
(5.8)
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where d = ‖δ(·)‖L1 and c = α(µ∆ − γ)µ−1
∆ do not depend on n ∈ N.

Step 3: In the presence of (5.8) and (5.5) via CM -selections, by the same argument
[4], we deduce that the inequality

∫

Ω

∣∣(Fnun(s), un(s))
∣∣ ds ≤ 2σ (5.9)

holds for un from Step 2, where σ = d(1 + γ
c ) does not depend on n ∈ N.

Step 4: We claim additionally that for un from Step 2 we have the equality

lim
mes (D)→0

sup
n
〈Fnun, PDz〉 = 0 (5.10)

for each z ∈ Z. In the presence of (5.9) and (5.5) via CM -selections, this can be verified
directly as in the single-valued case [4].

Step 5: From (5.10) via the Dunford-Pettis type σ(Z ′, Z)-weak precompactness and
σ(Z ′, Z)-weak completeness theorems in Z ′ (see, e.g., [9, 16]) it follows that there exist
some subsequence nk and some v∗ ∈ Z ′ such that 〈Fnk

unk
, z〉 → 〈v∗, z〉 for each z ∈ Z.

Further, since L−1 acts continuously from H−1 into H1
0 and H1

0 ⊂ Z ⊂ Z ′ ⊂ H−1

continuously (see (4.2)), L−1 acts continuously from Z ′ into Z. So the dual operator
(L−1)∗ acts continuously from Z∗ into (Z ′)∗. Remark that Z ′ ⊂ Z∗ continuously and
(Z ′)∗ = (Z ′)′ = Z, since Z is a perfect space and Z ′ = (Z ′)0 (see [17]) by our choice
of Z in (4.2). Therefore, (L−1)∗ acts continuously from Z ′ into Z, and so 〈L−1v, z〉 =
〈v, (L−1)∗z〉 for all v, z ∈ Z ′. Consequently,

〈L−1(Fnk
unk

), z〉 = 〈Fnk
unk

, (L−1)∗z〉 → 〈v∗, (L−1)∗z〉 = 〈L−1v∗, z〉

for each z ∈ Z ′, as k → +∞. So L−1(Fnk
unk

) converges in the weak topology σ(Z, Z ′)
to L−1v∗.

Step 6: From (5.8) and the Rellich-Kondrashov theorem (see [18]) we get that
{un}n is precompact in L2 and in measure. Therefore we may choose a subsequence of
{nk}k, which we shall for simplicity denote again by {nk}, such that unk

converges in L2

to u∗ and unk
(s) → u∗(s) for almost all s ∈ Ω, for some measurable function u∗ ∈ L2.

From (5.8) we get that unk
, u∗ ∈ Z. From our choice of nk, we get also that (see Step

5) 〈Fnk
unk

, z〉 → 〈v∗, z〉 (k → +∞) for each z ∈ Z = (Z ′)∗, i.e. Fnk
unk

→ v∗ in
the weak topology σ(Z ′, (Z ′)∗). Invoking, e.g., [1: Theorem 8] about sequential strong-
weak continuous dependence, we get v∗ ∈ NF (u∗). We draw attention of the reader
to the fact that for to apply the theorem it is crucial that in definition (5.3) of the
functions fn there is involved property (5.1) of CM -selectors. Let us remark here that
in the single-valued case of F (·, ·) one can get by the Nemytskij theorem (see [4, 15, 17])
also the convergence in measure of Fnk

unk
to NF (u∗) (and so one can get immediately

v∗ = NF (u∗)); in the multi-valued case this is not true.
Step 7: From Step 2 we get unk

= L−1(Fnk
unk

). From the results of Steps 5 and
6 we then obtain u∗ = L−1v∗ (since by the well-known Hahn-Saks-Vitali theorem[9] the
limit in measure and the σ(Z,Z ′)-weak limit coincide in Z) and v∗ ∈ NF (u∗). Therefore
u∗ ∈ L−1NF (u∗), and so Lu∗ ∈ NF (u∗)
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[14] (in September 1997).

The authors are grateful also for the constructive critical remarks of the reviewers,
which influenced the shape of the revised version.

References

[1] Amrani, A., Castaing, C. and M. Valadier: Méthodes de troncature appliquées à des
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[15] Nguyêñ, H. T.: Existence theorems for boundary value problems for strongly nonlinear
elliptic systems. Z. Anal. Anw. 18 (1999), 585 – 610.

[16] Nguyen, H. T., Juniewicz, M. and J. Zieminska: CM-selectors for pairs of oppositely
semicontinuous multi-valued maps with Lp-decomposable values. Studia Math. (accepted).



CM -Selectors and Strongly Nonlinear Inclusions 393

[17] Rao, M. M. and Z. D. Ren: Theory of Orlicz Spaces. New York: Marcel Dekker 1991.

[18] Zeidler, E.: Nonlinear Functional Analysis and its Applications. Parts 1 - 4. Berlin et al.:
Springer-Verlag 1986 - 1998.

Received 10.04.1999; in revised form 17.12.1999


