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Asymptotic Justification 
of the 

Conserved Phase-Field Model with Memory 

V. Felli 

Abstract. We consider a conserved phase-field model with memory in which the Fourier heat 
conduction law is replaced by a constitutive assumption of Curtin-Pipkin type; the system 
is conserved in the sense that the initial mass of the order parameter is preserved during 
the evolution. We investigate a Cauchy-Neumann problem for this model which couples an 
integro-differential equation with a nonlinear fourth-order equation for the phase field. here 
we assume that the heat flux memory kernel has a decreasing exponential as principal part 
and we study the behaviour of solutions when this kernel converges to a Dirac mass. We show 
that the solution to the conserved phase-field model with memory converges to a solution to 
the phase-field problem without memory under suitable assumptions on the data. 
Keywords: Phase-field models, phase transitions, heat conduction with memory, asymptotic 

analysis, error estimates 
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1. Introduction 

A material subject to variation of temperature and phase-transitions occupies an open 
bounded connected domain ci C Re". (j\r 1,2,3) with smooth boundary 3Q, in a 
given time interval [0,T) (T > 0). We assume that only two phases are observed. The 
dynamic of the system can be characterized by two state variables, namely the relative 
temperature i9 (fixed in order that 19 = 0 is the equilibrium temperature between the 
two phases) and the phase field x (which may stand for the local proportion of one of 
the two phases). 

The evolution of 9 and x is governed by the differential model 

ôt (i9 + ex) - k0 Lsi9 = go	
in cix(0,T)	 (1.1) 

where go stands for the heat source, k0 is a positive constant and £ e R+ represents the 
latent heat. We associate with (1.1) the Neumann boundary conditions 

— x —ei9 ) =Oon ôci x(0,T)	(1.2) 
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where Oi, denotes the outward normal partial derivative on oci, and the initial conditions 

9(0) = 90) 

X( 0 ) = Xo f	
in	 (1.3) 

where z9 0 and Xo are the initial data for the temperature and phase field, respectively. 
In this paper we study some connections between problem (1.1)-(1.3) and the phase-

field model analyzed in [9], by developing techniques which are similar to those employed 
in [7] for the non-conserved phase-field models introduced and analyzed in [5, 6]. For 
some of our results one can also see [10]. 

We notice that (1.1) is a balance of energy where the diffusion term k0 L.i9 comes 
out from the Fourier law. 

Let us assume the Gurtin-Pipkin law (see [11]) according to which the heat flux q 
is given by

q(x, t) = - 
1-00 

k(t - s)V(x, s) ds	 (1.4) 

so that q depends only on the temporal history of the temperature gradient V9. In 
(1.4) k : (0,T) -* R represents a heat relaxation kernel. Consequently, under this 
assumption, the balance of energy is given by 

0t(r9+ex)—k * 9=g	 (1.5) 

where * denotes the time convolution product over (0, T), i.e. for a arid b summable in 
(0,T),

(a * b)(t) = f a(s)b(t - s)ds	(t e [0,T]). 

The right-hand side g of equation (1.5) takes not only go but also the assumption that 
the past history of the system is known up to t = 0 into account. Letting 5 stand for the 
Dirac mass located ati = 0, we remark that k0 r9 may be equivalently set as k0 5 * A19. 
Arguing as in [7], we take k = ke for a suitable sequence {k} e >o approximating k06 
and study the problem with memory corresponding to the kernels k1 , in order to discuss 
the convergence of the solution to the r—problem (with memory) to the solution to the 
limit problem (1.1) - (1.3) (without memory) as E 10. 

As far as the memory kernels are concerned, we assume them to be given by the 
sum of a decreasing exponential

	

(i > 0),	 (1.6) 

the trivial extension of which converges to k0 8 in the sense of distributions, and a 
perturbation converging to 0 in a suitable topology. 

Referring to [7], we remark that this choice is motivated by the fact that, if ke is 
given by (1.6), then the heat flux constitutive assumption 

q(x.t) = _1—e_Vt9(x,$)ds=q(x.0)_.(k*v)(t)
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comes from the well-known Maxwell-Cattaneo law (cf. [4]) 

eôt q + q = — k0Vt9 

where E > 0 is small (for E = 0 we have the Fourier law). Setting w = 1 * ( + ex) and 
rewriting (1.5) in the form

5w—k*A(O1w_ex)=g 

I.e.
8w - k(0)Lw g + k' * Aw - * 

we underline the hyperbolic character of (1.5), since the left-hand side of the previous 
equation is the wave operator if k(0) > 0 and V * Aw can be considered as a lower order 
term. 

Now we are going to develop three sections. In Section 2, we give an explanation 
of our notation, the rigorous formulation of the problem, and the statement of our 
main results. In Section 3; we prove the convergence of the solution to the problem 
with memory to a solution to the limit problem. In the last, Section 4, we prove error 
estimates with respect to the parameter E. 

2. Main results 

For the sake of convenience, we recall the same notation adopted in [9]. We set 

H = L2(l) 
V=H'(l) 

W={vH 2 (l): 3,u=0onô} 

and introduce the operator A E £(V, V') given by 

(Au, v) = f Vu Vv	(u,v E V)	 (2.1) 

where (.,.) stands for the duality pairing between V' and V. We denote by (,) the 
inner product in H (which is identified with its dual space H'), and by ((., )) the duality 
pairing between W' and W. Let W, V, 7, V', W' be the subspaces of W, V, H, V', WI, 
respectively, of null-average elements v, that is ((v, 1)) = 0. 

Now, we define the operator Ar: 71 —* W that maps v E 7-1 into the unique function 
Jfv E W which solves

—i(J(v) = v a.e. in 0 

O(Ar ) = 0 a.e. on F 

JA
rv=0	 — -.
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We reiriark that Al is an isomorphism and can be extended to an isomorphism (still 
denoted by Al) from V'to V given by 

Alv E V,	
in 

V GIVV) . V  = (V, Z) (z E V).	 (2.2) 

By transposition, iV is extended to an operator (which is denoted by Al and is an 
isomorphism again) from W' to 7-t as 

Alv E H,	- (Afv)z = ((v, z)) (z C W). 

Note that the norm 

iIV(Alv)1 2)	= (v,AIv) 4	is equivalent to	II v IIv'	(v E V') (2.3) 

and we use this norm instead of IIvIIv' whenever it is more convenient. Besides, 

(f IHv) 
2	

is equivalent to	iI v IIw'	(v E )/V'). 

Let us use the same notation 11. jj	both for the norm in H = L 2 (cl) and for that in 
H" = L2(ci,R"). 

Let us assume
k0, £ E (0, oo) (2.4) 

and let us consider the c-problem (for all c > 0) 

0j(9	+ £X,) - A(kE * i9) =g,in Q'r 
5txE —(— L xe+x—xe—et9 e)=0	inQT 

*	e) = 3vxc = 5v(Xe +	-	-	9e) = 0	on
(2.5) 

9(0) = i9oe	and	xc(0) = XO,e	in ci 

where Q'j' = ci x (0,T) and E 1 = 511 x (0,T). The kernel ke in (2.5)	is the unique 
solution to the singular perturbation problem 

ck + k = 7re (2.6) 

k(0)r= (2.7)

that is
k0 _	

C 

1 
k	

C 
= —e + -e	* 7r	 (2.8) 

for a given
7t E w2 "(0,T).	 (2.9) 
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Let g satisfy the conditions 

	

g E L'(0, T; H) fl (W''(O,T; H) + W21 (0,T; V'))	 (2.10) 
g(0) E H.	 (2.11) 

Assume also
E v) (2.12) 

XO,e E V j 
and that the kernels k are of positive type, that is 

T 

	

j (v (t), (k * v)(t))dt > 0	(v E L2 (0, T; H), T E (0, +oo)).	(2.13) 

Note that there is indeed at least , one memory kernel given by (2.8) which fulfils (2.13), 
namely the one obtained for 7r = 0. Besides, a sufficient condition which guarantees 
that k is of positive type is that 7r is of positive type, since [13: p. 278/Theorem XX] 
ensures that the convolution of functions of positive type is of positive type. 

A weak formulation of problem (2.5) can be stated as 

t9 E W" 1 (0, T; W') fl L(0, T; H) fl L 2 (0, T; V) 

	

xc E H'(0, T; V') fl L'(0, T; V) fl L 2 (0,T: W)	
(2.14) 

V, + eX, E C°([0,TI, V) fl C'([O,T]; H) 

E L2(0,T;V) 

and 

((O(i9 + exe)( t ), v)) - j(kc * )(t)v = j g, (t)v (v E W, ac. in (0, T)) 

= L Xe + X - Xc - 

(ox(t), v) + I V(t) . Vv = 0 (v E V, ac. in (0, T)) 

9(0) = t9o, and xc(0 ) = XO,c 

This has been proved in [12] (existence) and 9 I (uniqueness) under weaker assumptions 
on the data k,g,t90 and, consequently, with less regularity than that stated above. 
On the other hand, assuming our hypotheses one can easily obtain regularity (2.14) for 
the solution to the c-problem. In particular, to obtain the improved regularity (2.14)3 
claimed on 17c, we set We = 1 * 77, and rewrite (2.15) as 

'I W + k(0)Aw, = Ic - A(k * w) 

where f = g, - e(k * Xe), with the initial conditions 

	

w(0)=0	'	' 

	

w(0) =	= 19 0,e +
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Since f E L'(O,T;H)+ IV" (Q,T;V') and qo, E V, we can apply [1: p. 62/Theorem 
4.41 to get

w E C°([O, T]; V) fl C'([O, T]; H). 

Then we set f	f - A(k * we), thus we obtain 

W + k(0)Aw, = 

w(0) = 0 
w(0) = 770,e 

Since f e W"(O,T;H)+ W2,1 (0,T; V') and f(0) E H, using [1: p. 74/Theorem 5.1] 
we have

WeE C '([0 , TI; V)nC2([0,T];H) 
and so (2.14) 3 is proved. 

One can also see [8], where a generalized system is studied and regularity results 
are presented as well. 

Thanks to (2.14), t9, takes values into V so that problem (2.5) can be rewritten by 
means of the operator A as 

at(,, + e) +A(k * 9) 

8iXe + Ae 

t9(0) = t9o, and Xe(0) 

If the unknown function i) i

= ge  

= 0  

Ax's + x - Xe -	
( in V', a.e. in (0,T)). (2.16) 

=  
= Xo,e 

replaced by the integrated enthalpy w, namely 

	

We = 1 * (i9 +	 ( 2.17) 

problem (2.16) is transformed into 

Ow + A(k * Ot w) = 9e + A(k * EX,) 

	

ôy +	= 0 
Ax + x + ( 2 - 1 )Xe - eoW =	

.	( 2.18) 

ôjW(0)	79 0, + 'XOe, Xe( 0) = XO,e, W(0)	0 

We now consider the limit problem 

5(i9 + ex) + k0 A19 = g	in W I ) 

otx+Ae=0	m	I I (for a.e.	E (0,T)).	(2.19) A+3	

V' 

——Ei9=	in 
9(0)=9, X(0)=Xo 

Arguing as above, we introduce the integrated enthalpy 

w=1*(9+ex)	 (2.20)
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and write the limit problem in terms of to as 

+ koA(aw — ex) = 9 

	

01x+Ae=O	
(2.21) 

Ax+x3 ——e(9--e)= 

ôt w(0) = 19 + £Xo, x(°) = Xo, w(0) = 0 

As far as the data are concerned, we assume 

9 E L 2 (0, T; H)

 I 

	

i9 E V'	 (2.22) 

x0EH  

and look for a solution (t9,,) to problem (2.19) such that 

0 E H'(O, T; W') fl L(0, T; H) 

x e L'(0, T; V) fl H'(0, T; V') fl L2 (0,T; W).	 (2.23) 

E L2(0,T;V) 

Now, let us state our results. The first one ensures the convergence of the conserved 
phase-field model with memory to the conserved phase-field model without memory 
(classical model). For the uniqueness of the solution to the limit problem we refer to 
[3: p. 550/Theorem 3.1]. 

Without any loss of generality, we can assume e < 1 and require boundedness of 
converging terms to hold for 0 < E < 1. 

Theorem 2.1. ForE E (0, 1), assume (2.4), (2.6) —(2.13), (2.22) and let ( 19 e, xe, 
be the solution to problem (2.16) satisfying (2.14). Moreover, assume that 

XO,c	Xo in H, 19	i90 in V'	 (2.24) 

9e — g in L2 (0,T;H)	 (2.25) 
ir +0 in W 1 "(0,T)	 (2.26) 

as e 10 and that, for any C E (0, 1), 

	

xe E C°([0, T}; V)	 (2.27) 

11190,eIIH + IIxo,eIIV + II9eIIL 2 (0,T;H)	CO	 (2.28) 

for some constant co > 0. Then, there exists a triplet (19, x, ) satisfying (2.23) and such 
that the strong, weak star and weak convergences 

1 * i9 .—* 1 * 19 in C°([0,TI; H) fl H'(0,T; V') 

—* X in C°([0, T]; H) fl L2 (0, T; V) 

9e19 in L(0,T;H)flH'(0,T;W')
(2.29) 

XeX in L'(0, T; V) fl H'(0, T; V') fl L2 (0,T; W) 

	

in L2 (0,T;V)	 --

x--x3 in L°°(0,T;H)



960	V. Felli 

hold. Moreover, the triplet (9, x ) yields the solution to problem (2.19). 

Sufficient conditions in order to ensure the validity of (2.27) are given in [8]. 
We next present an error estimate, for which we ask for additional bounds on the 

sequences {ge},{9oe},{xoe}, {ir}, besides (2.28). Let (19 c ,X e , c ) be the solution to 
problem (2.16) satisfying (2.14) and (t9,x,) the solution to problem (2.19) satisfying 
(2.23). 

Theorem 2.2. In addition to the assumptions of Theorem 2.1, assume 

g E H'(O,T;H) + W 21 (0,T;V')	 (2.30) 

and

62 ]g(0)11 H + E ll '9 0,1: + £XO,e II V + Ej]g In '(O,T;H)+ W2.'(O,T;V') 

+ j(xo - Xo) + IIXO,e - xoIIv' + IIO,f - oIIv	 (2.31) 

+II 7rCIIW I . I (0,T) + l l g - 9II L 2 (0T; n ) <— CIE2 

for any c E (0, 1) and for some constant c 1 > 0. Then the error estimate 

[(1 * t9e) - 0 * 9 )II II I (o,T;H)nL(o,T;v) + IIx - XII1.(OT;V)nL2(O,T;V) CIE (2.32) 

holds for any c E (0,1) with C 1 >0 a constant depending only on cl,T, co, c 1 ,e,k0 and 
on the upper bounds for the data related to (2.24) - (2.26). 

In the following proofs, for the sake of convenience, c> 0 denotes a constant which 
may vary from line to line, but it always depends on Q, ko, £, T and on the data at 
most. Constants like B 1 , B2 etc. depend only on the data (not on the approximation 
parameter). We point out that a > 0 always denotes a parameter which is chosen 
small enough in each step of the proofs and a symbol like ca is employed to stress the 
dependance on the parameter a. 

Moreover, we recall the formulas 

a*b=a(0)(1*b)+at*1*b}	
(2.33) 

(a * b) = a(0)b + a t * 

which hold whenever they make sense, and the Young theorem 

ha * bIIL(o'J';x) < II a [IL,(ol. ) hI bIILq(oT;x) (2.34) 

where X is a real Banach space and p,q,r E [1,00] with = + —1. Finally, we use 
the elementary inequality 

2ab < aa2 + 1b2	(a,b > 0, or >0)	 (2.35) a 

and extended versions of the Gronwall lemma (see [2: pp. 156 - 157]).
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3. Proof of Theorem 2.1 

The scheme of the proof is the following. First of all we prove some a priori estimates for 
the solution (0, xc, ) to problem (2.16). Then we select some converging sequences 
by weak and weak star compactness. Finally, we show that the limits of these sequences 
solve problem (2.19). 

First set of a priori estimates. The first a priori estimate, which we derive for 
the reader's convenience, is actually the same inequality deduced in [9: Theorem 2.1]. 
We sum (2.16) tested by 9c(t) (note that 0 takes values into V) 

	

(at c(t),	( t )) + e(a1X(0 1 19 1: (0) + j(kc * v)(t) . Vc(t) = (g(t),	(t)) 

for a.e. t E (0, T) with (2.16) 2 tested by A((ôie )(t) (note that ôtXe( t ) E V by (2.15)3 
tested by v = 1), i.e.	 - 

(at x c (t),A1( ot x c )(t) + (Ac(t),J'I(3jc(t))) = o	a. e. in (0, T). 

Using (2.2), (2.3) and (2.16) 3 , integrating with respect to time and remarking that 

j t (is, 
( k, * v)(s) . W(s)) ds > 0	(t > 0) 

by virtue of (2.13), we infer that

+ IIVxc(t) 2 

	

IIc(t)II	
+	

;I atxc( s )II , ds	-	IIH +	f(x(t) - 1)2 

IIo,cII + II V XO,cII + f(x	- 1)2 + J (L 9c(S)c(3)) ds. 

Applying the generalized Gronwall lemma, we obtain 

+
 J t 

I[ôX( s )II ds + lIvX(t)1 + f (x(t) - 1)2 
0	 0

2 
2 <c 

(
11ociiii + II VXO,II + j(x	- 1)2 +

 (10 I g ( s )IIH ds)) 

with c > 0 being a constant. 
Note that, owing to the continuous embedding H'() C L4(1l), 

I	- 1)2 < dlx II + ll 

where	is the Lebesgue measure in Rv. Hence we find the estimates 

IIe(t)II+ j 
II a X(S )Il , ds + II Vx( i )ll	+ IIxc(t)11t4(0) 

C	 + Il Vxo,clli + llxo,cl]i +1+ II gclIL l (o,T;H))	(3.1) 

<c (II 9o[I	+ 1 + lIXQc lit, + llgcIiLl(oTH)) 

= cB(E)
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where
B(e) = + 1 + [XoJJ, + 19e[ IL I (O TI!)	 (3.2) 

Remarking that xc - XO,c E V, by virtue of Poincaré inequality we obtain 

+ iixii1) 

<c (iio,I, + [ XoI[ +1+ I[ gc IILt(OT;H) + ixaii)	
(3.3) 

(i oii, + Ixø,[I	+ 1 + IIclILI(oTH)) 

= cB(e) 

where c > 0 is a constant. We point out that (2.28) yields B(E) < c2 , c2 > 0 being a 
constant. 

Second set of a priori estimates. In order to deduce the second estimate we 
develop techniques which are similar to those employed in [7]. We first integrate (2.16) 
with respect to time to get 

i9 + £XC	- exo,, + A(1 k *	= 1 * ge	ill V' 

and multiply (2.16) itself by E to get 

E()c + ex,)' + EA(k *	= E9e	in V' 

Adding the two equalities obtained this way and noting that (2.6) - (2.7) yield Ek E + 1 * 
kc = k0 + 1 * it• we have 

E(9 + ex,)' + t) c + ex. + A((k0 + H.) * i9.) = F	 (3.4) 

where
fl = 1 * 1r E W3'1(0,T) 

= Ege + 79o,e + £XO,. + 1 * 9. E L 2 (o, T; H).	
(3.5) 

We can rewrite (3.4) in terms of W as 

+ ôjW + k0 Aw, = F, A(7r. * w.) + A((k 0 + fl ) * Lx,) .	( 3.6) 

Testing this by ôtn, = 19 + Lx. and integrating with respect to t, we have 

E

	

IIOiWc(t)II, Jf jôW	+

3	 (3.7) 
- 211i9oe+e	2 - -	 XO,cI[H J (Fc (s),5 wc (s))ds +	I(t) 

0
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where Q	l x (0, t) (t E (0, TI) and 

11(t) = f (L V(k0 * £Xc)(s ) . V(Dt we(s))) ds 

12 (t) = eff ( fl * VXE) . V(ô1w) 

13 (t) = - ffQ' (7, * VW , ) 

We now estimate these quantities. Integrating by parts, we can treat 1 1 as 

1 1 (t) = fn (ko * V(eX f ))(t) . Vw(t) - AQ t £kO VX . Vw, 

<aVw(t) 1 +	 11k 0 * v(ex e )Il (o j;J) ff ekO VX E . Vw, 

a ll Vw E (t)Il 1 +e2k ff, lVxl 2 +	1+	IfQ 
where the Young theorem and (2.35) have been employed. 

To deal with 12, we use-integration by parts and the Young inequality to obtain 

12 (t) = ef ( U * Vx)( t ) . Vw(t) - IfQ' 5(H VXe) . VW, 

= ef(H E * VxE)( t ) . Vw(t) - ff( * Vx) VWE 

allVw(t)Il	+	e2 Iln * VXEll(ot;H) 

+ f ' ll Vw ( s )ll .i d,s + e2 f' 
ll(	* Vx)(s)jds

<0, Vwc(t) 1 + ie2clkCll(OT) IQ 
+ ff I± e lkeliLl(OT) ff l7xcl. 

As far as 13 is concerned, after integrating by parts and in view of (2.33) and (2.35) 
we have 

13 (t) = -	* vw)(t) . Vw(t) + ff ((o)vw, + * Vw) . 

a l VwE( t )lI + IkeIl(o,T) IJQ IVWI 2 + (k(0 )l + lklIL'(OT))
 ffQ lVwl2. 

Now we collect all these estimates and add lI wc( t )ll( to both sides of (3.7). Re-
marking that 

llw(t)Il	Cfo ll we( s )IIH II ôt we( s )llH ds <off at wl 2 +	ffQ le 12 4 	 Q,	U



964	V. Felli 

we infer that

k0	2	k0 
IIôtw(t)lI + 11Q, aI2 + 2

	
i - II Vw(t)	+ --. IIWe(t)IIi 

IIo,cII + Ee2 lI XO, II 1 + a ll Vw(i)lli + Ick2 fIQ IVXeI2 

	

k0 AQ IVxEI2+ 	JJQ,ivwi2 +I llF€(s)llds+ 2 	2	 aj 0 

+ a f IlOt we( s)Ili ds + a ll Vw(t)ll +	2 cll e lI (OT) AQ lVxel 
Jo	 a  

+ JJ l VW, I 2 + e lkilL'(oT) ff lxl2 + a ll Vwe(t)ll 

+ c( 
1 
—U "

 
on + 

k(0)l + IkellLl(OT)) ff IV 
a	

WeI2 Q 

	

Cff+ a iflöt w e l 2 + -
	

lW 12 
C 

If we choose a = min{ , } arid recall (3.2) - (3.3) we obtain 

If 2 +	II we( t ' ll Ow )II + 1 - 	01W. I	-	)II2 V 2 Q 
jj + 6 e llxo, lli + (c + c llirelli (on)	vX 2 IL 

+ ( + C IICIIL 2 (0T) + k(0)l + lkllL'o,n) ff 
+ C	Il F ( s )lI d + cJJ IwI2 1 
E t9o , jq + E2 IIXo,II	+ cB(E)(1 + IkIIL(o,T)) 

+ ClIFe1I2(0T.H) + G(E) JOIIw(s)Ilds 

where we have set

G(c) = c + C Il 7r lIi 2 (0 T) + k(0)I + Ike IIL'(O,T) 

for some constant c> 0. Applying the Gronwall lemma we find the estimate 

6lI o1 w ( t )Il + Jf ja, W e1 2
+ llw)iI2V 

c(e , i	+ Ee2 II XO,e II	+ B(e)(1 + IkeIILl ( o,T) ) + llFelI2(ol,;u))e)T 

Since (2.26) implies
lkeIIW(O,T)	B 1	 (3.8)
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for some constant B 1 > 0, we have G(e) B2 so that, recalling also (2.28), we infer 

EIIOjw(t)II + ff iôwi + II wc( t )II, <B3	 (3.9) 

for some constant B3 > 0 depending on Q, k0 , e, T. Besides, the estimate 

	

(1 * 9 ) ( t )IIv	110 * 09 + £x4)( t )IIv + £II(1 * x)(t)JIv 

II we( t )IJv + CPIXeIIL2(o,T;V)	
(3.10)

<B+cB(E) 

<B4 

holds for some constant B4 > 0 depending on Q, k0 , e, T. 

Third set of a priori estimates. By (2.16)2 tested by v = (t) and integrated 
over (0, T), we have 

IIeII 2 (o,T;H) <— 111L 2 (0,T;V) II ôtXIL 2 (O,7';V)	C(,L2(0,T;V)	(3.11)

where (3.1) is used to get the second inequality. We put 

1 M	
1 

(t) = - 
II in 

The Poincaré inequality, (3.11) amd (2.35) next yield 

IIc IIL 2 (0,T,V)	-	IIL(O,T;v) + CI!VIeI2(oy) 

+ cIMCl2(O,T) 
c 11C1f 2 (O,T;V) + CIA'IeI,2(oT) 

IIee IIL 2 (o,T;V) + C + cIMcI2(oT). 

Thus
c 2	 I	M. 2 
ce L2(OT;V) - C t C ivi L 2 (0,T) 

and it easily follows from (3.1) and (2.16) 3 that M is bounded indipendently of e in 
L°°(0, T), hence

rT 

J	II( t )II dt	B5	 (3.12) 
0 

for some constant B5 > 0 depending on Q, k0 , £, T. The continuous embedding H' (cl) c 
L 6 () yields

	

IIx(t)II,	IIXe( t )II6 ( Q )	C Xe(t)Ilj 

and therefore
IIx(t)IiH	B6	 (3.13)



966	V. Felli 

for some constant B6 > 0. 

Weak convergence. The previous estimates yield 

IeIIL00(0i';t1) 
I1 * 19e 111, °°(OT;V) 

I!XEIIL c0 (o,T;V)nH l (o,T;V)nL 0 (o,T;L 4 (i))	C(1, k0 , e, T).	(3.14) 

IIeII L2(O,T;V) 

IIx II L(O,T;Jl) 

Well-known weak or weak star compactness results ensure the existence of 

9 E L°°(0,T:H) 

E L°'(Q,T;V) 

X E L'(0, T; V) fl H'(0, T; V') fl L(0, T; L4()) 

€L2(0,T;V) 

E L(0, T; H) 

such that, at least for a subsequence of 10, the convergences 

t9, 19 in L(0,T;H) 

1 * V, 0 in L°°(0,T;V) 

xE-x in L'(0, T; V) fl H'(0, T; V') fl L(0, T; L 4 (Q))	 (3.15) 

in L(0, T; V) 

x- -	in L(01T:H) 

hold. It is easy to show	1 * 19, so that 

	

1 * 19 ' 1 9	in L'(0, T; V).	 (3.16) 

In order to prove = x 3 we would like xe to converge to x in a quite strong sense. 
Using [14: p. 89/Corollary 81, we obtain that {xe} is relatively compact in C°([0, T); H) 
so that, possibly for a subsequence of e 10, 

xE -* x	in C°([0, TI; H).	 (3.17) 

Then XE - x in L2 (Q 7 ) and, possibly for a subsequence, a.e. in QT, and this implies 
-* X 3 ac. in QT. Thus x3 Vac. in QT and we get 

	

- x 3	in L(0,T;H).	 (3.18) 
Passage to limit. Owing to (2.24), (2.16)4 and (3.17), we have 

XE(0)Xo,EXo}

	

inH 

	

xE( 0 )	x(0)
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and consequently x(°) = Xo Now we let e 1 0 in (2.16) 3 . Then (3.15) 3 , ( 3.18), (3.15), 
(3.15) 4 and the fact that A e £(V, V') allow us to pass to limit in L2 (0, t; V') in a weak 
sense, thus obtaining (2.19) 3 . Thanks to (3.15) 3 and (3.15) 4 We can pass to limit in 
(2.16) 2 with respect to the weak topology of L2 (0,T; V') and we get (2.19)2. 

We now want to pass to the limit in (3.4). First of all we can rewrite (3.4) as 

Eôw + aw, + koA(1 * 9)+ A(l * 7te *	= F.	 (3.19)

Next, by (3.5) we have 

<c("o

IIE5W 2 
CIIL2(OT;V) 

— E IIL 2 (O,7';V) + kIIAII(vv)II1 * 19C 11
 

2 

+ E2 2 II g IIL 2 (o,T; v ) + 119E IIL 2 (O,i';V) + jk9O,e/' + 
11 X0 

II 

+ A112 (vv)II1 *	* CII
2 
L2(O,T;V)) 

c(JJ 
IaWI2+kIIAII2 2 

C(V,V')II	CIIL00(0,7';V)
Qt 

• 119e IIL 2 (O,T;JI) + 119e 11	 1119 0 , C 1 1 21 
+ 1k9oe hi + lix	2 

O,e II V 

• hl A hi ( v,v ) ikhI
2 
L1(oT)	*	112

L (Oi';V)) 

Therefore, from (3.9), (2.28), (3.10) and (3.8) we get 

EöW E lI ! 2 (O?' ; V) <B7 

for some constant B7 > 0. Then the previous estimate and (3.9) (which ensures that 
—* 0 in the sense of distributions) allow us to conclude 

EOW	0	in L(0,T; V') 

We can note that (3.15) and (3.15) 3 imply 3tW — i9 + ex in L2 (0,T; V')and (3.16) 
yields A(1 * t9) — A(1 * 0) in L2 (0, T; V'). By (2.24) and (2.25) we have

	

E9e	0 in. L2 (0,T; V') 

	

1 *g e	1 * g	in L2(0,T;V') 

	

19 0 ":	t9 0	in V' 

Moreover, recalling the Young theorem, we get 

IIA(l *	* 9 e)hlL 2 (0,T;V')	Il A licv,v'hl 1 * 7r * e llL2(0,1';V) 

hl A hlvv'lh 1 * 9 ehIL 2 (O'j';V)hh 7T ehlL l ( 01') 

< c hl A hlC(vv) B4hh 7rChIw 1 , l (0,T) 

and h1 rChlw I . 1 ( o,T) - 0 thanks to (2.26). Thus A(1 *1r *9) —* 0 in L2 (0, T; V'). Passing 
now to the limit in (3.19) we obtain 

0 + ex + k0 A(1 * 1) = 1 * g + t9 0 + exo	 (3.20)
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in L 2 (0,T;V') and consequently mV', a.e. in (0,T).
Introducing now the operator A E £(H, W') by 

((Av,z))=-jvz	(zEW,vEH) 

we can observe that A is an extension of A. Since 1*i9 E H'(O, T; H), we have A(1 *t9) = 
A(1 * ) E H'(O,T; W'). Since x and 1 * g are in H'(0, T; W') too, by (3.20) we get 
0 E H 1 (0,T; W'). Differentiating (3.20) with respect tot, we find o1(t9+ex)+koA9 = g 
in L'(0, T; W') and thus in W', a.e. in (0,T). Finally, (3.20) in t = 0 gives 19(0) = 
in account of the fact that x(°) = Xo• 

It remains to verify the strong convergence in (2.29) and (2.29) 2 , and the weak 
convergences of 0 to 0 in H'(O,T; W') and of xc to x in L 2 (0,T; W). 

First we prove {Xc} is bounded in L2 (0,T;W). By (2.16) 3 and (3.14) 13 _ 5 we have 

II 4 Xe IIL2(O,T;H) 
IIx II L 2 (O,T;H) + lIx II L 2 (OT;H) + e II	II I, 2 (O,T;H) + Ic II L2(OT;H) 

< c(2, k0 , e, T). 

Hence, thanks to well-known regularity results on elliptic equations, we conclude 

IIxc IIL2(O,'I';W) < e(1, k 0 , £, T).	 (3.21) 

Then, possibly taking a subsequence of e 1 0, there exists u E L2 (0, T; W) such that 
xc - u in L2 (O, T; W). From (3.15) 3 it is clear that u = x, so 

xc - x	in L(0, T; V) fl H'(O, T; V') fl L°°(0, T; L 4 (1)) fl L 2 (0, T; W). 

Being {Xc} bounded in L2(0,T;W) and {t9jxc} bounded in L2(0,T;V'), by virtue of 
[14: p. 89/Corollary 8] we conclude (possibly for a subsequence) xc - x in L 2 (0, T; V). 
Being, by (3.14)2, {1 *i9c} bounded in L°°(0,T;V) and, by (3.14), {i9} bounded in 
L(0,T; H), {1 *i9} is bounded in W"(0,T; H). Besides, 1 *t9e1 *t9 in L'(0, T; V) 
so that we can apply the Ascoli theorem and conclude 

1 *	- 1 * i9	in C°([0, T]; H).	(3.22) 

Since ke * t9c belongs to C°([0, TI; H) (and thus to L 2(0,T;H)) as k E C'(10, TI) and 
0c E L°°(0,T;H), we have A(k * t9) E L2(0,T;W'). Thanks to (2.16), we find 
a, 0, E L2(0,T;W'), and (3.14) yields 

* 19c)IIL2(0,T;w)	II A IIcH,w' IIk * 9eIIL2(0,T;H) 

C II A Ic(H W') IIc 11L2(OT;H) 

for some constant c > 0 depending on Q,k0 ,e,T, where 0	T 
f0 kc(t)dt < c has been 

usd. Since by (2.28) 1g, I is bounded in L'(0, T; W') and by (3.14) 3 IIÔLXcJIL2(o,T;w') is
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bounded we get II819cIIL2(0,T;w) < c. Thus at V	ô9 in L 2 (0,T; W') and so 
in H'(0, T; W'). Thanks to (14: p. 89/Corollary 8) again, {i9} is relatively compact in 
L'(0, T; V'). Hence, possibly for a subsequence, 

—* 0	in L2(O,T;V').	 (3.23) 

Therefore (3.22) and (3.23) yield 1 * t9, —* 1 * 9 in H'(0, T; V'). Finally, let us remark 
that the uniqueness of the solution to the limit problem implies that the convergences 
stated above hold for the entire sequence I 

4. Proof of Theorem 2.2 

First of all, we prove an estimate for 

C2 IIatwcIIL2(0,T;H) 

following the scheme of [7]. We differentiate (3.6) with respect to t and we would like 
testing it by Eawe. Since this is not an admissible test function, we should approximate 
it by admissible test functions, e.g., as in [6: Appendix]. However, we prefer to proceed 
formally and use E5w, directly, since we are essentially allowed to do it. We integrate 
over (0, t) and, recovering the initial value for ôw, from (2.18), we obtain 

+ C JjQ IôwI2 + k0e  IIVôiwe(t)IIq 

C2 3	 (4.1) 
k0e 

—I]ge (0)II 1 + ---II V (i9o, + £xo ,e )II q +	—Ti(t)2 1=1 

where

11 (t) = Cf (at F(s),aw(s))ds 

12 (t) = —E f (A8, * w4(5), ôwe(s))ds 

13 (t) = Cf (A31 ((k0 + He) * ex)(s ), 0w(s))ds 

Now we estimate these quantities. Since (2.30) and (3.5) imply 

Fe H'(0,T;H) + W2"(0,T;V') 

we split	
F1 E H'(O,T;H) 

F = F 1 + F,2	with 
] • F 2 E W21(0,T;V')
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In 11 (t) we integrate by parts the second term, and owing to (2.18) 4 we have 

	

11 (t) UE lOw2 + CEA 5F,iI2 +AQ,	 ,
2 + Ca E II Ot Fe2( t )Ili , + c IIi9 o, + £xOeIII + EIIÔtFC2(0)IPv, 

+
 I

' E IP 5 e,2( s )IIv c I!Otwe(s)Ilvds. 

In order to deal with 12, we use (2.33), (2.1) and integrate by parts. Owing to (3.8) 
and (3.9), we obtain 

12 (t) = —E ff V(ire(0)we + ir * w) . 

= - f V((0)w + * w)(t) . V5w(t) 

+ E 11 V(7r(0)8t w +7r' * 

< aE Vôw(t)jj + EcBIIVwe()IIj 

+CaEII( * Vw)(t)I, + cB i cfJ. Vöjw2 Qt 
<aEV5jw(t) + ECaB, (B3 + JfQ' IvatwEI). 

At last, we consider 13 and, in view of (2.34), (3.21) and (3.8), we get 

13 (t) <E	I(koexe + 7r, * ex)(s)IIHIIowe(s)II!,ds 

<c f IIx(s )IIii I5w(s)IIHds 

+ eE II 7r Il L 0 (0T) IXeIIL'(0,T; W) IeIIL'(0'1;H) 

<cj (IIxe( s )IIw + c)EIIôwE(s)IIflds. 

Then we add II 51 w ( t )II to both sides of (4.1), choose a small enough, and apply 
the generalized Gronwall lemma. Taking the infimum over all decompositions of Fe we 
have in view of,(3.21) and (2.31) 

e2 II aw ( t )II, + e AQ ô 2 + 

<CIIXeIIl(O7..w)	 (4.2) 

+ c (2jg(o)Ij	+	0,e + £xo,II + I Fe IIt(o,7;H)+w 2 . I (o7;v) +
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Let us introduce the notations

Xe - X 
- 19 

( 9 + ex' ) - (9 + ex) = i9 + e 
u:=1*9 
U := 1 * 

= - 

:= --	(XO,e - Xo) 
Jci 

Note that the system described by the approximating problem is conserved, i.e. fn x(t) 
= fu Xo,e for all t E [0, T]. We can pass to the limit here and get f x(t) =	Xo for all

E [0, T1. Owing to these two relations we have 

ILO,e =	f(xe - X)(t)	(t E [O, T]).	 (4.3)

In view of (2.17) and the definition of u we can rewrite (3.6) as 

+ ôj u + koAu	F - ex -	* ui).	 (4.4)

Integrating (2.19) with respect to time we get 

Dtu+koAu=F — ex	 (4.5)

where F is given by
F= 1*g+9 0 +exo E H'(O,T;V'). 

In order to estimate the term ü, we take the difference between (4.4) and (4.5), i.e.

E5w + ô + k0Au	(F - F) -	- A(ir, * ui). 

We test this equation by 5( Üe. As before, this formal procedure could be made rigorous 
using [6: Appendix]. Thus, after integration over (0, t) we get 

+ k0 

JJQ,	-- [Vu(t)II 1 =	11 (t)	 (4.6)

where
1!(t) = 	((Fe - F)(s), au(s))ds 

12 (t) = —E  
AQ OW E OILC 

I.1(t) 
= 

_efJ Xe0iUc 

14 (t) = - 
0 

(A(	* u)(s), o1(s))ds.
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Then we split

I '',i e L 2 (0, T; H) F - F =	+ e,2	with 1 4e , 2 e H'(0, T; V') 

and estimate 11 (t) after integration by parts as 

=	 e,IôtÜc + ( 2 (t), it, (t)) - j ( ôt,2(s), u(s))ds fIQ , 
<a If iôt Ü e p 2 + C llei

 11	
or + allü(t)lI JJQ, 

+	ll f , 2 lH I (o,?';V') +	IlC,2 llH'(O,T;V') +	j lIüe(s)llds. 

As far as 12 (t) and 13 (t) are concerned, we have obviously 

12 (i) <a JIQ 101 Ü e l 2 + E
2 JJQ 

, 81ü 2 + C llXeiI 13 (t) a ffQ	2(0tH). 

To deal with 14 (t), we integrate by parts and use (2.1), (2.33), (2.35) and (3.10) to 
obtain

14 (t) =	* Ue)(t), ü(t)) + f (aA( * u)(,), ?(s))ds 

=
 - I

v(, * ?1)() . Ve(t) + if V((o)u + 7r, * u) . 
0

+ Ca Ike 11 ( 0 7') IJQ 
4- 11  iVui 2 + c(I(0)I2 + JklfL'(ofl) JJ Vu2 

Q, 

U V(i)ll + CalkeIlwl.1(o,T) Jf	+ ffQ lVul2 
, 

<a l jVu ( t )II + CUIIell I . 1 (o y) + ff IVeI2. 
Q, 

Adding	Il u ( t )ll, to both sides of (4.6) and observing that 

ko	
Oil2^ cI t II üe( s )liHIl ôt ü (s )lIH ds <a ff iau 	+ Cg 	

2 
2	 Q,
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we obtain, after choosing a small enough, 

I1 O12 +IIu€(t)II, 
Q, 

:5 c II 4	2 cIlcI,i II	 1 2 
L 2 (O,T;H) +	IH'(O,T;V') 

2 
+ cc2 [[	 + C IIX C IIL 2 (O,l;H) + ClIcIlW1,1(OT) 

JJ Q 

+ C	II ü ( s )II ds + cJ IIu(s)IIds. 10 
Now we can apply the Gronwall lemma and, taking the infimum over all decompo-

sitions F - F = cI ,i + <Ie,2 we get 

JJQ

lOtü 2 + lI f ( t )II,	c (c2lItwc II
2 

 

+ li Fe - FII2(07';H)+Hl(OT;V)	
(4.7) 

+ 11	11 2 
L 2 (Ot;H) + Ik l2W '.' (o,T)) 

Taking, the difference between (2.16)2 and (2.19) 2 we get Ot + A(, = 0. Owing to 
(4.3), we have (t) - E V. Hence A1((t) - yo , ,) is an admissible test function 
for the previous equation and, in view of (2.2), we get 

id I 
JVA1(c(t) - f0,c	+ ((t) - ,i0, (t)) = 0. 

Thanks to (2.18) 3 and (2.21) 3 , the second term is given by 

(( t ) - 

= ((t ) - Oe, (Ae + X -	+ ( 2 - 1) - 

= f IV(() - 0,412 + j((x - x 3 )x)( t ) - 0,e j(x - x3)(i) 

+ (e2 - 1) J (( t ) - po,(t) - e((t), e(t) - 00. 

After noting that

in
(MO - /.L O,)Xe( t ) = (x( i ) -
 -'Il 

we can deduce 
1 d J	- oe)i2 + J IV((t) - o,)i2 

ci 

+
 I ((x - x3 ))(t) + £2 II( t) - ocIi 

ci 

=	 (x - x 3 ) ( t ) + ((t) -	+ Po,e In	 e(t),	( t ) -
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Estimating the last term by 

CaII(	— / O,e + e E)( t )Il/ + aH( t ) — 
thanks to (2.35), recalling (2.3), choosing a = min{1, 2 } and integrating over (0, t), 
it is easy to obtain 

lIx( t ) — O,eII	+ 1 min{ 1, £2)	IRE( s ) — /i0,eIIds 

1

	

2

fo	V 

IIXO,e — Xo — Po" 112 + O,e
fIQ (x —x3) 

, 

+ cf (ii	— izo)(s)II, + 

where the monotonicity of the function x F, x3 has been used. 
Note that E = 5t + £,, whence 

II( s )II'	c (II ôt 2 ( s )II,, + IIe()fIi') 

<C (II5e(s)II, + IIXE( s ) —	+ 
Then we have

— IO	IV' + IIXe — 1O,e 11L2(O,t;V) 

<C — 	 +CIboEffQ(Xe —x3)	 (4.8) 

+
 cf

I(s) - o,II ,ds + c	+ cf II5tÜe(5)II,dS. 
0	 ,	0 

Note that 

cio, 
ff

( X 3
— x3) 

= fi ( — 0,e)(x + x 2 + xxe) +	
JfQx

 + x2 + xxi)
t	 (49) 

:5 2clpo, ifJ	— 0,c I(x + x 2 ) + 2ci,e ff 
(X2

+ x2). 

IIXe — 0,e I1L 2 (o,t;H) + CPO (iix IIL(O x(0,T)) ± IXIIL 4 (Q x(O,T))) 

Thanks to (4.9) and (4.7), (4.8) yields 

IIxe (t) —	II	
+ Ili: — f10,e 1L2(o,t;V) 

	

<c IIxoc	Xo — P0,eII' +	— / 0,CII2(O,t;H)

+ c , e (IIxcIIi 4 ( OX ( o,./ .)) + 
IIXI1 

L4(OX(0T))) 

±cf II(s)—/Lo,EII,ds 

	

• 2	 2	 2 22 2 CtI O 'c
+	— F II 2 (0 TH)+H'(o TV') + E 11 8t WC IIL 2 (o TI!) + IkeIIWI.1 ( o T)) 

• C IIXe — /O,e I1L2(0,e;H).
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Note that, since	- po,)(t) E V; 

2 
IlXe - O,eIIL2(o,(;fj)	L	-	) ( s),	- ,o,)(s))ds 

<1 f I(s) -

 

,0":112
,ds + af II( S) - o,IIds. 

4a o	 0 

Hence, choosing a small enough and recalling (3.14) 3 , we have 

.C.
	- po, II ' ' , +	- /LOCIIL2(0t;V) 

<c[xo - Xo - / LOCII' + 
cJ 

IIe( s ) - o,eII ,d8 + C/i 
0 

- F 11 L2(O,T;H)+H(0,7';V') + 2 iia	112L2(0,T;H) + IICII W' .l (O,T)) 

	

+ c(I'	2 

Applying the Gronwall lemma and recalling (4.2) we have 

IIxc( t ) - jio ,e Iv + IIXE - ILO,E11j2(OI;V) 

	

+ IIxo, - xoII' +I)	- FII2(O7';H)+HI(0I';V) + IkIIW 1 . 1 (0T)) + 

which implies 

Xcii L(0T;V')flL2(0,1';V) 

c (ioci + iixo, - xoiiv' + li Fe - F IIL 2 (0,T;H)+H I (o,T;v') + I1 7r 14 1 . 1 (0,T)) (4.10) 

+ CE 2 

Then (4.7) and (4.10) yield (2.32), thanks to (4.2) and (2.31) I 

Remark. The techniques used in the previous error estimate are similar to those 
employed in the proof of the continuous dependence of 19: Lemma 3.11. 
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