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On a System of Functional Equations 

in a Multi-Dimensional Domain 

N. T. Long and N. H. Nghia 

Abstract. We study the system of functional equations 

n In f. (X) 
= 	+ga(x)	(1 <i <n) 

j=1 k=I 

for x E Qi where Q i are compact or non-compact domains of R", g : Sl i -. H, S1,k ci - ci,, 
a ijk :' ci, x R - R are given continuous functions and I, : ci, - R are unknown functions. 
The paper consists of two mains parts. In the first part we give some results on existence, 
uniqueness and stability of the solutions of such systems and study sufficient conditions to 
obtain quadratic convergence. In the second part we obtain the Maclaurin expansion and 
approximation of solution in the case that aij k are linear and S.,,, are affine functions. 
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1. Introduction 

We consider the system of functional equations 
n m 

f(x) =
	

aijk 	fj(Sk(x))] + gj(x)	(1 <i <n)	(1.1) 
j=I k=1 

for x E ci, where 

ci, are compact or non-compact domains of R 
gi ci, - R, S,,k : ci, - lj, a, : ci, x R— IR are given continuous functions 
f, : ci, - R are unknown functions. 

In [ 1 1, system (1.1) is studied with p = 1, ci, = [ — b, b], rn = n = 2, 5ijk binomials of 
first degree and

ai,k(x,y) = 1 ijkJ	 .	 ( 1.2) 
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where jk are real constants. The solution is approximated by a uniformly convergent 
recurrent sequence, and it is stable with respect to the functions gj. In [2 - 41 existence 
and uniqueness of the solution of the functional equation 

f(x)	a(x,f(S(x))) 

in the functional space BC[a, b] are studied. In [5] we have studied a special case of 
system (1.1) with p = 1 and ci = ci = [ — b,b] or ci an unbounded interval of R. By 
using the Banach fixed point theorem we have obtained existence, uniqueness and also 
stability of the solution of system (1.1) with respect to the functions gj. In the case- of 
0 jk like in (1.2), Sj k being binomials of first degree, g e C'(cl R) and ci = [ — b, b] we 
have obtained a Maclaurin expansion of the solution of system (1.1) until the order r. 
Furthermore, if g i are polynomials of degree r, then the solution of system (1.1) is also 
a polynomial of degree 

In this paper, by using the Banach fixed point theorem, we obtain existence, unique-
ness and stability of the solution of system (1.1) with respect to the functions g 1 where 
ci, are compact or non-compact domains of R". In the case of ci, = ci = {x E R 
>'I xj < r}, a,jk like in (1.2), Sijk being affine functions and g E C(ci;Rn) we 
obtain a Maclaurin expansion up to q of the solution of the linear system 

f(x) =

	

	a13kf3(Sk(x)) + 9, ( X )	( 1 <i	n)	(1.3) 
3=1 k=1 

for x E Q. Moreover, if g, are polynomials of degree not greater than q, the solution 
f of system (1.3) is also such a polynomial. Afterwards, if g are continuous functions, 
the solution f of system (1.3) is approximated by a uniformly convergent polynomials 
sequence. In the later part, we give a sufficient condition for the quadratic convergence 
of the system of functional equations. This result is a generalization of [1 - 51. 

2. Notations, function spaces 

A point in R)' is denoted by x = (x,,. . . ,x). We call a = (a1,... ,a) E ZP a p-multi-
index and denote by x the monomial x'	x which has degree a] =	', a,. 
Similarly, if D3 = j-. for 1 <j <p, then

51&I 
D - D cX I . . .	-	 _______ 

	

- '
	

axr...ox 

denotes a differential operator of order Jai. We also denote a! = a1! ... a,,! With ci1 
a compact subset of R, we denote by X = C(ci; R) the Banach space of functions 

ci -* IR continuous on ci, with respect to the norm 

	

lfllx, = sup lf(x)I.	 (2.1) 
En 

When ci, c R P is a non-compact domain, we denote by X 1 = C6 (ci; R) the Banach space 
of continuous functions f : ci -* R, hounded on ci 1 with respect to the norm (2.1). We
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also denote by X = X 1 x ... x X, the Banach space of functions f = (ft,. . . b) E X 
with respect to the norm

liflix =	IIfDx 

We note that, if ci, C R" is open, the functions in C(ci 1 ; IR) need not to be bounded 
on ci,. If fj E C(ci,; R) is bounded and uniformly continuous on ci i , then it possesses 
a unique, bounded, continuous extension to the closure P i of ci i . Hence we define the 
vector space C(ci 1 ; IR) to consist of all those functions fi E C(ci; R) for which f, is 
bounded and uniformly continuous on ci,. This is a Banach space with norm given by 
(2.1). 

Similarly, for any non-negative integer m we put 

C m (ci 1 ; R) = Ifi E C(ci; R): Df, E C(Q; R) (I & I <m)} 

for ci, C R' a domain in 1R', and 

Cm(;R) = {i E C(;R): D- f E C(;R) (Iaj rn)} 

for ci, C RP an open set in R'. The space C m (ci,; IR) is also of Banach type with respect 
to the norm

IIfdIcm(?1	= max sup IDf1(x)I. 
kI<" 'eO. 

We write system (1.1) in the form of an operational equation in X 

f=Tf	 (2.2)


where f = (f' ,.. ,f,) and Tf = ((Tf),,. . . ,(Tf),) with 

(Tf)(x) =

	

	 + gi(x)	(1	i	n) 
j=1 k=1 

for x E Q,-

3. Theorems on existence, uniqueness and stability 
We make the following hypotheses: 

(H1) Sijk : ci	are continuous. 
(H2) gEX. 

(H3) a, : Qj x IR —* R are continuous and there exist &jjk : Q i —* !R bounded and 
non-negative such that: 

(i) Iajk( x ,y) — aijk( x , y )	&(x) — I for all y , ER and x E cii. 
(ii) a = >'	Ik=1 maxl<j.cm sup rEf,, & jk( X ) < 1. 

(iii) a 1 k(, 0) E X, (this condition will be omitted if ci 1 is compact in RP). 

Then we have the following
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Theorem 3.1. Let hypotheses (H 1 )—(H3 ) hold. Them there exists a unique function 
I E X such that f = Tf. Moreover, f is stable with respect to g in X. 

Proof. It is evident that Tf E X for all f E X. Considering f,f E X we easily 
verify by hypothesis (H3 ) that ll Tf — Tf lix a llf — filx. Then using the Banach fixed 
point theorem we have the existence of a unique f E X such that f = Tf. Now, let 
f,f e X be two solutions of equation (2.2) corresponding to g, E X, respectively. By 
an analogous evaluation, we have 

	

lif — flix	j— llg — ilx .	 (3.1)


Hence f is stable with respect to g in X I 
Remark 3.1. In Theorem 3.1 with p = 1, let ci, = ci = [a, b] (1 i <n) or ci an 

unbounded interval of R and hypothesis ( H3 )/(ii) replaced by 
n m

	

SU P	 (x) < 1 

	

i,j=l k=J	 0 

Then we obtain the result in the paper [5]. 

Remark 3.2. Theorem 3.1 gives a consecutive approximate algorithm. f() = 
Tf( v_l) (v E N,f ( ° ) E X given). The-sequence {f(u)} converges in X to the solu-
tion f of equation (2.2) and we have the error estimation

c 
Ilf(t — flix	llTf° — j(o) 11 1 

t'

—cr 
for all v E N. 

In the case of ci I C R" (1	z	ri) there exists a bijective 71 : ci —p Qj such that 
r,	are continuous and system (1.1) is equivalent to the system 

f1 (t) =

	

	a[t, Jjjk(t)] + 1 (t)	(1	i	n) 
j=l k=I 

for t E ci where
SIk=T31oSkoT 

ci k(t, y )	ak ( Ti ( t ), y) (t E ci; y E IR) 
=g 1 or1 , f1=f1or1. 

Thus, we can suppose that all unknown functions fi of system (1.1) have the same 
domain of definition, i.e. ci, = ci for all 1 <i < n. 

Then we use the functional space X as follows: With ci C R" compact, we denote 
by X = C(ci; R't ) the Banach space of functions I = (f' ,.. , f,,) : ci —* 1W' continuous 
on ci with respect to the norm

	

if lix = sup	If(x)l.

zEIl
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When ci C R" is non-compact, we denote by X = Cb(ci ; ll ") the Banach space of 
functions f : ci —* R' continuous, bounded on ci with respect to the norm II lix above. 

We formulate the following hypotheses: 

(H) Sk : ci —* ci are continuous. 
(H) gEX. 
(H'3 ) ak : ci x IR —* R are continuous and there exists &ijk : ci —* IR bounded and 

non-negative such that 
(i) lajk(x,y) — a1 3 k(x,)l :^- &(X )1J —	for all y, E Rand x E Q. 

(ii) U =	>' rnax 1 << sup-	6'1k(x ) < 1. 
(iii) a k(, 0) e C6 (ci; IR) (this ondition will be omitted if ci is compact in R"). 

Then we have-the following 

Theorem 3.2. Lethypotheses (H)—(H) hold. Then there exists a unique function 

f = (f',.. , f,) E X being solution of the system 

f(x) =

	

	 +gj(x)	(1 <i <n) 

j=1 k=I 

for x e Q. Moreover, the solution is stable with respect to 9 in X. 

Proof. Theorem 3.2 can be proved in a manner similar to Theorem 3.1 and we 
omit the details U 

Remark 3.3. The result in 1 51 is a special case of Theorem 3.2 with p = I. 

Consider now the case of U tjk of form (1.2) and formulate the hypothesis 

(H's) a0 =	ma1< <,, l&jkl < 

Then we have the following 

Theorem 3.3. Let hypotheses (Hf), (Hi), (Hi,') hold. Then there exists a unique 
function 1	(f,... , f,) E X being solution of the system 

11( x ) =	à1kf(Sk(x)) + g j (x)	(1 <i <n)	 (3.2) 
j=1 k=i 

for x E Q. Moreover, the solution of this system is stable with respect to g in X. 

Proof. We apply Theorem 3.2 for ajjk( x , y ) = ijkY . Then &jk = I&ijkl in hy-
pothesis (H)/(I) and a = ao,< 1 by hypotheses (H)(ii) and H' I 

Remark 3.4. Let Sijk be affine functions, i.e. 

	

S1,k(x) = BhJkx + chik	 (3.3) 

where c ijk E RP and B3 k = _(b ijk)P	is a matrix of order p. Let 
IV	,v1 

ciBr(0){xER": j jxjj i 5r}
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where I IxIII = >I2' =i l x il . Suppose that the matrices B)k and vectors c 1' satisfy the hypotheses
P 

1^v^p 
(Hi')

{ 

[B Il = max	IbpV < 1 

 max	II <r. 
jB hJk li i - 

Then hypothesis (Hfl holds and we have the following 
Theorem 3.4. Let ci = Br(0), let hypothesis (Hi') hold and let SJk(x) = Bikx + c')' where the matrices BJ k and vectors cI)k satisfy hypothesis (Hr). Then for each 

g E X there exists a unique function f = (ft,. .. ,f) E X being solution of system 
(3.2). Moreover, the solution is stable with respect to g in X. 

Remark 3.5. 
(i) The corresponding results in [1] and [5] are special cases of Theorem 3.4 with 

in = n = 2, p = 1, ci = [—b,b] and p = 1, respectively. 
(ii) Theorem 3.4 is still true for ci = R P and X = C(R P ; 1R 72 ). In this case the 

matrices B I J IC and vectors c1 k need not satisfy hypothesis (Hi'). 

4. Maclaurin expansion of the solution 

Now we consider ci = Br(0) and real numbers jk, matrices BZJk and vectors cJk 
as in Theorem 3.4. Let f E C'(ci;R') be the unique solution of system (3.2) - (3.3) 
corresponding to g E C 1 (ci; R'). Differentiating two members of (3.2) with respect to 
the variable x (1 <_ ji <p) we obtain 

D = E f(x)	 bDVfj(Sk(x)) + Dg(x) 

	

V,U
j1 k=i v1 

for i= 1,.. . ,n, i= 1,... ,p arid xci Put 

= D, f. 

F 

Then F E (C(ci; R))'1P = x' is the solution of the system of functional equations 

n Tn	P
ijk F(x) =	&jjk E bVp

	+ D,g(x).	 (4.1) 
j=1 k=I V=I 

Rewrite system (4.1) in the form of operational equation in X1 

F = TF
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TF	((TF),. , (TF), (TF),... , (TF),. .. , (TF),... , (TF)) 

n m	p 

(TF)'(x) = : i: i &ijk	bhJIc VP Fv(Sjjk(x)) + D,g(x). 3'. 
j=1 k=1	v1 

We note that X' is a Banach space with respect to the norm 

n 
II F IIxi> = max	supIF.'(x)I. 

1:511!5P j=1 XEQ 

We can easily check that T: x 1 - x(') and 

ITF - TFIIx ( , )	- FIIx(t) 

for all F,F e	with

fl m 

=	max I&jjkIB3kIII. 
I<j!5n i=I k=1 

It follows from hypotheses (H') and (Hi') that a( 1 ) < oro < 1. Then using the Banach 
fixed point theorem, there exists a unique function F E x' being solution of system 
(4.1). Moreover, from the uniqueness, this solution is also "the 1-order derivative" of f, 
i.e.

= D, f,	 (4.2) 
for all 1	i	n and 1i = 1,... ,p. 

Thus we have the following 

Theorem 4.1. Suppose that Q = Br(0), that the real numbers	matrices B3!c

and vectors cIJk are as in Theorem 3.4, and let g E C'(; R"). Then there exist I E 
C'(cz; R") and F E	being the unique solutions of systems (3.2) - (3.3) and (4.1), 

respectively. Furthermore, we have also (4.2). 

Similarly, let f E .C'(; R') be the solution of system (12) - (3.3) corresponding to 
g e C(1; R'). Differentiating two members of (3.2) in all variables until the order q, 
we obtain 

Df,(x) = Dg(x)	

,(b''	(b) opD
''fj(S,jt( x )) +>>a,,k 

where 

and
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for all x 	ci, -y = (-y ' ,. . , y ) E ZP with i-ri = q and i = 1,... ,n where we denote 

D=D••.D 

a3 = ( a 1.9, . . , a,, 3 ) E Z 
iasi=iaii+...+iap31 
a 3 ! - a i ! . . 

(b")' = (b)'' . . ( j ) ) ,' .P3 
k 

For every p-multi-index -y = ( yi,. , 'yp) such that -ri = q we put 

=	= D7, = D' ... D;f. 

Then the functions F are solutions of the following problem: 

(Sq ) Find F E C(1l;R) (i = 1,.. .,n; -ri = q) such that 

F,(x) = D'g1(x) 
fl m	 bh)k Q,	(bhik)QP 

+

	

	 7!	
a,,! 

F3 (I+	(S,k(x))	(4.3)


j=1 k=I
........p 

for all x E Q. 

On the other hand, if we put 

F q = {y.E 7L: Fy i= q}, 

then the number of elements of Fq is given by N = card(rq) =	We rewrite

the set r q as rq = {y',... 7"' } put 

F	 Fn 

and rewrite system (4.3) in the form of the operational equation 

	

F = UF	in X = (C(ci; R)) N	 (4.4) 

where 

UF = ((uF) ' ,. . ., (UF)7N (UF) ' ,... , (UF)	,... , (UF)',. . . , ( UF)) 

and

(UF)7(x) = D1g1(x) 
fl m1blj1	(bp 

+a)k	y!' i	" "	F"(Sk(x)) 
j=1 k=I	 p. 

	

,=l.	,p



On a System of Functional Equations	1025. 

with 1	z	n and -y =(-yj ....,-y,,) e rq. We note that X ( " ) is a Banach space with

respect to the norm

	

IIFIIX(q) = max	sup IF(x)l. 

	

.-/er q	zE 

Hence, we can easily verify that U X - X() and 

UF - UFIIx ( q )	- FIIX(c)


for all F, F E () where 

01 W = II I max I&zjkl JIB 	< 1 
i=1 k=i - - 

by hypothesis (Hr). Hence, there exists a unique function F E X ( being solution of 
system (4.4). i.e. system (4.3). Furthermore, from the uniqueness, this solution is also 
"the q-order derivative" of f ,i.e. 

F7 = Df1	(1	i	n; -y E rq).	 (4.5) 

Then we have the following 

Theorem 4.2. Suppose that Q = Br(0), that the real numbers &ujk, matrices B3IC 

and vectors chjk are as in Theorem 3.4, and let g E C(cl; R"). Then there exist f E 
C(cl ; IR") andF E X being the unique solutions of systems (3.2) - (3.3) and (4.3), 
respectively. Furthermore, we have also (4.5). 

Remark 4.1. In the case of Q = R P we suppose additionally that the real numbers 
and the matrices B'' satisfy the condition 

n m 

max	max I'ijkI lI B II < 1	 (4.6) 
i=i k=I i<j<n- - 

(note that BZJk and c131c need not to satisfy conditions hypothesis (H')). Then, if 

g E C(R; R) = { g E C6 (R"; Rn ): Dg E Cb(fl"; R) (11 <q; 1 <i <n)} 

the conclusion of Theorem 4.2 is still true, where the functional spaces C(Q; R') and 
() appearing in Theorem 4.2 are replaced by C(R"; ,IR") and (Ct(RP;R"))", re- 

(p+q-i)! spectively, where N = q'(pi)' . The proof of this result is the same as that of Theorem 
4.2.

Now we return to the same case of Q = Br(0). Suppose that I E C( ; R") is 
the unique solution of system (3.2) - (3.3) corresponding to g E C(cl; R'1 ). For each 

= 1,. . . , q we have F, ( y E r i; 1 <i <n) as in Theorem 4.2 corresponding to q = 
Then from the Maclaurin formula we have 

f(x) =	iDf(0)x + q[(1 - t)1	Df1(tx)xdt  
.y! .	 y. 

I-yI=q
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for 1 i n. On the other hand, we have 

F_[L	. i f H =O -	
Df, if 1	I	<q	

(1	i	n).	 (4.7) 

It follows that 

	

f(x) =	 + qj(1 - t)i	F(tx)xdt	(4.8) 7!
IyI=q 

for 1 <i <n. 

Inversely, suppose that a function 7 = (fi,... ,J,,) E C(ci;Rn) is given by the 
formula

	

(x) =	1F(0)r + qf(1 - t)-1	F(tx)xdt 7!
II=q 

for 1 <z <n. Then from (4.7) and (4.8) we have 

(x) =	1Df1(0)x +qf (1- t)—I	Df1(tx)xdt = f(x) 7!  

for all r E Q. Therefore f is a solution of system (3.2) - (3.3). 
Then we have the following 

Theorem 4.3. Under the hypotheses of Theorem 3.4, let g E C(cl ; Rn ). Then 
the solution f e C( T; R") of system (3.2) - (3.3) is represented by (4.8) where F E 
C(; R) (1 z < n; 7 E 17 4 with 0 < 4 < q) is the unique solution of problem (Si). 
Inversely, every function f E C(1).: lR') represented by (4.8) is a solution of system 
(3.2) - (3.3). 

Remark 4.2. In the case of 1 R, and real numbers &tjk and matrices BIJtC 
satisfying condition (4.6), if g E C(RP ; R'), the conclusion of Theorem 4.3 is still true, 
where the functional spaces C(Q; R) and C(; Rn ) appearing in Theorem there are 
replaced by Cb(R'; R) and C(RP ; R i'), respectively. 

Returning to the case of Q = Br(0) we have the following 

Corollary 4.1. If g i,.. . ,gn are polynomials of degree not greater than q -1, the 
solution f of system (3.2) - (3.3) is also a sequence of such polynomials. 

Proof. We have Dg(x) = 0 for x E l, 171 > q and 1 < i < n. Then F = 
0 (171 = q) 1 <z < n) is the unique solution of system (4.3). Applying (4.8) we obtain 
f1(x) =! yI<q-i F(0)x arid the statement is proved I
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Theorem 4.4. Under the hypotheses of Theorem 3.4, suppose that f  C(cl; R")is 
the solution of system (3.2) — (3.3) corresponding to g E C(Q; ll.') and f = (ft,.. , fn) 
is a sequence of polynomials of degree not greater than q — 1 and satisfying system 
(3.2) — (3.3) corresponding to = (ii,... , ,) where 

=	Dg(0)x	(i = 1,... ,n). 

Then

IIf — fiix	 -iiDgiix.	 (4.9) 
1i1=q 

Proof. We have the Maclaurin expansion of g (1 < i n) until the order q 

g(x) = (x) + q 10 (1 — t)_1	Dg1(tx)xdt.	 (4.10) 
.yIq 

Applying estimate (3.1) with a = a0 we have 

if — !Iix	
1	

ii g — Iix .	 (4.11) 
1—a0 

From (4.10) we have 

ii — j IIX	sup	g(x) —

rEI? 

qf(1 — t)dt	sup	iDg1(tx)j I-I. 
IyI=q - EQ i—I 

We note that SUPXEO	IDg(tx)i 5 iiDgiix for all t E [0, 1} and Ixi	iIxiI 
for all x E Q and i-ri = q. Hence we obtain (4.9) from (4.11)1 

Corollary 4.2. Under the hypotheses of Theorem 3.4, if for g E C(cl; IR") there 
exists d > 0 such that

iiDgiix < dl-' l	(y E Z),	 (4.12) 

f is a solution of system (3.2) — (3.3) corresponding to g and flsl is a sequence of 
polynomials of degree not greater than q — 1 satisfying system (3.2) — (3.3) corresponding 
to j as in Theorem 4.4, then

lim 11 f — flll 11  = 0. 
q 

Moreover, we have the estimates 

lif —	i	Oro
(dpr)Q	

(q E N).	 (4.13)


Proof. It follows from (4.9) and (4.12) that 

if	f1 
11 X 

<( 4.14) 
1y1q 

Using the equality	x1)	
>H	V (x E RI') with x = ... = x, = 1, it 

follows that	=	. Hence, we obtain (4.13) from (4.14) 1 .Yi
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Corollary 4.3. Under the hypotheses of Theorem 3.4, let g E C(; R 0 ) and f be 

the solution of system (3.2) - (3.3) corresponding to g. Then there exists a sequence 
jl ql = (f1l . . , 1 1 ) of polynomials of degree not greater than q - 1 such that 

urn ui - f 1 jix = 0. 
q -. + oo 

Proof. By the Weierstrass theorem, each function gj is approximated by a sequence 
of polynomials P converging uniformly to g 1 when the degree q - 1 - +. Hence, 
p[q] = ( p1 ,. . . , P) converges in C(ft 1l h1 ) to g when q - +. Let f[l be a polyno-
mial solution of system (3.2) - (3.3) corresponding to g = pl • By estimate (3.1) with 

=go, f = jl] and = plo] we have 

Ilf' - flix	 p(l - ll - 0	 (4.15) 
1 - ao 

as q - +ool 

Remark 4.3. The results of Theorem 4.1 - 4.4 generalize those in [5]. 

Example 1. Consider the linear system with rn = 1 and n = p = 2 

f,(x) =+ g, (x)	(i = 1,2)	 (4.16) 

for
x 	= {x =(x i ,x 2 )E R2: [l x iii = l x il+I x zi	i} 

where cjj and 3 are given real given numbers satisfying 

L8,l < 1 

(i) Let q j (x) =	ii < r dX	(i = 1,2) be polynominals of degree not greater

than r. It follows from Corollary 4.1 that the solution f of system (4.16) consists of 

	

polynomials of the same type. Put f(x) =	I1<rCj1X	(i = 1, 2). Substituting f


into (4.16) we obtain (Cl,, c2 .1 ) that is the solution of a linear system 

c -	 = di,	(i = 1,2;	r). 

Hence

(1 - a220)d 1 . + u120 t d2	) 

	

-iI '	I 
C1 

=	-	I1)(1 - a22 fl'') -	P21II	
(Il <r). 

a20321 1 1 d l *-y + ( 1 - ai19i)d2.r	I rI ,+I I = (1 - a ii 1 )(1 - 22) - I2°212 2i /
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(ii) Let g E C(; R2 ). It follows from Theorem 4.4 that 

1 
If - JIIx	 J1Dg11 

	

C O1- 	-y. IyI=q 

	

E2 where a0 = Lj=1 max, 	Ia3I, 

j(x) =

	

	cx	(i = 1,2) 
Hj!^ q - I 

and

(1	a22	y-Y ! Dg i (0) + a12, 
c1_y= 12 j Dg2 (0) ).	. 

I (1 - a ii /)(1 - a220) - aI2a2I2h/321	
(171	q - 1). 

a21	jDgi(0) + (1 - a 11 p 11 )Dg2(0) f c2 _y =	 I 
(1 - anI!)(' a22) - a 12 a210 2/2 J 

(iii) Let g = (91, 92) with g 1 (x) = (1 - 1+.i1.±..Z)_I (z = 1,2; x = ( X 1 X 2) E ). We 
rewrite g 1 as

___ 	 /X1 +x2\ 

	

1	171!	
j ) 

9i(X) 
=	(	) =	(i +i)II	 1+ 

	

1 y 1< q-'	 j>q 

Putting
1 p] () =	171! 

(1 +i)II

Fy1^q-' 

we have

gj(x) - PJ1 (x)1 =	
( 1 + 1 j	

1 
(1 + i)i = i(1 + i)q-I	 (4.17) 

j ^! q	 j>q 

for x E ft Hence p 1 - gi uniformly on Q as q -i +. Applying inequalities (4.15) 
and (4.17) we obtain

1 
- fIIx	 - gIIx	

1	1 
- a /
	

+ 2 . 31) .. 50 1— 

	

as q -* +oo where f1() = (f1lf)) with f(x) =	II<q-'	(i = 1,2) and the 
coefficients c i , are calculated by the same formulas as in the case (i) with Dg(0) = 

ii	(1I	q - 1).	 ..	..	..	.	..	.. -	.	-.
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5. The second order algorithm 

In this section, we consider the algorithm for system (1.1) 

f( ) () =	{ aiJx f(vI)(5)j 

3=1 k=I 
a5k(v-I) 

	

•	[x, f	(Sjjk(x))] [ç(V) i (Sfk(x)) - f(vI) 
ô!ì	 U

(5)] }
	

(5.1) 

+gi(x) 

for x E Q i, 1	i	n and v > 1 where f (o) = (f O) f7Y) E X is given. Rewrite

(5.1) as linear system of functional equations 

,i m
(v) ( (v)

a (x) (v)	f(v)(S) + g 1	x) f1

	

	 (5.2)
= >>)k(x1JJ 
j=1 k=I 

where
(v),	-	(v-I) & ijk( X) - ---- [x, f	(S,k(x))]	 (5.3)


Oy 

and

n m
(v-I)	 (v)	(v-I) (,)) g (x = gj(x) +	{aij {x, f	(Sjk(x))J - a1k ( x )f,	( S k (x))}. (5.4) 

j=I k=1 

Thus we have the following 

Theorem 5.1. Let hypotheses ( H 1 ) - (H2 ) hold and suppose ak E C(Q i x R; R) 
are such that

aaijk 
—--EC(clxR;R)	

1 
o a

ay k
	

(5.5) 
Uijk,	E C( x [—M,Mj;R) V M >0J 

where condition (5 . 5)2 will be omitted if Q j is compact in R. If f(v-1) E X satisfies 

n m

1	
(v) max sup ak(x)I<1, 

<j<n LEO, i=I k=l 

there exists a unique function f	E X being solution of system (5.2), (5.4). 

	

Proof. Apply Theorem 3.1 for a j j k(x,y) = o(x)y, g 1 (x)	9(v)() and jk =


ijk
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We make the following hypotheses: 
(A i ) ak E C(s1 1 x R; R) satisfy 

(i) E C(ft x R; R). 

(ii) a 1k,	 4- E C6 (	x [—M, M]; R) for all M > 0 (this condition will be 
omitted if Qj is compact of RP). 

(A 2 ) There exists a constant M > 0 such that 

liglix +	A(M) + 2MaM <M	 (5.6)

i,j=l k=1 

where
A(M) =	sup	lak(x,y)l


zEul,IyI<M 

A(M) =	sup	I1(xy) 
xEO,IyI<M Iay 
n 7fl

max Ac(M). EY:1<j<n ) i=1 k=1 

Thus we have the following 

Theorem 5.2. Let hypotheses ( H 1 ) - ( H2 ) and ( A 1 ) - ( A 2 ) hold, let f be the 
solution of system (1.1) and the sequence { f ( ' )} be defined by algorithm (5.1). 

() If IIf10 ilx	M, then 

f(V) - flix	aMIif' ) - fII	(v> 1)	 (5.7) 

where
1 

CM = 2(1 -	)
max A(M)	 (5.8) 

t=1 k1 1jn 
and

(2) u 
A 13k (M) =	sup	2 (x ,y) 

zEOlyI<M 

(ii) If choosing the first term j(°) sufficiently near f such that & MIIf ( ° - flix < 1, 
then the sequence {f} converges quadratically to f and satisfies the error estimation 

iIf	- I lix	(&MIlf° - fllx)2	(v> 1).	 (5.9) orm 

Proof. First we will verify that if lf° lix < M, then 

IIfIix 5 M	(v E N).	 (5.10) 

Indeed, supposing
IIf'llx <M	 (5.11)
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it follows from (5.2) and (5.11) that lifllx	clM llf" lix +	Note that (5.6)

implies 0 < a m , hence we obtain 

	

if (V) lix	1 - 1 am 
g(v) lix .	 (5.12) 

On the other hand, from (5.3)- (5.4) we obtain 

li g lix + > 1: A^0) (M) + MUM.	 (5.13)

ij=i k=i 

From estimations (5.6) and (5.12) - (5.13) we obtain (5.10). 
Now we shall estimate 11 f - f°llx . Putting	= - f(v) we obtain from (1.1)


and (5.1) the system 

e(x) =	{aij[x f(Sk(x))) - aIk[a, fcv_i)(sk(X))) 
j=i k=1	 (5.14) 

aaijk +	 çvI)j	[f(v)(sjk(x)) - f(v-1)(sik(X))l}. 

Using Taylor's expansion of the function a3k[x,fj] about the point (x,f ' ) up to 
order two, we obtain 

a3ka,f,1 - 

3a	f( v_i )](f - f(V_l))	1 ô2 ak	(v)	f(V-l))2	
(5.15)


= -[x,

	

i	+	3y2	1(1, 
ay 

where

	

A(
V) = f(V_i) +e7 '	(0 <	< 1).OW 

Substituting (5.15) into (5.14) where the arguments of f, .f(v—i),	, A (v)3 appearing in

(5.15) are replaced by S2 k we obtain 

n m
(0)	(0)
(v) e 1 (x) = i:	k(x)e (S13k(x))


3i k=I 

	

n m 32	(v) _______ 

+ T i	[X A, (S,k(x))] e,(v—i) (S,k(x))I2. 
j=1 k=1 

From here and (5.11) we deduce that 
n m	 n

( 
ll e lix	Mll e lix +	 max A(M) > li e,

v—i) 
lI 2 x, <j<n	

(5.16) 
1 ijk 

=1 k=1 - -	j=1 

We note that 2 

>: lle(01)t 2 
,	lx,	

ll
e3(v—i) 11x3) .	 (5.17) 

Hence we obtain (5.7) by (5.8), (5.16) and (5.17). Finally, we deduce easily (5.9) from 
(5.7)1
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Example 2. Consider the nonlinear system with m = 1 and n = p = 2 

MX) =	 +gi(x)	(i = 1,2)	 (5.18) 

for
X 	Q = Qz	{X = (x 1 x 2 ) E 2: l x iii = i x 1l+1 1-21	i}


where

9i (X)	ii x il -	a(fl 1, lIzil 1)23 

and a ij ,flij are given real numbers satisfying

aij <0 

IflH1 

4	
(
E k +4x ii) (2_	 <1 
j=1	- -	 i=1 j=i 

The functions a j (x, y) = ajj (y) = azj y2 and S 3 (x) = fl j x, g,(x) satisfy hypotheses 
(H i ) - (H2 ) and (A 1 ) - ( A 2 ) where in (A 2 ) the constant M > 0 is chosen as 

1— vi —4yogx	1	/i —4yogx 
2y0	 2-yo 

with

i (ia ii +4 I t<x2 aiji) 

iliIx =2—a,3(fl3)23 
i=i j=1 

The exact solution of system (5.18) is f1 (x) = (li x ili)' (z = 1,2). The second order 
algorithm for system (5.18) is 

2	 2 ai	 (v-i) 
f 

(v) (x) = 23f"'	(v) (x)f ( 3 x) -	a 1 (f3	(3,3x))2 + gj(X) 
j=1	 j=i 

for x E ci, i = 1,2 and v > 1. If we choose the initial iterative step f(°) =

	

I	f2 
such that llf° 11  < M and

am '0 J	= 1-2Mo aM ii!(0) - flix < 1	with	60 =	max1<3<2 ia)l
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then we have

/	 2' 

IIf	- fli	
1 

( &MlIf° - flix)	(v> 1). 
am 

Chooscing f(0) note that the sequence 4g()} is defined by 

2 

'	
(it-i) g(x) =	a,(g	(jj x)) 2 + gi(x) 

j=1 

for x E ci, Z' = 1,2 and p > 1 where g(0) = (g),g)	(0,0) which is IIIIx
m 

Y1 
M (p	1), g)	f E X as p - +00 and IIg-fIIx	j--i	(p	where 

= 2Ma0 < Myo < 1. Choose Ps sufficient large such that &)g0) - f lix < 1. 
Then we take j(o) = 
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