Zeitschrift fiir Analysis und ihre Anwendungen
Journal for Analysis and its Applications
Volume 19 (2000), No. 4, 1017-1034

On a System of Functional Equations
in a Multi-Dimensional Domain

N. T. Long and N. H. Nghia

Abstract. We study the system of functional equations

fi(z) = ZZa.,k[z i (Sijk(z))] + gi(z) (1<i<n)

j=1k=1

for z € Q; where Q; are compact or non-compact domains of R?, ¢; : Q — R, Sij« S - Q;,
aijr : 4 x R — R are given continuous functions and f; : €; — R are unknown functions.
The paper consists of two mains parts. In the first part we give some results on existence,
uniqueness and stability of the solutions of such systems and study sufficient conditions to
obtain quadratic convergence. In the second part we obtain the Maclaurin expansion and
approximation of solution in the case that a,;x are linear and Si;x are affine functions.
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1. Introduction

We consider the system of functional cquations

F@) =3 ale (S +0dz)  (1<i<n) (11)

ij=1k=1
for z € ; where
; are compact or non-compact domains of RP
Qi o R, Sk Qi — 5, aiji - Qi x R —> R are given continuous functions

fi : Q; — R are unknown functions.

In [1], system (1.1) is studied with p = 1, Q; = [}, b] m. = n = 2, Si;x binomials of
first degree and

aijk(T,y) = Gijry . - (1.2)
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where &;i are real constants. The solution is approximated by a uniformly convergent
recurrent sequence, and it is stable with respect to the functions g;. In [2 - 4] existence
and uniqueness of the solution of the functional equation

f(z) = a(=, f(5(2)))

in the functional space BC[a,b] are studied. In (5] we have studied a special case of
system (1.1) with p = 1 and ; = Q = [=},b] or  an unbounded interval of R. By
using the Banach fixed point theorem we have obtained existence, uniqueness and also
stability of the solution of system (1.1) with respect to the functions g;. In the case of
ai;x like in (1.2), Sijx being binomials of first degree, g € C"(£; R™) and = [—b, 5] we
have obtained a Maclaurin expansion of the solution of system (1.1) until the order r.
Furthermore, if g; are polynomials of degree r, then the solution of system (1.1) is also
a polynomial of degree r.

In this paper, by using the Banach fixed point theorem, we obtain existence, unique-
ness and stability of the solution of system (1.1) with respect to the functions g; where
; are compact or non-compact domains of RP. In the case of Q; = Q = {x- e RP:
P i lzil € 7}, aijk like in (1.2), Sijk being affine functions and g € CY(;R™) we
obtain a Maclaurin expansion up to ¢ of the solution of the linear system

fi@) =D anfi(Sik(@) +a(s)  (1<i<n) (1.3)

=1 k=1

for £ € Q. Moreover, if ¢g; are polynomials of degree not greater than ¢, the solution
f of system (1.3) is also such a polynomial. Afterwards, if g are continuous functions,
the solution f of system (1.3) is approximated by a uniformly convergent polynomials
sequence. In the later part, we give a sufficient condition for the quadratic convergence
of the system of functional equations. This result is a generalization of 1 - 5].

2. Notations, function spaces

A point in R? is denoted by z = (z,,...,z,). We call a = (ay,...,a,) € ZE a p-multi-
index and denote by z® the monomial z{'---z,? which has degree o = 3°7_, a;.
Similarly, if D; = a’—z_ for 1 < j < p, then

DQ _ Dal Dop _ alal
! p z§ -+ Ox,”
denotes a differential operator of order |a|. We also denote a! = a;!- - a,! With 2,

a compact subset of RP, we denote by X; = C(£2;; R) the Banach space of functions

fi: Qi — R continuous on ; with respect to the norm
fillx. = sup 1fi(2). (2.1)
TEN; . .

When §; C RP is a non-compact domain, we denote by X; = Cy(Q2i; R) the Banach space
of continuous functions f; : Q; — R, bounded on Q; with respect to the norm (2.1). We
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also denote by X = X; x ... x X, the Banach space of functions f = (fi,...,fa) € X
with respect to the norm

I1£lx = > Nfillx,.
ci=1

We note that, if Q; C RP is open, the functions in C(§;; R) need not to be bounded
on ;. If fi € C(9i;R) is bounded and uniformly continuous on ;, then it possesses
a unique, bounded, continuous extension to the closure Q,; of ;. Hence we define the
vector space C(Q:;R) to consist of all those functions f; € C(2;;R) for which f; is
bounded and uniformly continuous on §;. This is a Banach space with norm given by

(2.1).

Similarly, for any non-negative integer m we put
C™(QuiR) = {f, € C(%iR): D°f, € C(UiR) (lo] < m)}
for Q; C R? a domain in R?, and
C™(%;R) = {fi € C@WiR): D°fi € C(EWR) (lal < m)}

for Q; C R? an open set in R?. The space C™(2; R) is also of Banach type with respect
to the norm

i 5o = D°f; .
”fx”cm(n,;ua) lgllg’fn zsélg, |D? fi(z)|

We write system (1.1) in the form of an operational equation in X
f=Tf . (2.2)
where f = (f1,..., fa)and Tf = ((Tf)1,...,(Tf)a) with

(THilx) =D aijelz, fi(Sin(@)] + 9i(z) (1 <i<n)

3=1k=1

for z € Q;.

3. Theorems on existence, uniqueness and stability‘

We make the following hypotheses:
(H) Sijx: i — Q; are continuous.
(HQ) g € X.

(H3) aijx : Qi x R — R are continuous and there exist &;jx : ©; — R bounded and
non-negative such that:

(i) laije(z,y) — aije(z, §)| < Giji(z)ly — §| for all y,§ € R and z € Q.
(ii) o = Xio) Xks) maxXigygm SuPzen, Gijk(2) < 1.
(iii) aijk(-,0) € Xi (this condition will be omitted if Q; is compact in RP).

Then we have the following
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Theorem 3.1. Let hypotheses (H,)—(H3) hold. Then there ezists a unique function
f € X such that f = Tf. Moreover, f is stable with respect to g in X.

Proof. It is evident that Tf € X for all f € X. Considering ff € X we easily
verify by hypothesis (H3) that |Tf - Tf||x < o|lf — flx. Then using the Banach fixed
point theorem we have the existence of a unique f € X such that f = Tf. Now, let
f, f € X be two solutions of equation (2.2) corresponding to g,§ € X, respectively. By
an analogous evaluation, we have

17 = fllx < =—llg — lx. RERCEY

Hence f is stable with respect to g in X i

Remark 3.1. In Theorem 3.1 with p=1,1let Q; =Q = [a,b] (1 <i<n)or N an
unbounded interval of R and hypothesis (H3)/(i¢) replaced by

Z Zsupa,_,k :c) <1

i,j=1k=17%
Then we obtain the result in the paper [5]

Remark 3.2. Theorem 3.1 gives a consecutive approximate algorithm. f(") =
T (v € N, f® ¢ X given). The sequence {f(®} converges in X to the solu-
tion f of equation (2.2) and we have the error estimation

g
17 = fllx SISO = FOx <

-0
forallv e N.

In the case of ; C R? (1 <1 < n) there exists a bijective 7; : Q — Q; such that

Ti ri_I are continuous and system (1.1) is equivalent to the system

A1) =32 aplt, (S + 4ty (1<i<n)
=l k=1
for t € Q where )
S.‘jk = ‘r'J_l [¢] Sijk oT;
aijk(t,y) = aijie(7i(t),y) (t € Yy €R)
gi=giom, fi=fiom.
Thus, we can suppose that all unknown functions f; of system (1.1) have the same
domain of definition, i.e. ; =Qforall1 <: < n. .

Then we use the functional space X as follows: With Q@ C R? compact, we denote
by X = C(Q; R™) the Banach space of functions f = (f1,..., fn): © — R” continuous
on 2 with respect to the norm

Hfllx = :25; | fi(z)l-
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When Q C R? is non-compact, we denote by X = Cp(£; R") the Banach space of
functions f : € — R” continuous, bounded on © with respect to the norm || - || x above.

We formulate the following hypotheses:

(H}) Sijr : @ — § are continuous.

(H,) g€ X.

(H}) aijk :  x R — R are continuous and there exists Gk : & = R bounded and
non-negative such that

(1) laijx(z,y) — aiju(z,§)| < &ijk(z)ly — gl forally, g € Rand z € Q.

(il) o = S0, Y1, max|<j<n SUP,eq Gijk(z) < 1. S
(iii) aijk(-,0) € Cy(S%; R) (this ondition will be omitted if {2 is compact in RP).

Then we have-the following

Theorem 3.2. Let. hypothcses (Hy)—(Hj) hold. Then there ezists ¢ unique functwn
f={(fi,---,fa) € X being solution of the system

fi(z) = zza,,k[z [Sie@) +ai(z)  (1<i<n)

j=1 k=1

for z € Q. Moreover, the solution is stable wzth respect to g in X.

Proof. Theorem 3.2 can be proved in a manner 51m11ar to Theorem 3.1 and we
omit the details il . ‘ . .

Remark 3.3. The result in [5] is a special case of Theorem 3.2 with p = 1.
“Consider now the case of a;;x of form (1.2) and formulate the hypothesis
(Hy) o0 = S0, Spmy maxigjgn [kl < 1. |
Then we have the following

Theorem 3.3. Let hypotheses (H}), (H3), (HY) hold. Then there ezists a unique
function f = (f1,...,fn) € X being solution of the system

file) = 3.5 @iefi(Sin(@)) +gi(z)  (1<i<n)  (3.2)
1=1k=1 . .

for £ € Q. Moreover, the solution of this system 1s stable with respect to g in X.

Proof. We apply Theorem 3.2 for a;jx(z,y) = @ijky. Then &ijx = |&ijk| in hy-
pothesis (H3)/(i) and o = 0¢.< 1 by hypotheses (H3)(ii) and Hy B

Remark 3.4. Let S;;i be affine functions, i.e.
Sije(z) = BY*z + 'k (3.3)

where c'/* € R? and Bk =_(b:{f)p is a matrix of order p. Let
#,v=1 : .

Q =B,(0) = {zeR” Nzl <7}
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where ||z|l; = 3°F_ |z;|. Suppose that the matrices Biik and vectors ¢'7* satisfy the
hypotheses
P
ik _ ijk
1B = ‘?”aé”z—:l b1 <1
(HY) -
max & <r.
L% T- BT S
Then hypothesis (H;) holds and we have the following
Theorem 3.4. Let Q = B,(0), let hypothesis (H3') hold and let S;ji(z) = B*z +
c'* where the matrices B'I* .and vectors cik satisfy hypothesis (H)'). Then for each
g € X there exists a unique function f = (fi,-.., fn) € X being solution of system
(3.2). Moreover, the solution is stable with respect to g in X.
Remark 3.5.

(i) The corresponding results in [1] and (5] are special cases of Theorem 3.4 with
m=n=2p=1,Q=[-bb and p = 1, respectively.

(ii) Theorem 3.4 is still true for @ = R? and X = C(R?;R"). In this case the
matrices B'7* and vectors ¢7¥ need not satisfy hypothesis (H}').

4. Maclaurin expansion of the solution

Now we consider Q = B,(0) and real numbers &ijk, matrices BY* and vectors ¢k
as in Theorem 3.4. Let f € C'(Q;R") be the unique solution of systern (3.2) -'(3.3)
corresponding to g € C'(Q;R™). Differentiating two members of (3.2) with respect to
the variable z,, (1 < u < p) we obtain '

n m P
Dyufilz) =33 ik ) b3k Dof;(Sisk()) + Dygi(z)
1=1 k=1 v=1
fori=1,...,n,p=1,...,pand z € . Put
F.'“ = Dufi
F= (Fl',...,F{’,F;,...,F;’,...,F;,...,F,f).

Then F € (C(;R))" = X1 is the solution of the system of functional equations -

n m )4 ‘
Fi(z) =3 % a3 b FY(Siu(2)) + Dygi(x). (4.1)
1=1 k=1 v=1

Rewrite system (4.1) in the form of operational equation in X (1)

F=TF
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where
TF = ((TF);,...,(TF)f,(TF);,...,(TF);,...,(TF);,...,(TF):;)

and

n

(TF){(z) =Y D duk Y A FP(Sijk(z)) + Dyugi(z).
J=1 k=1 v=1

We note that X(1) is a Banach space with respect to the norm
n
F = max sup |F¥(z)|.
| F1l x 2y 15:45?].:2]:6]5' ,( I

We can easily check that 7: X — X and
ITF = TF||x0) < oM)F ~ Fl|xo

forall F, F € X1 with

n m

(1) _ 5is 1k
o= Z Z ‘rél]agcn |&iji || B* |1

i=1 k=1

It follows from hypotheses (H}') and (H{') that 0(!) < 0y < 1. Then using the Banach
fixed point theorem, there exists a unique function F ¢ X1 being solution of system
(4.1). Moreover, from the uniqueness, this solution is also ”the 1-order derivative” of £,
le.
Ff=D,fi = (4.2)

foralll1<i<nandp=1,...,p.

Thus we have the following

Theorem_4.l. Suppose that @ = B,(0), that the real numbers &ijk, matrices Biik
and vectors ¢¥ are as in Theorem 3.4, and let g € C'(Q;R"). Then there ezist f €

C'%;R™) and F € X being the unique solutions of systems (3.2) — (3.3) and (4.1)
respectively. Furthermore, we have also (4.2).

2

Similarly, let f € C?(§2; R™) be the solution of system (3.2) - (3.3) corresponding to
g € C(Q; R™). Differentiating two members of (3.2) in all variables until the order q,
we obtain

D" fi(z) = D7gi(z)

S e L(B7F)er (b )er oty
= = €2 loy|=1,

=1, .p
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forallz € Q,v=(7,...

. D“’.:D-;h...D;P S
V=mty!

as = (ais,...,ap,) € Z}

las| = lays| + ... + |aps|
! = ap,! - apy!
- ik g
(b5 = (B )™ - (bF)r )

For every p-multi-index v = (711, ...

,¥p) € ZE with |[y|=qandi=1,..

.,n where we denote

,7p) such that |y| = ¢ we put

F' = I,"“(‘Yl-.,*lp) = D"f; = D} "‘D;”f.‘-

T

Then the functions F, are solutions of the following problem:

(Sq) Find F e C(;R) (:=1,...,n; |v|=4q) such that
F{(z) = D"gi()

n m
+ Zzai]k

7j=1k=1

Sl

1 1

. (s %

a1 €28 layl=1e P
’=1,...,p

for all z € Q.

On the other hand, if we put

Iy ={yeZ: |vl=4q},

then the number of elements of 'y is given by N = card(T'y) =

the set [y as Ty = {v',...,7"N}, put

F= (F]’,...,F;'",F;‘,...,F;

n

.
JET

: Folx +m+op(si_jk(z))

and rewrite system (4.3) in the form of the operational equation

F=UF

where

in X9 = (C(®; IR))"N.

(4.3)
(;(J"p"__l‘))!!. We rewrite
F,yN)
L
(4.4)

UF=(WR) ... R R, P LR LR

and

(UF){(z) = D7gi(z)

oy i1k yay
&)

n m bijk
+Zzéi1k Z ‘Y!( 10{]!

J=1k=1 ags€ly,
a=1,..., P

|
Qp:

F01+4..+

i 7(Sijr(2))
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with1 <i:<nandvy=(y,...,7) € [y. We note that X(9 is a Banach space with

respect to the norm
n

|Fllx = max ) sup|F(z)].
Y€l €9

i=1

Hence, we can easily verify that U : X9 — X9 and -
IUF - UF|xw S o' PF - Fllx
for all F, F € X9 where

n m

(0 — - LBk
ol =3 > max Gkl 1BV} < 00 <1

=1 k=1

by hypothesis (H3'). Hence, there exists a unique function F' € X9 being solution of
system (4.4). i.c. system (4.3). Furthermore, from the uniqueness, this solution is also
“the g-order derivative” of f ,i.c. ’

F'=D"f; (1<i<n;yeTly). (4.5)
Then we have the following

Theorem 4.2. Suppose that @ = B,(0), that the real numbers &;;x, matrices B'7*
and vectors c'’* are as in Theorem 3.4, and let g € CI(Q;R"™). Then there exist f €
CI(,R™) and F € X9 being the unique solutions of systems (3.2) — (3.3)-and (4.3),
respectively. Furthermore, we have also (4.5). :

Remark 4.1. In the case of = RP we suppose additionally that the real numbers
&;jx and the matrices Bk satisfy the condition
n

m
~ 11k
3 max Ll 18415 < e
- T a=lk=1 T 7 .

(note that B'7* and c¢'’* need not to satisfy conditions hypothesis (H{')). Then, if
g € CJ(RP;R") = {g € Cy(RP;R™): D7gi € Co(RP;R™) (|v|<¢;1 << n)}

the conclusion of Theorem 4.2 is still true, where the functional spaces CY(Q;R™) and
X9 appearing in Theorem 4.2 are replaced by C{(RP;R") and (Cy(RP;R™))"V, re-
(p+g—1)!
g'(p—1)t"

spectively, where N =
4.2.

Now we return to the same case of @ = B,(0). Suppose that f € CI(Q;R") is
the unique solution of system (3.2) - (3.3) corresponding to g € CI(Q;R™). For each
Gg=1,...,g wehave F (y € ['j; 1 <1 < n) as in Theorem 4.2 corresponding to ¢ = §.
Then from the Maclaurin formula we have

The proof of this result is the same as that of Theorem

1 - IR ¥
(@)= Y DO b [ Q=g Y D e

[vI<q—-1 7" [vl=q
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for 1 <¢ <n. On the other hand, we have

. iflyl=0 :
me{By W, Osisw D

It follows that

fim) = % %F;’(O)x’%-q/o (1=t 3 %F;’(tz)x"dt (4.8)

vi<g—1 " lvl=q

forl1 <:<n.

Inversely, suppose that a function f = (f;,..., fa) € CI(;R™) is given by the
formula : ' :

filmy= > l,F](O)zwq/o (-7 >y :yl—!F,."(tz):c’dt

lvl€q-1 lvl=¢

for 1 <: < n. Then from (4.7) and (4.8) we have

@ = Y S0 g (=07 S D) = £

Irl<g—1 lvl=q

for all z € Q. Therefore f is a solution of system (3.2) - (3.3). -

Then we have the following

Theorem 4.3. Under the hypotheses of Theorem 3.4, let g € CI(Q;R™). Then
the solution f € CUQ;R") of system (3.2) — (3.3) is represented by (4.8) where FY €
CGR) (1 <1< njy el with0 < § < q) is the unique solution of problem (S3)-
Inversely, every function f € CI(;R") represented by (4.8) s a solution of system
(3.2) - (3.3). .

Remark 4.2. In the case of Q = RP, and rcal numbers &« and matrices Bk
satisfying condition (4.6), if ¢ € CJ(RP?; R™), the conclusion of Theorem 4.3 is still true,
where the functional spaces C(;R) and CY(Q;R™) appearing in Theorem there are
replaced by Cp(RP; R) and CJ(RP; R™), respectively.

Returning to the case of Q = B.(0) we have the following

Corollary 4.1. If g1,...,gn are polynomials of degree not greater than g — 1, the
solution f of system (3.2) — (3.3) is also a sequence of such polynomials.

Proof. We have D7g,(z) = O for z € Q, |y| > gand 1 < i < n. Then F =
0 (l7] = ¢; 1 <4 < n) is the unique solution of system (4.3). Applying (4.8) we obtain
filz) = Z|‘y|<q-—l %F;’(O)z’ and the statement is proved B
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Theorem 4.4. Under the hypotheses of Theorem 3.4, suppose that f € C"(Q R") 18

the solution of system (3.2) = (3.3) corresponding to g € CI(S4;R™) and f = (fi,. fr)
s a sequence of polynomials of degree not greater than ¢ — 1 and satisfying 9ystem
(3.2) — (3.3) corresponding to § = (gi,...,§n) where

- 1 :

gi(z) = Z —D79:(0)z” (i=1,...,n).

!
I7l<q-1
Then
1 = Fllx < - ; D7l (4.9)
vl=4q

Proof. We have the Maclaurin expansion of g; (1 <t < n) until the order ¢

9i(z) = §i() +q / (1= 2 Dgi(ta)a e (4.10)
Ivl= q
Applying estimate (3.1) with ¢ = 0y we have

If - fllx <

1 N

—— g~ dllx. (411)
—oo 7

From (4.10) we have

lg —3dllx = iug Z lg:(z) — gi(z)

/(l—t)q 'dt Z —supZ|D7 (tz)]|z7].

[v]=
We note that sup,cq 31, [D7gi(tz)| < ||Dg||x for all t € [0,1] and |z”| < ||:1:|||,1'I <r?
for all z € Q and |y| = ¢. Hence we obtain (4.9) from (4.11)

Corollary 4.2. Under the hypotheses of Theorem 3.4, if for g € C®(; R") there
ezists d > 0 such that

IDgllx <d™  (yezh), (4.12)

f is a solution of system (3.2) — (3.3) corresponding to ¢ and fl9 is a sequence of

polynomaials of degree not greater than q—1 satisfying system (3.2) — (3.3) corresponding
to § as in Theorem 4.4, then

lim |If - fU)x = 0.
g—+oo

Moreover, we have the estimates

1 d
If - fl)x € —— — ( ’;f) (g € N). (4.13)
Proof. It follows from (4.9) and (4.12) that
flal (rd) 1
If = fx < 3= > o (4.14)
lvl=¢
Using the equality ( ) Zlvl =q 7,1 (z € RF) withzy = ... =2, = 1, it

follows that 37\, % = L. Hence, we obtain (4.13) from (4.14) 8
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Corollary 4.3. Under the hypotheses of Theorem 3.4, let g € C(;R") and f be
the solution of system (3.2) — (3.3) corresponding to g. Then there ezists a sequence

flal = (f?‘”, e ,flf’)) of polynomials of degree not greater than ¢ — 1 such that
lim |If - f9)x =0
g—-+o00

Proof. By the Weierstrass theorem, each function g, is approximated by a sequence
of polynomials P,.[q] converging uniformly to g; when the degree ¢ — 1 — +o00. Hence,
Pla = (PI[Q], ceey P,[,ql) converges in C(2; R™) to ¢ when ¢ — +o0. Let fl9 be a polyno-
mial solution of system (3.2) - (3.3) corresponding to g = Pl9. By estimate (3.1) with
o = 0o, f = fl9 and § = P9 we have

1

1—00

“ﬂq] ~fllx < ||plql —g|l—=0 (4.15)

as ¢ — +ooll
Remark 4.3. The results of Theorem 4.1 - 4.4 gencralize those in [5].

Example 1. Consider the linear system with m =1 and n=p=2

fl@) =D e fi(Byz) +9i(z)  (i=1,2) (4.16)

=1
for

zeN= {x:(zl,zg)ERQ: Izl = |z1] + |z2| < 1}

where a;; and f;; are given rcal given numbers satisfyin
J b

Iﬂle S 1

2.
max Ja;;] <1
=1 sz .

(i) Let gi(z) = zlvlsrd"'fz‘y ( = 1,2) be polynominals of degree not greater
than r. It follows from Corollary 4.1 that the solution f of system (4.16) consists of
polynomials of the same type. Put fi(z) = zl'vlsrc"“/f’ (z = 1,2). Substituting f;
into (4.16) we obtain (c14, c24) that is the solution of a linear system

2
v = Y Bl =diy  (i=1,2 <),

=1
Hence

. 1- anﬂl}')dw + al?ﬂi;ld?y
(- an BN - a2Bl) — azan 8785
_ a2 Bldry + (1 — an B} )day
B (1- a“ﬂh’l)(l - anﬂgl) - an«lznﬁl}'ﬂé}"

617
(lv] £ 7).

Coy
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(ii) Let g € CY(Q; R?). 1t follows from Theorem 4.4 that -

1 1
T > q”Dvgllx

Ivl=¢

If - fllx <

where 0g = Z?:l max; <<z |,
filz)= Y ez’ (i=1,2)
lvl<q-1

and

(1= Ofnﬂm) !D"gl(o) + aléﬂlzlz};D’gz(O)
(1= en BN = a22B) = arzaz B3 617
an Bl ;.Dvgl(O) + (1= enBiT) L D7gx(0)
(1= an BN - azply) - 01120121ﬂh|,3h|

Cly =

(vl <q-1).

Coy =

(iit) Let g = (g1,92) with gi(z) = (1 — l+l nti2y-l (7 =1,2;z = (z,,22) € ). We
rewrite g; as

m@)=§i<zii?>j= > STy 7+§:(I?:?)j

1=0 |vI<q—1
Putting ‘
1 |y
Py = o L b,
! ! ki
fvl<g-1 T(1+9)
we have

q T + 22\’ 1 1
l9:(z) — P} ]-(z)l =3 ( 1+i2> < ; SR T (4.17)

329

for z € Q. Hence P[q] — g; uniformly on © as ¢ — +o0. A lying inequalities (4 15
pp g
and (4.17) we obta.m

|wm—wx<

1 1 1
17 = fllx < 3= 1— <2.,_1 * 2.3«—1> e

as ¢ — +oo where flOl = (ﬂql fm) with f(q](z) = Z|7|<q 1 €iv2? (i = 1,2) and the
coefficients c;, are calculated by the same formulas as in the case (i) with D74;(0) =

il (nl<g-1).
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- 5. The second order algorithm

In this section, we consider the algorithm for system (1.1)

@) =3 {a.,k{x, £ (Sur(2))

1=1k=1

(5.1)

Oaijk

+ = 2 £ Sun@ 1578 Uk(z»—f,‘”"’(smx))]}

+ gi(z)

forz € 2;,1 <7< nandv > 1 where f(o) = (fl(o),..,,f,(zo)) € X is given. Rewrite
(5.1) as linear system of functional equations

() = 35 0@ f 7 (Sin(a)) + ¢(=) (5.2)
j=1k=1
where 5 \
o{(z) = ""*[ (S k() (5.3)
and

n

9(@) = 9u(@) + 303 {auk [z £ (Sin(a))] - @U@ Sk} (54)

7=1k=1

Thus we have the following

Theorem 5.1. Let hypotheses (H,) — (H2) hold and suppose a;;x € C(Q; x R;R)
are such that 5

ax]k

Qi x R;R

By € C(R x )

o (5.5)
Qijk, le]— € Cb(Q,' X [—M,M];R) YM>0

where condition (5.5), will be omitted if Q; is compact in RP. If f(*=1) ¢ X satisfies
‘ n m
Z; ; [2ax, sup M=) < 1,

there exzists a unique function f(*) € X being solution of system (5.2),(5.4).

Proof. Apply Theorem 3.1 for a;jk(z,y) = auk(r)y, gi(z) = g, )(:r) and djx =
lag;al @

x]k
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We make the following hypotheses:
(A1) aijx € C(Q x R; R) satisfy
(i) %52, 224 € C( x RiR).
(ii) aix, 2528, 2248 € Cy(Q x [~ M, M];R) for all M > 0 (this condition will be
omitted if ; is compact of R?). '

(A2) There exists a constant M > 0 such that

lgllx + Y~ >~ AGH(M) + 2Map < M (5.6)
ij=1k=1
where ©
Aijk(M) = sup lai;k(z,y)l
. T€Q,|y|<M .
(1) Oaijk
A (M) = sup |—(z,y)|
]k( T€Q,|y|I<M 9y
~ ¢ W
1
oM = ;g 121]?2‘" Ak (M).

Thus we have the following . .

Theorem 5.2. Let hypotheses (H,) — (Hz) and (A,) — (A2) hold, let f be the
solution of system (1.1) and the sequence {f(*)} be defined by algorithm (5.1).

(1) I IIfOlx <M, then

15 = flix <amlfe = £k (@21) BCRY
where n m .
= ) 2 B A o)
and @ %a;ix
Aijk(M) = :éﬂf}:ﬁéM |_6y—2](z’y) .

(ii) If choosing the first term f(O) sufficiently near f such that Gu||f© = fllx < 1;
then the sequence {f(*)} converges quadratically to f and satisfies the error estimation

1 - . v . .
119 = Flix € -Gulf® - e w2 1) (59)
Proof. First we will verify that if || f(9||x < M, then

IfPlx <M (veN). (5.10)

Indeed, supposing
17 =lx < M (5.11)
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it follows from (5.2) and (5.11) that ||f(?||x < om|lf?llx + lg*”’||x. Note that (5.6)
implies 0 < oy < %, hence we obtain .

. 1
1Fx < 5 e llx. (5.12)
p—

On the other hand, from (5.3) - (5.4) we obtain

g™ iIx < llgllx + Z ZASSZ(M )+ Man. (5.13)

1,3=1 k=1
From estimations (5.6) and (5.12) - (5.13) we obtain (5.10).

Now we shall estimate || f — f(*)] x. Putting e(*) = f — ) we obtain from (1.1)
and (5.1) the system

e"(z) = ZZ{“-MI £5(Sisn(@)) = aiiela, £ (Siza(2)))
J=1 k=t (5.14)

+6a.1k[ f(v 1)(Suk($))][fjv)(sljk(z)) f(u 1)(5')1‘(1))]}

Using Taylor’s expansion of the function aijk[z, f;] about the point (:r,fJ(-" 1)) up to
order two, we obtain

aijkla, fJ]_auk[I (u l)]

a 5.15
= Dot 10 - 1) o1

1 02 0%aijk

Sl XN - £ "

where

(v) _ p(v=1) (v) (v-1) (v)
A = )y g0 (0 <6 <1).

Substituting (5.15) into (5.14) where the arguments of f;, f;v_l), /\gu) appearing in
(5.15) are replaced by S;;x we obtain

el (z) = ZZaE:Z<z>e‘°’ k()

)—lk 1

8 a, v v—
”‘ 2,07 (Sign(@)] el ™ (Sije ()
21
j=1k=1
From here and (5 11) we deduce that _
lellx < onllellx + .ZZ max AS?Z(M)ZneE""‘H&,. (516)
1=1 k=1 =1

We note that

Zn (v= "ux, < (Zue‘“ "nx) : (5.17)

Hence we obtain (5.7) by (5.8), (5.16) and (5. 17) Finally, we deduce easily (5.9) from
(7)1
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Example 2. Consider the nonlinear system withm =landn=p =2

2
filz) =Y i f2(Biiz) + 9iz)  (1=1,2) (5.18)
1=1
for
z€ Q=0 = {z=(21,22) € B: |lally = || + 2ol < 1}
where

gi(z) = llzll} = _ @B llzlh)?

i=1

and a;j, fB;j are given rcal numbers satisfying
a;; <0
181 <1

2 2 2 2
432 (el 4 pag el ) (2 52 D) ) <1
= J=

=1 j=1

The functions ai;(z,y) = aij(y) = ay;y? and Sij(z) = Bijz, gi(z) satisfy hypotheses
(Hy) —(H2) and (A1) — (A2) where in (A;) the constant M > 0 is chosen as

1— /1 -4dvlgllx <M< 1 + /1 = 4yllgllx

279 - 27

with
2

Yo=Y (Z lois| + 4 max, Ia.','l)

=1 ;=1
2 .
lgllx =2=>"" ay(Bi))¥
=] j=1

The exact solution of system (5.18) is fi(z) = (|lz])’ (¢: = 1,2). The second order
algorithm for system (5.18) is '

2 2
@) =23 an fTVB50) 1 (Byn) = 3 an (7 (B52)) + gi(z)

j=1 j=1

forz € §2,:=1,2 and v > 1. If we choose the initial iterative step f(©) = (fl(o),f,z(o))
such that || f(9]|x < M and

Sag = — 00
oM 1—2Mao

2
09 = Zi:l max) <;<2 |a,‘jl

&M“f(o) —fllx <1 with {
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then we have
(») (o o) >
15 = flx < == (emlf@ = fllx) @21),
oM

Chooseing f(°) note that the sequence {g‘*)} is defined by

2
0"(@) = Y (g "V (By))? + gila)

J=1

for z € Q,i = 1,2 and p > 1 where ¢(® = (ggo),gg) = (0,0) which is [|¢M]|x <
M (p>1),¢"® = fe X aspu— oo and |[g¥) ~ fl|x < 2LA* (u > 1) where

- 1-m
vy = 2Moy < M~y < 1. Choose pq sufficient large such that &u[g(#0) — fllx < 1.
Then we take f(O) = g(#o),
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