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Abstract. We use the Calerkin and compactness method in appropriate weighted Sobolev 
spaces to prove the existence of a unique weak solution of the nonlinear boundary valued 
problem

—*M(x,u'(x)) + f(x,u(x)) = F(x) (0< x < 1) 
Ilimo + x"u'(x)I < + 

M(1,u'(1)) + h(zt(1)) = 0 
where -y > 0, p ^! 2 are given constants and f, F, h, M are given functions. 
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1. Introduction 

We consider the nonlinear boundary value problem 

1  
---M(x,u'(x)) + f(x,u(x)) = F(x) (0< x < 1)) 

xdx	 1' 
Ilimz_0+ x I 'u 1 (x)I < +	 (1.1) 

M(1, u'(1)) + h(u(1)) =0 

where 

-y> 0 and p > 2 are given constants 

f, F, h are given functions 

Nguyen Thanh Long: Polytechnic Univ. of FloChiMinh City, Dept. Math., 268 Ly Thuong 
l<iet Str., l)ist.10, HoChiMinh City, Vietnam; longnt©netnam2.org.vn 
Bui Tien Dung: Univ. of lloChiMinh City, Dept. Math., 196 Pasteur Str., Dist.3, HoChiMinh 
City, Vietnam 
Tran Minh Thuyet: Vietnam Nat. Univ. of HoChiMinh City, Dept. Math., 59 C Nguyen Dinh 
Chieu Str., Dist.3, ho ChiMinh City, Vietnam 

ISSN 0232-2064 / $ 250 © Heldermann Verlag Berlin



1036	N. T. Long et at. 

M : (0, 11 x R —f R satisfies the Carathodory condition and is monotonically 
increasing with respect to the second variable. 

In the case of -y 0 the problem 

id 
---M(x,u'(x)) + f(x,u(x)) = F(x) (0< x < 1)) 

xdx	 I 

	

u(0)=0	 (1.2) 

	

M(1,-'(l)) + 1 G(1) sin u(1) = 0	 J 

is related to the buckling of a nonlinear elastic bar with specific weight Yo immersed in 
a fluid with specific weight yi that Tucsnak [1] has constructed in the case of 

f(x,u) - F(x) = [- A + ( yo - -y i )g(x) - G'(l)} sin  

where A > 0 is a constant, g and G are given functions with some mechanical meaning, 
and u(x) is the angle between the tangent of the bar in the buckled state of a point 
with curvilinear abscissa x and vertical axis Oy. Then, in the case of g = const and 
M(x, u') = M(u') being monotonically increasing and sufficiently smooth Tucsnak has 
studied the bifurcation of integral equations equivalent to problems (1.1) and (1.2) 
depending on a parameter A. 

We note that problem (1.1) with - y = 0 and u'M(x,u') ^! C i Ju	(p > 1,C 1 > 0)
independent of x had been considered in [2]. In [6] problem (1.1) with p = 2, M(x, u') = 
x  with -y > 0 and the boundary condition u'(l) + h i u(1) = h 2 with given constants 
h 1 > 0 and h 2 has been studied. At least, in [3, 4] the nonlinear Bessel differential 
equation

--—M(xu'(x))+u2—u=0 (x>0)	 (1.3)

has been studied. 
In this paper we use the Galerkin and compactness method in appropriate weighted 

Sobolev spaces to prove the existence of a unique weak solution of problem (1.1). The 
results obtained here generalize those of [1 - 4, 61. 

2. Preliminary results, notations, function spaces 
Put f = (0,1) and p' = P P 1 . We omit the definitions of the usual function spaces 
C m(), L(Q), H-() and W m P(cl). We denote by LP(Q)	L the class of all 
measurable functions u defined on Q for which 

<00	(1 p < 00)	 (2.1) 

where

Hullp"
= (j 'x [ u ( x )I Pdx)	(1	< 00) 

= ess sup Iu(x)I 
O<x<I
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and were we identify functions that are equal almost everywhere on ft The elements 
of LP are thus actually equivalence classes of measurable functions satisfying (2.1), two 
functions being equivalent if they are equal ac. in ft Then LP is also a Banach space

	

with respect to the norm	'p• In particular, L is a Hilbert space with usual scalar 

	

product (u, v) = f' x 7u(x)v(x)dx and norm IJU ll2,7 =	We denote by 

	

W"(Q) E= { v E L P : V 1 E L P 	p no)

the real Banach space with respect to the norm 

ll V lllP	= (llvll,7 + ll v ll ,7	 (1 p < no) 

ll v ll1c1 = max {ll v lloo, llv'llDo,7} 

with derivatives in the sense of distributions [8]. In defining the function space W"(i) 
with weight x 1 , we can also define W P() as the completion of the space 

S 1 = { u e C'(): ll u lli,p,7 < 

with respect to the norm II ll',p, (see Adams [81). 
The following imbedding inequality will be used in the sequence. 

Lemma 2.1. For every u E C'(), -y > 0 and p > 1 we have 

 Ju(1)I + K1 ll u IIp' 'I 

	

IIp , .y	 ,-1 

	

1u(1)1	R 211 u 11 i,,7	 I (2.2) 

	

xflu(x)[	K31lull1,,1	 I 

	

ll u IlL 7	K4 ll u ulI,p,7(l u ( 1 )l + ii uh ii p )	(p	2_!) 
Pf	 7 

where
K1 = t.yi 

I 2 = ( y + p) 

K3 = max{2,(y+2p— 1)} 

K4 = 

Proof. (I) Integrating by parts in the following integral, we get 

,7
-(1)l	p f x 1+1 1u(x)l 2 u(x)u ? (x) dx ull	= 1 +	-	 (2.3) 

—. lu(1)l	p 
—. 1+	1+ 

where by using the Holder inequality 

	

Ill 1 ,	I+	 I 
L/0 

=.	x U ' 	x	' l u ( x ) l 2u ( x ) dx	ll u 'llll u ll .	(2.4)
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It follows that
(1 + y ) I pu I p"	u(1)' + pu'II,.Iu;'. ,.y 

Using the Holder inequality 

ab <	+ 1 e ' b '	(E > O,a > O,b> 0) 
P	p1 

it follows that

(1 + -011u11Pp,.y	Iu(l)I + E"IIU'II"p, .y + (p - 1)?' II' II' p'-Y 

where (p - l)E P'	-y. Hence (2.2) is deduced. 
(ii) Similarly, it follows from (2.3), (2.4) and the HOlder inequality with e = 1 that 

Iu(1)I	(1 + y ) u PI	+ p1	(p + -01I u I	+ lu'I	 (2.5) 

Hence (2.2) 2 is deduced. 
(iii) We have for all x E [0, 1] 

x I u ( x)I = u(1) - f	-( y kt(y)I) dy 

= u(l)1 -
	

ylIu(y)[Pdy - f yIu(y)2u(y)u'(y)dy 

where by using the Holder inequality the later integral in the right-hand side is estimated 
as

1Y 
I IU( Y ) I ,-2u(y)u'(y) dy	IIPI 

Taking together we deduce that 

x I u ( x )I'	u(1)" +P11 U 11 PP ;' Iu'i,-. 

We again use the HOlder inequality with c = 1 to get from (2.5) that 

x I u ( x )V'	(p + ') II u II, + k"iV'	+ (P - 1 )lI u Ij	+ IIiL'II,-y 
Hence (2.2) 3 is proved. 

(iv) Let p> 2 - and p> 1. We have from (2.2) 3 that 

IIuIIL = j x I u ( x ) x l u ( x )I dx	1'3II U IIIpf x I u ( x )I dx.	(2.6) 

On the other hand, using the HOlder inequality we obtain the inequalities 

Iu(x)I <2' [IuwIP + (j Ju'()[Pd)] 

<2	[I 71 (0I P + 0 - x)P_1 Ix Iu'(YIPd]
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and

xIu(x)Idx) <f x'Iu(x)Idx. 
(f  

Hence, Taking together we deduce that 

/	I	 P çí xIu(x)Idx)
(2.7) 

2' u(l)I + 2P-1	1(-1h(l - x)dx f Iu'(y)!dy. 1+(p-1)7	0 

Inverting the variables of integration x and y in the last integral we estimate that 
integral as

fo x'(1 - x) 1 dxf Iu'(y)Idy 

= 
f u(y)IPdyf x(1 - x)'dx 
 0	

(2.8) 

<f u'()7'df 

1	
f y1hu'(y)Idy 

l+(p-l)y 0 

and note that	(-1)-y	y for all y E [0, 1) and p 2 2 - . Then (2.2) 4 is deduced
from (2.6) - (2.8)• 

Remark 1. The results (2.2) 1,2 proves that (I u ( 1 )I + I u 'II) Pand	are
two equivalent norms on W'P (1) and 

1 +K1 Il u II	u41)[ + II u 'II	(1+ K )II u lI	 (2.9) 

for all u E W41P(1). 

Lemma 2.2. The imbedding W."(Q) - L2 (Q) (p> 1) is continuous if p22- 
and compact if p 2 2. 

Proof. For p 2 2- the continuity of the imbedding W'P (Q) '-* L2 (Q) is deduced 
from (2.2) 4 and (2.9). For p > 2 we have W(Q) '-* W4' 2 (Q) '- L(Q) and on the 
other hand the imbedding W'2 () '-* L(l) is compact (see [5}). Hence, WP(Q) 
L1) is also compact U 

Remark 2. We also note that 

lim xu(x) = 0	(u E W''(1))	 (2.10) 
z-0+ 

(see [7: p. 128/Lemma 5.40). On the other hand, by W 1 ' P(, 1)	C'([ E, 1]) (0 < E < 1) 
and	 - 

IkL IIW I ,P(e,l)	I u IIi,	(u E	0 <c < 1)	(2.11)
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it follows that
hhlki1 E C°([e, 1])	(0 < e < 1).	 (2.12) 

From (2.10) and (2.12) we deduce that 

E C°()	(U E W'()).	 (2.13) 

Put H = L?() and V = WP() with p > 1 and p > 2 - 1 From the result of 
Lemma 2.2 with p > 2 - . V is continuously embedded into H. Furthermore, V is 
dense in H since C'() is dense in H; identifying H with W (the dual of H), we have 
V - H - V'. On the other hand, the notation (.,.) is used for the pairing between V 
and V'. 

3. Theorem on existence and uniqueness 

We assume that p ^! 2 and formulate the hypotheses 

(M i ) M (0, 1] x R -i R satisfies the Carathéodory condition, i.e. M( . , y) is measur-
able on (0, 11 for every y E R and M(x,.) is continuous on R for a.e. x E (0, 1]. 

(M2) There exist a constant C 1 > 0 and a function q i e L'(1) such that yM(x,y) > 
Ci x I y I - ql(x)I. 

(M3) There exist a constant C2 > 0 and a function q2 with xq2 E LP' () and 
lim_o xIq2 (x)I < oo such that M(x,y) I <C2 xIyIP1 + Iq2(x). 

(M4) Mis monotonically increasing with respect to the second variable, i.e. (M(x,y) 
—M(x,Q))(y - ) > 0 for all y , E Rand a.e. x  ft 

Furthermore, we formulate the hypotheses 

(F1) I : Q x R - R satisfies the Carathéodory condition. 
(F2) There exist constants C3 > 0 and 1 < r < p and a function q 3 E L(1) such 

that yf(x,y) +C3 1y1 r >	for ally E Rand a.e. x  ft 
(F3) There exist a constant Ca > 0 and a function q4 E L(l) such that f(x, )I 

C4I y I T + q4 (x)I for all y E R and a.e. x E ft 

Finally, we formulate the hypothesis 

(H 1 ) For h E C°(R; R) there exist two constants C5 , C > 0 with uh(u) > C3I u I P - C 
for all u E R. 

Suppose that
F e W.	 (3.1) 

Remark 3. In hypothesis (F2 ), r = p still holds if C3 > 0 is sufficiently small (see 
Remark 6). 

The weak solution of problem (1.1) is formed from the following variational
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Problem. Find u E V such that 

f M(x,u'(z))v'(x)dx + h(u(1))v(1) + (f(x,u(x)),v) = (F, v)	(3.2) 

for all v E V. 

Remark 4. By (2.13), the terms u(1) and v(1) appearing in (3.2) are defined for 
every u,v E V. We obtain (3.2) by formally multiplying both sides of (1.1) by xv E V 
and then integrating by parts when taking conditions (1.1) 2 , 3 , (2.10) and hypothesis 
(M3). 

Then we have the following 

Theorem 1. Let FE V' and let hypotheses (M 1 ) - (M 4 ), (F 1 ) - (F3 ) and (H 1 ) hold. 
Them the variational problem (3.2) has a solution. Furthermore, if M(x, .), f(x, .), h are 
non-decreasing, i.e.

(M(x,y) - M(x,y))(y - 0 >0) 
(f(x.y)—f(x,y))(y—y)>0	 (3.3) 

(h(y)—h())(y—y) >0J 
for all y, E R and a. e. x E ci where two of the three inequalities above are strict in the 
case y	, then the solution is unique. 

On the other hand, uniqueness of the solution also holds if condition (3.3) is replaced 
by the hypothesis 

(A 1 ) There exist constants C6 ,C71 C8 >0 with 0< C 1 < min {Cs, -} such that 

(i) (M(x,y) - M(x,ij))(y - ) ^! C6xy - 

(ii) (f (X, y) - f(x, )) (y 	C7 I!i	YI' 
(iii) (h(y) - h())(y - )	CsIy - 

for all y,y E R and a.e. x E ci. 

Proof. Since V is separable there exists a sequence of linear independent elements 
{w} which is total in V. We find Urn under the form 

Urn = 11 cmjwj	 (3.4) 

where cmj satisfy the nonlinear equation system 

f 1 M(x, u(x))w(x) dx + h(Urn(l))wj(1) + (f(x, Um(X)), w) = (F, Wi).	(3.5) 

By the Brouwer lemma (see 8: p: 53/Lemma 4.3) it follows from hypotheses NO - 
(M 3 ), (F 1 ) - (F 3 ) and (H 1 ) that system (3.4) - (3.5) has a solution ZLm. Multiplying the
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j° equation of system (3.5) by c, j and then adding these equations for j	1,2,... , m
we have 

f 
I

M(x,u(x))u(x)dx + h(Um(1))um(1) + (f(x,um(X)),m) = (F,tLm)	(3.6) 

By using hypotheses (M 2 ), (F2 ), (H 1 ) and (2.9), (3.1) we obtain 

	

CoI! U mIIp,	C3 f X" lum(x)I'dx	
(37)

+ I(FjI v' IjtLmjI I ,p,y + C5 + II q i II L'(l)) + IIq3 Iii 

where Co - min{CiC5} 
1+K1	Using the Holder inequality - 

ab < —Ea + E 1 b	(e > 0,a 2 0,b 2 0 
P	p 

we get the inequality 

IIFIIV'IIUmIh,p,	
p 

e II U mIIp +	EIIFII,	 (3.8)PV

where E ' =. We also note that I U mI' < rEP/lu i +	for all E3 > 0. Hence
we have

C3 I XpUm(X)Irdx C3-E2 ' UrnI	+ C3
	

- r (3.9) 
Jo	 S 

p	 1+..yP/Pr 

where C3	=	. Combining (3.7) - (3.9) we obtain 

II U rnlIl,p .y	C	 (3.10) 

where C is a constant independent of rn. From hypothesis (M 3 ) and (3.10) it follows 
that

IlxM(x,u)IL9'	C2u	+ xq2 II p <C.	(3.11) 

On the other hand, it follows from hypothesis (F 3 ) and (3.10) that 

IIf(X , U rn)IIL,'	C II UrnII' + II q4 j IP',	C	 (3.12)

where C is a constant independent of in. 
By means of (3.10), (3.11) and Lemma 2.2 the sequence {Urn} has a subsequence 

still denoted by {Um} such that 

Urn -* u	in V weakly 
Urn	u	in H strongly and a.e. in Q .	(3.13) 

xM(x,u) - x	in L ' weakly
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Note that because the embedding W' P (e, 1) '-* C°([c, 1]) (0 < e < 1) is compact, by 
(2.11) and (3.10) {Um} has a subsequence still denoted {um} such that UmIleI] -3 
in C°([E, 1]). Hence

	

Um(1)91L(1)	
(3.14) 

h(um(1)) ^ h(u(1)) J 

On the other hand, it follows from hypothesis (F 1 ) and (3.13) 2 that 

	

xf(x,um) -* xf(x,u)	a.e. X E Q.	 (3.15) 

We shall need the following lemma, the proof of which can be found in [9]. 

Lemma 3.1. Let Q be an open bounded set of R' and G, Cm E P1(Q) (1 < q < ) 
such that Gm - C ac. in 9 and II Gm11Z,4( Q) < C, with C being a constant independent 
Of M. Then Cm - C weakly in 117(Q). 

Applying Lemma 3.1 with N = 1, q = p', Q = Q, G, = X f( X , U m) arid G 
xf(x,u) we deduce from (3.12) and (3.15) that 

Xf(X,Um) -* xf(x,u)	weakly in Lv' .	 (3.16) 

If we pass to the limit in equation (3.5) we find without difficulty from (3.13) 3 , (3.14)2 
and (3.16) that u satisfies the equation 

f
x xv '( x ) dx + h(u(1))v(1) + (f (x, 	= (F,v)	 (3.17) 

for all u E V. So we shall prove the existence of the solution of the variational problem 
(3.2) if we show that x = xM(x,u'). From (3.4) and (3.5) we can deduce 

I M(x,u(x))u(x)dx
(3.18) 

= h(un,(1))m(1) - (f(x,m(x)),Um) + (Fu.). 

By using (3.13)1,2, (3.14), (3.16) and (3.17) and passing to the limit in (3.18) as ni 
+oo we have

lim f M(x,u(x))u'(x)dx = I x(x)u'(x)dx.	(3.19) 
M—+00m—oo o	 o 

We deduce from (3.13) 1 , 3 and (3.19) that 

lim mj (M(x, u m (x)) - M(x, 0(x))) (u m (x) - 6(x))dx 
+00

=

 101 (x(x) - M(x,0(x)))(u'(x)—O(x))dx
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for all 9 E L. Using the monotonicity property of M, we obtain 

/ (x x( x) - M(x,9(x)))(u'(x) - 9(x))dx > 0 
Jo 

for all 9 E L. If we choose here 9 = u' - Aw with A > 0 and w E L and let A - 
we easily deduce that x = xM(x,u') and the existence proof is completed. 

To prove uniqueness let u and v be two solutions of the variational problem (3.2). 
Then w = u - v satisfies the equality 

f(M(x,u'(x)) - M(x,v'(x)))w'(x)dx 

+(h(u(i)) - h(v(1)))w(1) + (f(x,u) - f(x,v),w) = 0. 

If (3.3) holds, then evidently u = v. If hypothesis (A l ) holds, by (3.20) and (2.7) we 
have

+ C8I 71)( 1 )I <C7[[w[l p-y 

and
c6 } 

(K II w 'II	+ Iw(1)I) CoII w '[I,.1 + C8 [w(l)[" ^ mm	C8,
A1 

>min C8
c6 

} II w II , — 
I	A1 

respectively, and since 0 < C7 < mm {C8, - } we deduce that w = 0. Theorem 1 is 
proved completely I 

Remark 5. In [3], corresponding to p = 2 and -y = 1, we have proved that the 
nonlinear Bessel differential equation (1.4) associated with the boundary conditions 
u(0) = 1 and u(+) = 0 has at least one solution. Wherein, the nonlinear term u 2 - u 
is non-monotonic. One of the solutions above is constructed from the boundary value 
problem (1.4) in the interval a < x < b associated with the boundary condition u(a) = 1 
and u(b) = 0 wherein x < a < b < x,.. 1 and are two consecutive zeros of the 
first order Bessel function Jo. Formation of a counterexample for the function f(x, u) 
not satisfying the assumption to be monotonically increasing with respect u to so that 
the solution of (3.2) is riot unique is an open problem. 

Remark 6. Theorem 1 still holds if hypothesis (F2 ) is replaced by the hypothesis 

(F'2 ) There exist a constant C3 with 0 < C3 < min {C5, - } and a function q 3 E
such that yf(x,y) + C3 1y[ P >_ —[q3 (x)[ for all Y E IR and a.e. x E Q. 

In fact, from hypotheses (M 2 ), (F2 '), (H 1 ) and (3.1), (3.6) we can obtain the following 
inequality similar to (3.7) 

C 1 II"p,-Y + C51-m( 1 )l" II  

C31I U mIIy + II F [iv' Ikm IIip, + I q i ItL'(Il) + [q3 I1,- + C.
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Choosing C such that 0 < C3 < C < min {C5, 1. } it follows from (2.2) 1,3 that 

C3	min{Cj, C51 
C3 )	I +.Kj IIt2mIIp,	II F IIv' II U mII1,p, + li q i IIL'(o) + ll q3lll,, + C5. 

Hence, we obtain (3.10). 

Remark 7. In Theorem 1 hypotheses (M 2 ), (M4 ), (F), (H 1 ) are implied by hy-
pothesis (A 1 ). Indeed, it follows from (A 1 ) that 

() yM(x,y) 2 C i xIyI P - 

(F2 ) yf(x,y) +C3jyP 2 —I(x)L 

(H 1 ) yh(y) 2 C5yP 

where

C'	\ 
= C6 - - > O'

 p
I	 E'	_i. 

1

1 

C3 C7 + - > 0	 (x) =	x	q2(x) E L' 
p	 p and  

C5 =C8 - - > 0	 (x) = P	
q4(x)P E L	

J 
C' -	I 5--p h(0)- 

From the condition 0 < C7 < min {C8 ,'} we obtain the condition 0 < C3 < 

min {C5 , i.} with e >0 sufficiently small. We then have the following 

Theorem 2. Let F E V' and let hypothe3e3 (M 1 ),(M 3 ), (F 1 ), (F3 ), (A 1 ) hold. 
Then problem (3.2) has a unique solution. 

Remark 8. Theorem 2 still holds if hypothesis (A 1 ) is implied by the following 
hypothesis 

(A 2 ) There exist constants C6 , C7 , C8 with 0 < C8 <. mini C6, C7 ) such that, for 
ally, ER and a.e. x  Q. 

(i) (M(x,y) - M(x,))(y - ) 2 C6 x I y - 

(ii) (f(x, y) - f(x, ))(y - ) 2 C71 y - 

(iii) (h(y) - h())(y - ) 2 —Csly - V. 

In fact, from (3.1), (3.6) and hypotheses (A 2 ), (M 1 ), (M 3 ), (F 1 ), (F3 ) we obtain 

- 

min{Cm,C3 }IIu miii" p p

+	'F" II	liv' + I'ii IIL' ( Q ) + IITIIm, + C (i	 — + -:-)IIumIIi,p,	
p1
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for all E > 0 where

EP 

7)

I	 E 

	

P	 and	 p

1 

' 1 

	

C3 = C7 - -	

t	

(x) = -x ' q2 (x)I I 

	

JP	 p 

C' - 

It follows from the condition 0 < C8 
<-

1 rriinfC6,C71 that there exists e > 0 such 
K 27 

that rnin{C i ,C3 } > C5 K2 + . Hence we obtain that I[ U mIIl,p,.y	C where C is a 
constant independent of m. We then have the following 

Theorem 3. Let (3.1) and let hypotheses (A 2 ), (M 1 ), (M 3 ), (F 1 ). (F 3 ) hold. Then 
problem (3.2) has a unique solution. 

Acknowledgements. The authors would like to thank the referee for having kindly 
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