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Abstract. Let M(n, R) be the set of real positive definite symmetric (n x n)-matrices equipped 
with the Euclidean norm, and let A E M(n, IR). Let L(n, R) be the set of all real non-degenerate 
lower-triangular (n x n)-matrices equipped with the Euclidean norm, and let L : M(n,R) 
L(n, R) be a (differentiable) map assigning to a positive definite symmetric matrix its lower-
triangular factor in the LU-decomposition. We give an effective upper estimate for IIL'(A)II. 
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1. Introduction 

Frequently encountered problems in the field of numerical analysis are related to find-
ing solutions of partial differential equations by solving large systems of linear alge-
braic equations with symmetric (or Hermitian) matrices. An important computational 
method for solving such large systems is based on the LU-decomposition of positive 
definite matrices. More precisely, in order to solve a system Ax = b we can represent 
the matrix A as product of a lower-triangular matrix L and an upper-triangular matrix 
U which can be easily inverted, so the original system can be solved. 

Accuracy of any numerical method is related to its stability with respect to small 
perturbations of the data (cf. [2, 3, 6 - 81). In other words, as unavoidable errors associ-
ated for example with rounding or approximation of the data propagate, get amplified, 
and consequently, contaminate the results, it is important to effectively and accurately 
estimate the impact of small changes of the data (i.e. the right-hand side vector b of 
the system of linear equation Ax = b) on the computed solution. 
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Another crucial problem related to finding numerical solutions of linear equations, 
from the more delicate standpoint of numerical performance, is associated with the so-
called coefficient stability. In other words, we need to know how perturbations of the 
entries of the matrix A affect the solution of the corresponding linear system. It is our 
impression that this fundamental stability problem for the LU-decomposition method 
has not been given sufficient consideration in the existing literature. 

The above stability problem can be studied using various information about the 
matrix A. for example its spectral properties, that is a standard approach to evaluate 
stability of a numerical method. However, the information about the spectrum of A is 
not always available, so it is more natural from the practical point of view to use an 
evaluation method depending directly on the coefficients of the matrix A. 

In this paper we present an estimate for the stability of the LU-decomposition 
method expressed in terms of the norm of the matrix A and its principal minors. Namely, 
we present an estimation of the magnitude of the error in the calculated triangular 
factors of the matrix A as a function of the approximation error of the entrees of A. To 
be more specific, let us formulate this problem in a purely analytic way. 

Let M(n, R) be the set of real positive definite symmetric (n x n)-matrices equipped 
with the Euclidean norm, amid let A = (a) E M(n,l). Consider its LU- decomposition 

A= L(A)U(A) 

where L(A) arid U(A) are a lower- and upper-triangular matrix, respectively, transposed 
to L(A)). Recall that the coefficients of L(A) can be computed from the well-known 
Gauss formulas (cf. [6, 9, 10])	. 

	

10	for l<s<k-1 
lkt1k

	for k<s<n	(k=1,...,n)	(1.1) 

where A 1 is the principal minor of A of order z (z = 1,... , n) and Ak is the minor of 
A obtained by intersecting the rows with the indices 1, 2,. . . , k - 1,s and the columns 
with the indices 1,2,... ,k. 

Denote by L(n, R) the set of all real lower-triangular (n x n)-matrices equipped with 
the Euclidean norm. Let L: M(n, R) - L(ri, R) be the map defined by L : A - L(A) 
where L(A) is the above lower-triangular matrix corresponding to A. In spite of the 
fact that the map L is given by an explicit formula, its analytic properties were not 
studied in a rigorous way. It is clear that L is differentiable and positively homogeneous 
of degree , i.e.

	

L(AA) =	L(A)	for ,\ >0.	 (1.2) 

Since L is differentiable, the problem of finding an estimate for the stability of the 
LU- decomposition method for a fixed matrix A can be reduced to estimating the local 
Lipschitz constant represented by the norm I L ' ( A )I] . Consequently, the stability prob-
lem for the LU- decomposition method can be reformulated as follows: Given a matrix 
A what 23 L'(A)? 

The main result of this paper is an effective upper estimate of ]L'(A)II presented in 
Theorem 2.5. We refer to ]2, 3, 6 - 10] where several results related to our discussion 
can be found.
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2. Lipschitz constant estimates 

The objective of this section is to analyze the Lipschitz continuity of the matrix function 

L: M(n,R)-4R' 

defined by (1.1). Our estimates are based on the following inequality expressing for 
T E M(n, R) the relation between det T and the Hilbert-Schmidt norm of the matrix 
T, denoted by 11T1. 

Lemma 2.1. Let T e M(n,IR). Then 

	

detTi	n hI T II .	 ( 2.1) 

Proof. Inequality (2.1) is probably well-known, however we were not able to find 
any reference to a standard textbook in linear algebra. Therefore, it is appropriate to 
present its proof. For example, inequality (2.1) is a consequence of the well-known Schur 
inequality (cf. 111)

II2 < 11 T h2 

where A 1 , A 2 ,. . . , A are the eigenvalues of the matrix T. Indeed, using the fact that 
geometric mean is always less or equal than arithmetic mean we obtain 

IdetTI [I A = (( ñ	
* 

IkI2) ) 

(= - (E IAkI2) n	I A k 1 2) 2 

< n-Tj' 

and the statement is proved I 

Let us notice that inequality (2.1) also follows from the well-known Hadamard in-
equality (cf. 111)

IdetTI  fi (E IaikI2). 

Indeed, by similar arguments we have

/n 
IdetTi	((ñ (Ehajk I 2)))	(I	IaikI2) =nIITIb. \fl j=I	k=1	 j,k=1 

Now, we can use Lemma 2.1 to estimate the partial derivativesof the entries of 
L'(A).
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Lemma 2.2. The inequalities

2 

k 
(

11
k="	

IIAIIyk\/k 	 (2.2) 
- I	I	A 2 . . . A	A2 I	n—I 

hold for .s = k, k + 1,... , n and k = 1, . . , n where 

3

7	 I 

	

4	 (k—i) 4 

	

(k-1)	 (k_2)k) (k^2)J 

1(	3k
k-I + 

Proof. First consider the case 2 < k < n. From (1.1) we have (s 2 k) 

1	öA3k	1	
A	

oAk	1	OAk_I 
A 3 k	Ak.	(2.3) 

	

3	• 

	

A	fl	 Oa	9A A 

	

3 A k I	
01i 

k—I k 

Notice that, by Lemma 2.1, 

A3k1 <	IIAII k	and	I	I <	1	
IIAII 

	

k	 IOajjI_(kfljL 

and since A k	IA kk I, inequality (2.3) implies 

DIs k	1	IIAIIkI	1L41I 3k2 	_______ 	

.	(2.4) 

Oa

	

+	
((k i)k Ikk 

+ 
A 1 A (k - 1)	2A1A	-	-	(k - 2)kkJ 

By applying again inequality (2.1), we have 

( 
IAII32 /	3	

+	
1 

	

k_IAk \(k - 1)k_1k	(k - 2)kk 3	
)	

(2.5) 3 OaI 2A 

In a similar way we can consider the case k = n. Since l a ,, = A/A_ 1 we obtain 

Dlnn	1	OA	 1 

	

-	 An_i -	A	 (2.6) 
Oa, 2	A Oa,3	2A_1AI	3a 

t1nI 

and by applyin'g (2.1) we get 

	

ainn	II A 11 2n-2 1
(2.7) 

	

Oaij- 2A,I..1A ( (n  - 1)n_1	(n - 2)aIn)
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Using (2.1) in the case k < n we obtain the estimate 

A l . . . A_2A1...A-' -1A 

- A . . A_ 2 A_ 1 AA^ 1 . . . A_1A 

-	 AIA 

< II A II	.	h Ail'liA ll	(k -l)1)k 

-	( [I:I' k k) n	llAll''liAll 
k	 (2.8)


- hAil  2 n2 (k - 

— 
I n= kk )	 hlAhl31c_ 

= lAll2(flkk) n433k4. 
k=1	11A

Combining (2.8) with (2.5) yields (2.2). Similarly, in the case where k = ri we have 

hAil 42 (n— I)(n-2) 

A••A5 2<	 (2.9) 
- (1 . 22 ... (n - 2)n-2) 

thus (2.2) follows from (2.7) and (2.9). The proof in the case where k	2 is similar

with some evident simplifications U 

Lemma 2.3. Let

i(	3k*	(k - i) 
^tk

). 

=	
k-I +	k-2 k 

(k-1)-	(k-2)k 
Then the inequality

	

k < 2ek	 (2.10) 
holds. 

Proof. It is clear that

1 +	I 
(k 3k

	
k <3(	

1 \	
< 3e k 

t 

	

k-li	- 

and
3(k-I) 

(k - 1) 4	-	 (k - 1)1 (k - 
k-2 k 

(k-2)rk	 (k-.2)i2	k 
k-2	 k 

(k	1) 14'	 (i_) 

11	k+i 4 
=(k_1)(1+)(1_) 

(1+) 
k 2 I 

)4 
e4	

k 

<e4k4	 - 

so inequality (2.10) follows I
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Notice that for a fixed ic an entry 1,k of the matrix L(A) depends only on k 2 variables. 
Furthermore, for a fixed k there are only n + 1 - k non-zero entries 1sk of the matrix 
L(A), thus for a fixed k there can only be (n + 1 - Ic)k 2 non-zero partial derivatives 

Lemma 2.4. The inequality 

4	11

	

4n	1 ' r	>n+1—k)k	
- +	2	 11 

1+—I 
k=i	 - 63	n) (	2n 

holds. 

Proof. The proof is straightforward and we omit it I 

The estimates presented in Lemma 2.4 can be illustrated by the following graph. 

We can summarize the estimates derived in Lemmas 2.2 - 2.4 in the following result. 

Theorem 2.5. Let A be a positive definite symmetric (n x n)-matrix. Then the 
estimate

4e	u	1	1	'	
2 IIA 

	

fl4	 k	4	
(2.11) II L ' ( A )II	(1 + -	(i +

k=I )
	A . . . A1A nJ \. 

holds

Remark 2.6. Notice that the estimate standing on the right-hand side of inequality 
(2.11) is a homogeneous expression of order - with respect to A, as it was expected 
since L'(A) is also homogeneous of order -. 

In general, however, estimate (2.11) is rather rough what can be seen using spectral 
properties of the matrix A. We have the following
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Corollary 2.7. Let m and M be the smallest and the largest eigenvalues of A, 
respectively. Then

-	 7	11	'
3 2 39 4e	

1 + -	i + .__" ers' IL'(A)II	 (	n) (	2ni	
(2.12) 

where F	1.2824271 . . . is the so-called Cleisher constant. 

Proof. We have the well known inequality inequality hAil < /ñM and on the other hand 
by the classical Sturm separation theorem (cf. [11) A 1 -:^> m, A 2 > ma 2 ,. . . , A,, > .n. 
Consequently, we have the estimate 

11 A hl 	r18n	84	

() fl2_,fl•	

(2.13) 
A•••A1A,, 

Furthermore, we have for the product fl_ k  the estimate 

fl-2 n

	

1	eT 
11 k_ k < -(2.14) - F k=1 

(cf. [4]). By Theorem 2.5 and inequalities (2.13) - (2.14) we obtain (2.12) U 

3. Lipschitz constant estimates based on spectral properties 
of the matrix A	 - 

Accordingly to Corollary 2.7 both inequalities (2.11) and (2.12) are quite rough. How-
ever, if the information about the spectrum of the matrix A is available, the estimate 
of II L '( A )hl can be significantly improved. 

Theorem 3.1. Let A be a positive definite symmetric (n x n)-matrix and suppose 
that m and M are the smallest and the largest ezgenvalues of A, respectively. Then 

hlL'(A)hl 
< (n + 1) 2 M23	

(3.1) 
- 

Proof. In the case 3 k < n, by applying inequality (2.1) to (2.3) we obtain 

C)l ,k	1 
oaij	AA

sk ak
(3.2) 

2A 1 A 0(k-1)21 

1
+	

., k	-	k-2 
a.,kak_I 

2A 1 A, k5(k-2)i1
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where a 3 ., ask,,,, 0k,j and ak-1 , ij are the Hubert-Schmidt norms of matrices corre-
sponding to the minors A 3 k, Qk and	res Oa ' Oa t ,	,	pectiVely. In similar way, in the 
case k = n (2.6) yields

n I '	n— 11	 2 
n—Iij I	1	a	 A n	a 

n-2 +	3 n-2 

	

2A,_ 1 A (ri - 1)	2A	(n n—I 

Since for 3 < k <n we have
as 	'./a3k 

a3k,3	 I

viak 

ak_I,ij !^ Xlk	2ak-1,ij J 
where a3k, a 8 k,1, ak, 1, and	are the norms of the matrices corresponding to the 
minors A 3	---	 OA,, k,	' äa, and	respectively, we obtain from (3.2) that in the case

3 < Ic <n we have

_k	
k31sk	k,ij	aSk a	 aSk kil

A 2 A2
+	3	3	 (3.4) 

k— 	2A 2,_ 1 A	2A	A 5 I	k  k—I k 
and in the case k = n it follows from (3.3) 

n—I 

<
1	1+	3	.	 (3.5) 

aaij - 2A 5 A 5 2A 5 n-i '	 n—I 

Notice that all the norms a,, & 3k,3, a k,13 and ak_I1, do not exceed the usual norm of 
A which happens to be equal to M. On the other hand, using the inequalities Ak ^! m 
where k = 1.. . . , n (3.4) implies for k < n 

51sk	.Mk-I	M2k-1	]ig2k-2 

+ 2m2k	+ 2m2k_'	 (3.6) I3a 13 I -	k-1 m 2 

and (3.5) implies for k =

	

M"'	M 2 -2 
- 2m	+ 2mU	 (3.7)


It follows from (3.6) and (3.7) that for all k <n we have 
°1 3k	M2'-3 5 2	 (3.8)
m2 

Summarizing inequalities (3.8), first for fixed k over i and j, and then for k = 1,. 
we obtain  

In
M2"-3 

II L '( A )II <2k 
k=1 

(n +1- k)k2 

	

N
.2n_	 (3.9) 

Since

+ 1 - k) k2 
= n(n + 1) 2 (n + 2) 

k=1	 12 
estimate (3.1) follows from (3.9) U
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It is not hard to show that the estimates obtained in Theorems 2.5 and 3.1 can be 
essentially improved. For both cases, it is possible to sharpen the estimates for IIL'(A)II 
by expressing them in terms of A 1 .... .A, 1 1 A]] and M, but the obtained formula is 
rather cumbersome and awkward. Trying to simplify the estimates for II L ' ( A )II we 
derived (2.12) and (3.1) based on the idea of equal contributions of different entries 
of the matrix L(A). The enormous difference between estimates (2.12) and (3.1), i.e. 
the exponential and quadratic growths, should be given few words of explanation. In 
the case of estimate (2.12) we deal with a priori information about A, i.e. we only 
use the characteristics of A that can be simply calculated from the coefficients of the 
matrix A (for example, 11AII, A,,... , A,), but in the case of estimate (3.1) we deal with 
a posteriori information requiring the knowledge of the bounds in and M which are not 
easy to calculate. 
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