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The Upper and Lower Functions Method
for Second Order Systems
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Abstract. Two-point boundary value problems for m-dimensional second order systems are
considered. The method of upper and lower functions is applied to problems of the Dirichlet
type and problems with nonlinear boundary conditions. The conditions on upper and lower
functions are substantially relaxed comparing with the classical C2-class and properties of them
are studied for systems with monotone in x right sides. Consequences for even order differential
equations with mixed monotonicities are given.
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1. Introduction

For a, b ∈ R with a < b set I = [a, b]. Consider the scalar second order differential
equation

x′′ = f(t, x, x′) (1)

and its short form
x′′ = f(t, x) (t ∈ I) (2)

where the right sides are continuous functions. Let the boundary conditions be in the
Dirichlet form

x(a) = A

x(b) = B

}
. (3)

Well known result (see [2: Chapter 1/Theorem 1.5.1] or [11: Chapter 3, §1/ Theorem 1])
in the theory of two-point boundary value problems states that if there exist functions
α, β ∈ C(2)(I,R) (which are referred to usually as lower and upper functions) such that

(C0) α′′(t) ≥ f(t, α(t)) and β′′(t) ≤ f(t, β(t))
(C1) α(t) ≤ β(t) for all t ∈ I

(C2) α(a) ≤ A ≤ β(a) and α(b) ≤ B ≤ β(b),
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then problem (2) - (3) has a solution x ∈ C(2)(I,R) such that

α(t) ≤ x(t) ≤ β(t) (t ∈ I).

A solution to problem (1), (3) exists also under some additional conditions which are
referred to usually as Bernstein-Nagumo type conditions (see [2: Chapter 1, Sec. 1.4]
or [7: Chapter XII, Part 2]).

The upper and lower functions β and α exist, for example, if f(t, x) → ±∞ as
x → ±∞, respectively. Then β can be chosen as a large enough constant β and α = −β.
So, generally, if f(t, x) increases with respect to x, the existence of α and β can be
expected. It can be shown easily that for any arbitrary continuous function f upper
and lower functions can be constructed always, on small enough intervals. Indeed,
consider the Cauchy problem for equation (2) x(a) = A and x′(a) = ±A1. For any
positive A1, a solution x(t; A1) is greater than x(t;−A1) on a small enough interval
(a, τ ]. So, for any B ∈ [x(b;−A1), x(b;A1)] where a < b < τ , a solution to problem (2)
- (3) exists, since β(t) = x(t; A1) and α(t) = x(t;−A1) satisfy conditions (C0) - (C2).

The method of upper and lower functions is effective only if α and β can be found
which are not identically equal (then they coincide with a solution). Otherwise the
process of finding α and β is not easier than the process of finding a solution itself.

It can be shown that for the problem x′′ = −k2x, x(0) = x(1) = 0 distinct functions
α and β exist only for |k| ≤ π. Indeed, if α and β exist, then the non-negative non-trivial
difference u = β−α satisfies the equation u′′ = −k2u− ε(t) where ε is a non-negatively
valued continuous function. Following [11: Chapter 3, §2] we multiply both sides by
sin πt and integrate twice over the interval [0, 1]. The resulting identity

π(u(0) + u(1)) + (k2 − π2)
∫ 1

0

sin πt u(t) dt = −
∫ 1

0

sin πt ε(t) dt

is impossible if k2 > π2. Hence, equations with right side f(t, x), which decreases in
x, generally allow for application of the upper and lower functions method on small
intervals only. The situation is analogous for second order systems. It is worthy to
mention that systems of form (2) with right sides decreasing in x appear in applications,
since they describe various oscillation phenomena.

The aim of this paper is to investigate the possibility of application of the upper
and lower functions method to the existence of solutions for second order systems with
right sides f(t, x) decreasing in x. In Section 2 we provide a general existence result for
the Dirichlet problem. In Section 3 several properties of the lower and upper functions
α and β are considered for the case of decreasing right sides. In Section 4 boundary
value problems with nonlinear boundary conditions are considered and existence results
are proved. In Section 5 systems without monotonicity assumption are treated as well
as Bernstein-Nagumo type conditions for systems containing the derivative x′ in the
right side. Definitions of the lower and upper functions α and β, suitable for this case,
and existence results are presented. The final Section 6 is devoted to even order scalar
differential equations with mixed monotonicities.
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2. General existence result

Consider a system
x′′ = f(t, x) (t ∈ I, x ∈ Rm) (4)

where I = [a, b] and f : I × Rm → Rm satisfies the Carathéodory conditions, that is:

(i) For t fixed, f(t, ·) is a continuous function.

(ii) For x fixed, f(·, x) is Lebesque-measurable.

(iii) For any M > 0 there exists g ∈ L1(I, [0,∞)m) such that |f(t, x)| ≤ g(t) for
t ∈ [a, b] and |xi| < M (i = 1, . . . , m).

Let the boundary conditions be of the form

x(a) = A

x(b) = B

}
(A,B ∈ Rm). (5)

Our main assumption in the sequel is

(M) For any t ∈ I, f(t, ·) is non-increasing.

Definition 2.1. Functions α, β : I → Rm will be called lower and upper functions
for system (4) if they satisfy the Lipschitz condition and for any points t1 ∈ (a, b) and
t2 ∈ (t1, b), in which first order derivatives exist, the inequalities

α′(t2)− α′(t1) ≥
∫ t2

t1

f(t, α(t)) dt

β′(t2)− β′(t1) ≤
∫ t2

t1

f(t, β(t)) dt





(6)

hold, respectively.

It seems that inequalities (6) appeared for the first time in the work by I. Kigu-
radze [9]. Various relaxations of differential properties of α and β were obtained in
the papers [1, 3, 5, 6, 14] (see also the survey [4] and the references therein). In the
case of a scalar equation (4) inequalities (6) mean that α′ and β′, which evidently are
functions of bounded variation, when decomposed to the sum of an absolute continu-
ous function and a singular one, have monotone singular parts, namely, non-decreasing
for α′ and non-increasing for β′. Moreover, the differences α′(t) − ∫ t

f(t, α(t)) dt and
β′(t)− ∫ t

f(t, β(t)) dt are non-decreasing and non-increasing in t, respectively. For dis-
cussion, proofs and references one may consult [3 - 5, 12, 14].

Denote
D =

{
(t, x) ∈ I × Rm : α(t) ≤ x ≤ β(t)

}
.

Our main existence result is the following
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Theorem 2.1 (Ceneral Existence Theorem). Let condition (M) be satisfied and let
upper and lower functions α and β in the sense of inequalities (6) exist such that

(A1) α(t) ≤ β(t) for all t ∈ I.
(A2) α(a) ≤ A ≤ β(a) and α(b) ≤ B ≤ β(b).

Then there exists a solution x of problem (4)− (5) such that

(t, x(t)) ∈ D (t ∈ I). (7)

Proof. Consider the modified equation

x′′ = f(t,X) + ∆1(x, β)−∆2(α, x) (8)

where

X = (X1, . . . , Xm) with Xi = δ(αi(t), xi, βi(t)) (i = 1, . . . , m) (9)

δ(u, z, v) =

{
v if z > v
z if u ≤ z ≤ v
u if z < u.

∆1 = Em · col
(
δ(0, x1 − β1(t), 1), . . . , δ(0, xm − βm(t), 1)

)

∆2 = Em · col
(
δ(0, α1(t)− x1, 1), . . . , δ(0, αm(t)− xm, 1)

)

with Em the unity matrix of order m. Problem (8),(5) has a solution x since the right
side in equation (8) is globally bounded and satisfies the Carathéodori conditions, and
the homogeneous problem x′′ = 0, x(a) = x(b) = 0 has the trivial solution only (see, for
example, [11: Chapter 2, §2/ Existence Theorem]).

To prove the theorem it suffices now to show that estimate (7) is valid. Suppose (7)
does not hold. To be specific, suppose x1(t) > β1(t) on some subinterval of I. Denote
u1 = x1 − β1. If

u1(t0) = max
I

u1(t) = max
I
{x1(t)− β1(t)},

then in any arbitrarily small vicinity of t0 there exist t1 < t0 and t2 > t0 such that the
derivatives u′1(t1) and u′1(t2) exist and u′1(t2)− u′1(t1) ≤ 0. On the other hand,

u′1(t2)− u′1(t1) =
∫ t2

t1

f1

(
s, β1(s), X2(s), . . . , Xm(s)

)
ds

+
∫ t2

t1

δ
(
0, x1(s)− β1(s), 1

)
ds−

∫ t2

t1

f1

(
s, β(s)

)
ds

> 0

since, in view of the monotonicity of f(t, x) with respect to the variables x2, . . . , xm and
the definition of Xi,

f1

(
s, β1(s), X2(s), . . . , Xm(s)

) ≥ f1(s, β(s)).
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The contradiction obtained proves that x1(t) ≤ β1(t) for all t ∈ I.
It can be shown similarly that x1 ≥ α1. Indeed, if the difference v1 = x1 − α1 has

a negative minimum, then in some vicinity of the point of minimum there exist t1 and
t2 such that t1 < t2 and v′1(t2) − v′1(t1) ≥ 0 as well as v1(t) < 0 for all t ∈ [t1, t2]. On
the other hand,

v′1(t2)− v′1(t1) =
∫ t2

t1

f1

(
s, α1(s), X2(s), . . . , Xm(s)

)
ds

−
∫ t2

t1

δ
(
0, α1(s)− x1(s), 1

)
ds−

∫ t2

t1

f1(s, α(s)) ds

< 0

since, in view of the monotonicity of f(t, x) with respect to the variables x2, . . . , xm and
the definition of Xi,

f1

(
s, α1(s), X2(s), . . . , Xm(s)

) ≤ f1(s, α(s)).

The contradiction obtained proves that x1(t) ≥ α1(t) for all t ∈ I. The proofs for the
components x2, . . . , xm are similar

Remark 2.1. In the proof for the component x1 monotonicity of f1(t, x) with
respect to the variables x2 to xm only was exployed. Similarly, proof for the component
xi uses monotonicity of fi(t, x) with respect to the variables x1, . . . , xi−1, xi+1, . . . , xm.
Therefore, the result of the General Existence Theorem is valid for functions f(t, x)
which are monotone in non-diagonal variables only (that is, in xj (j 6= i) for fi).

3. Properties of α and β

3.1 Convexity. It follows from (6), the inequality α ≤ β and the monotonicity condi-
tion (M) that the difference u = β − α satisfies the relation

u′(t2)− u′(t1) ≤
∫ t2

t1

(
f(t, β(t))− f(t, α(t))

)
dt ≤ 0 (t1 < t2).

Thus u′ is a non-increasing function and the difference β − α is a concave function.

Remark 3.1. A usual assumption about α and β for the Neumann problem

x′′ = f(t, x) (α ≤ x ≤ β)

x′(a) = A, x′(b) = B

}

is that
α′(a) ≥ A ≥ β′(a)

α′(b) ≤ B ≤ β′(b).

}
(10)

This assumption is essential as the example of the problem x′′ = −x, x′(0) = x′(π) = 1
shows. Indeed, β(t) = sin t and α(t) = − sin t are upper and lower functions with
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β(t) > α(t) on the interval (0, π), but conditions (10) are not fulfilled and the problem
has not a solution.

It follows from (10) that u′(a) ≤ 0 and u′(b) ≥ 0. Together with the concavity of
u this means that u = const. Let y and z be solutions of the equation x′′ = f(t, x)
satisfying the boundary conditions

y(a) = α(a)

y(b) = α(b)
and

z(a) = β(a)

z(b) = β(b),
(11)

respectively, and such that α(t) ≤ y(t) ≤ β(t) and y(t) ≤ z(t) ≤ β(t) for all t ∈ I. Such
solutions exist, by the General Existence Theorem. The difference v = z − y satisfies

v′(a) = z′(a)− y′(a) ≤ β′(a)− α′(a) = 0

v′(b) = z′(b)− y′(b) ≥ β′(b)− α′(b) = 0.
(12)

In view of condition (M) and (11) - (12), v = const = u and hence α = y and β = z.
This means that α and β must be solutions of equation (4). The problem of finding α
and β for the Neumann problem is therefore not easier than the solution of equation
(4).

3.2 Converging iterations. Suppose that α and β given satisfy conditions (A1)
and (A2). Consider the set Ω(α, β) of solutions to problem (4)- (5) satisfying estimate
(7). We say that u and v are a minimal and maximal solutions of problem (4)- (5) if
u(t) ≤ x(t) and v(t) ≥ x(t) for all t ∈ I, respectively, for any other solution x ∈ Ω(α, β)
of the problem.

Consider now the following construction. Set y1 = α. A solution to the problem

y′′n+1 = f(t, yn)

yn+1(a) = A, yn+1(b) = B

}
(n ∈ N) (13)

is given by the formula

yn+1(t) = A +
B −A

b− a
(t− a)

− 1
b− a

∫ t

a

(b− t)(s− a)f(s, yn(s)) ds

− 1
b− a

∫ b

t

(b− s)(t− a)f(s, yn(s)) ds.

(14)

This process yields a sequence {yn}. Similarly, a sequence {zn} can be obtained starting
with z1 = β and solving the problem

z′′n+1 = f(t, zn)

zn+1(a) = A, zn+1(b) = B

}
(n ∈ N).

The following result is valid.
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Theorem 3.1. Let condition (M) be satisfied. The sequences {yn} and {zn} consist
of lower and upper functions, respectively, ordered by

y1 ≤ y2 ≤ . . . ≤ z2 ≤ z1.

Moreover, the sequences {yn} and {zn} converge to a minimal and maximal solution y
and z of problem (4)− (5), respectively.

Proof. Let us show that y2(t) ≥ y1(t) for all t ∈ I. Inequality (6)1 and

y′2(t2)− y′2(t1) =
∫ t2

t1

f(t, y1(t)) dt (t2 > t1)

together imply that u′(t2)− u′(t1) ≤ 0 for the difference u = y2 − y1. Therefore, u′ is a
non-increasing function. Then, in view of u(a) ≥ 0 and u(b) ≥ 0, u(t) ≥ 0 for all t ∈ I.
It follows from (13) that y2 is a lower function. Similarly the estimate y2 ≤ β can be
obtained. A monotone and bounded sequence {yn} has a limit y. It follows from (14)
that y is a solution to the Dirichlet problem (4) - (5) and (7) holds.

Let us show that y is a minimal solution of system (4) - (5). Suppose x is another
solution of this problem. Then

x(t) = A +
B −A

b− a
(t− a)

− 1
b− a

∫ t

a

(b− t)(s− a)f(s, x(s)) ds

− 1
b− a

∫ b

t

(b− s)(t− a)f(s, x(s)) ds.

(15)

Subtracting (14) at n = 1 from (15) gives

x(t)− y2(t) = − 1
b− a

∫ t

a

(b− t)(s− a)
[
f(s, x(s))− f(s, y1(s))

]
ds

− 1
b− a

∫ b

t

(b− s)(t− a)
[
f(s, x(s))− f(s, y1(s))

]
ds

≥ 0.

Therefore, x ≥ y2. Similarly a proof of the estimate x ≥ yn can be conducted. Thus
x ≥ y. Properties of {zn} and z can be proved in a similar manner

Remark 3.2. The proof of Theorem 3.1 provides an approximate method for so-
lution of problem (4) - (5).
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4. Nonlinear boundary conditions

Denote by S the set of all solutions of equation (4) which satisfy (7). Consider the
problem

x′′ = f(t, x)

Hax = Hbx = 0

}
(α ≤ x ≤ β) (16)

where Ha,Hb : AC(1)([a, b],Rm) → Rm are functionals continuous in the C(1)-norm.
By AC(1) we mean the set of functions with absolutely continuous first order derivative.
The C(1)-norm is defined by

‖x‖ = max
1≤i≤m

{
max

a≤t≤b
|xi(t)|+ max

a≤t≤b
|x′i(t)|

}
.

In what follows we need the following conditions. For any x ∈ S and i = 1, . . . ,m,

Haix

{≤ 0 if xi(a) = αi(a)
≥ 0 if xi(a) = βi(a) and Hbix

{≤ 0 if xi(b) = αi(b)
≥ 0 if xi(b) = βi(b).

(17)

Remark 4.1. If the functionals Ha and Hb have the form Haix = Haixi and
Hbix = Hbixi (i = 1, . . . , m), then the existence of a solution to problem (16) can be
proved making use of the results in [12: Chapter 3]. The proof is similar to that of
Theorem 3.1.

Consider the problem

x′′ = f(t, x)

x(a) = φa(x), x(b) = φb(x)

}
(α ≤ x ≤ β) (18)

where φa, φb : AC(1)([a, b],Rm) → Rm are functionals continuous in the C(1)-norm. To
formulate the next result we need the condition

αi(τ) ≤ min
{
φτi(x) : x ∈ S and xi(τ) = αi(τ)

}

βi(τ) ≥ max
{
φτi(x) : x ∈ S and xi(τ) = βi(τ)

} (19)

for any τ ∈ {a, b} and i = 1, . . . ,m.

Theorem 4.1. Problem (18) is solvable if conditions (19) are fulfilled.

Proof. Consider the modified problem

x′′ = f(t,X) + ∆1(x, β)−∆2(α, x)

x(a) = δ
(
α(a), φa(x), β(a)

)

x(b) = δ
(
α(b), φb(x), β(b)

)





where the components of the vector function δ are scalar functions, defined in Section
2, as well as ∆1 and ∆2, and X is defined in (9). The modified problem has a solution
x, since the homogeneous problem x′′ = 0, x(a) = x(b) = 0 has the trivial solution only
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[11: Chapter 3, §1/Theorem 1]. Let us show that x is a solution of problem (18). It
follows from the boundary conditions that α(a) ≤ x(a) ≤ β(a) and α(b) ≤ x(b) ≤ β(b).
The proof of the estimate α ≤ x ≤ β is a mere repetition of the arguments used in the
proof of Theorem 2.1.

Let us prove that x1(a) = φa1(x). This is evident in the case of α1(a) < x1(a) <
β1(a). Consider the case of x1(a) = α1(a). This is possible only if φa1(x) ≤ α1(a).
However, condition (19)1 imply α1(a) ≤ φa1(x). Hence x1(a) = α1(a) = φa1(x). The
equalities x(a) = φa(x) and x(b) = φb(x) can be obtained in the same fashion

Remark 4.2. 1. Analogous results for symmetric first order systems were obtained
in [10]. 2. If Ha and Hb in (16) satisfy conditions (17), then φa(x) = x(a)−Ha(x) and
φb(x) = x(b)−Hb(x) satisfy conditions (19). 3. If for any A and B satisfying condition
(A2) the Dirichlet problem (4) - (5) has a unique solution x with α ≤ x ≤ β, then S
is homeomorphic to the 2m-dimensional cube [α1(a), β1(a)] × · · · × [αm(b), βm(b)] and
problem (16) is solvable provided that conditions (17) are fulfilled.

5. General systems

In this section we do not assume that f(t, x) is monotone.

Definition 5.1. Functions α, β : [a, b] → Rm such that α ≤ β will be called lower
and upper functions if they satisfy the Lipschitz condition and for any points t1, t2 ∈
(a, b) with t1 < t2, in which first order derivatives exist, and for any x ∈ AC(1)(I,Rm)
the inequalities

α′i(t2)− α′i(t1) ≥
∫ t2

t1

fi(t,Xαi(t)) dt

β′i(t2)− β′i(t1) ≤
∫ t2

t1

f(t,Xβi(t)) dt





(1 = 1, . . . ,m) (20)

hold, respectively, where

Xγi =
(
X1, . . . , Xi−1, γi, Xi+1, . . . , Xm

)
, Xi = δ(αi, xi, βi). (21)

For classical α, β ∈ C(2)(I) the new definition requires that the differential inequalities

α′′i (t) ≥ f(t, Xαi)

β′′i (t) ≤ f(t, Xβi)

}
(i = 1, . . . , m) (22)

hold for any C(2)-function x. In the case of f(t, x) being monotone (non-increasing),
the inequalities α′′(t) ≥ f(t, α(t)) and β′′(t) ≤ f(t, β(t)) imply (22).

Theorem 5.1. Let α and β exist in the sense of (20) and let conditions (A1) and
(A2) be satisfied. Then problem (4)− (5) is solvable.

We omit the proof since it consists of repetition of the proof of Theorem 2.1 with
evident changes.

Consider the general system

x′′ = f(t, x, x′) (a ≤ t ≤ b) (23)

where the right side is supposed to satisfy the Carathéodory conditions.
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Definition 5.2. Functions α, β : [a, b] → Rm such that α ≤ β will be called lower
and upper functions for system (23) if they satisfy the Lipschitz condition and for any
t1, t2 ∈ (a, b) with t1 < t2, in which their first order derivatives exist, and for any
x ∈ AC(1)(I,Rm) the inequalities

α′i(t2)− α′i(t1) ≥
∫ t2

t1

fi

(
t, Xαi(t), X

′
αi

(t)
)
dt

β′i(t2)− β′i(t1) ≤
∫ t2

t1

f
(
t,Xβi

(t), X ′
βi

(t)
)
dt





(i = 1, . . . , m) (24)

hold, respectively, where Xγi
are defined in (21) and

X ′
γi

=
(
x′1(t), . . . , x

′
i−1(t), γ

′
i(t), x

′
i+1(t), . . . , x

′
m(t)

)
.

Consider the problem

x′′ = f(t, x, x′)

x(a) = φa(x), x(b) = φb(x)

}
(α ≤ x ≤ β). (25)

Lemma 5.1. Suppose α and β exist in the sense of Definition 5.1 and there exists
a function g ∈ L1(I, [0,∞)m) such that for any x, x′ ∈ Rm

|f(t,X, x′)| ≤ g(t) (a ≤ t ≤ b)

where X is defined in (9). Assume also that conditions (19) hold. Then problem (25)
has a solution.

Proof. Define f∗(t, x, x′) as follows. We have for i = 1, . . . ,m, t ∈ I and x, x′ ∈ Rm

that

f∗i(t, x, x′) =



fi(t, X, x′) if − |x′i − α′i(t)|+ αi(t) ≤ xi ≤ |x′i − β′i(t)|+ βi(t)
fi

(
t,X, x′1, . . . , x

′
i−1, α

′
i(t), x

′
i+1, . . . , x

′
m

)
if xi ≤ −2|x′i − α′i(t)|+ αi(t)

fi

(
t,X, x′1, . . . , x

′
i−1, β

′
i(t), x

′
i+1, . . . , x

′
m

)
if xi ≥ 2|x′i − β′i(t)|+ βi(t)

and f∗i is linear in (x, x′) as

−2|x′i − α′i(t)|+ αi(t) ≤ xi ≤ −|x′i − α′i(t)|+ αi(t)

|x′i − β′i(t)|+ βi(t) ≤ xi ≤ 2|x′i − β′i(t)|+ βi(t).

For example, if x′i − β′i(t) > 0 and (x′i − β′i(t)) + βi(t) ≤ xi ≤ 2(x′i − β′i(t)) + βi(t), then

f∗i(t, x, x′) = fi

(
t,Xβi , x

′
1, . . . , x

′
i−1, (2x′i − β′i(t))− (xi − βi(t), x′i+1, . . . , x

′
m

)

where Xβi is defined in (21). The boundary value problem

x′′ = f∗(t, x, x′)

x(a) = δ
(
α(a), φa(x), β(a)

)

x(b) = δ
(
α(b), φb(x), β(b)

)




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has a solution x since the homogeneous problem x′′ = 0, x(a) = x(b) = 0 has the trivial
solution only. Let us show that x solves problem (25).

First prove the estimate x1 ≥ α1. Suppose the contrary is true. Then for the
difference u1 = α1 − x1 a point t1 ∈ (a, b) exists such that u1(t1) = maxa≤t≤b u1(t) > 0
and u1(t) < u1(t1) for t1 < t < b. By inequality (24), there exists u′1(t1) and for t close
enough to t1 the derivatives u′1(t) are close to u′1(t1) (the existence and continuity of
α′(t) at any point of the interval I follows from [12: Chapter 1, §§1 and 2]). Then for
t2 ∈ (t1, t1 + ε) with ε > 0 sufficiently small one has

u′1(t2)− u′1(t1) ≥
∫ t2

t1

(
f1(t,Xα1(t), X

′
α1

(t))− f1∗(t, x(t), x′(t)
)
dt = c.

It follows from x1(t1) < α1(t1) and x′1(t1) = α′1(t1) that for t ∈ [t1, t2]

x1(t) < −2|x′1(t)− α′1(t)|+ α1(t)

f∗1
(
t, x1(t), x′1(t)

)
= f1

(
t,X(t), X ′

α1
(t)

)
= f1

(
t,Xα1(t), X

′
α1

(t)
)
.

Hence c = 0, which contradicts the definition of t1. The rest of the inequalities α ≤ x ≤
β can be obtained analogously

Definition 5.3 (Generalized Bernstein conditions). Functions α, β : [a, b] → Rm

such that α ≤ β will be called lower and upper functions with respect to f and N =
(N1, . . . , Nm) if

1) −N ≤ α′(t) ≤ N and −N ≤ β′(t) ≤ N in I

2) α and β satisfy the Lipschitz condition
3) for any i = 1, . . . , m, t1 ∈ (a, b) and t2 ∈ (t1, b), in which first order derivatives

exist, and any x ∈ AC(1)(I,Rm) the inequalities

α′i(t2)− α′i(t1) ≥
∫ t2

t1

fi

(
t,Xαi(t), X

′
(−N,αi,N)(t)

)
dt

β′i(t2)− β′i(t1) ≤
∫ t2

t1

fi

(
t,Xβi(t), X

′
(−N,βi,N)(t)

)
dt

hold, respectively, where Xγi are defined in (21) and

X ′
(−N,γi,N) =

(
δ(−N1, x

′
1(t), N1), . . . , γ′i(t), . . . , δ(−Nm, x′m(t), Nm)

)
.

Definition 5.4. For a triple (α, β, N) a function B : I×[0,∞)m → [0,∞)m is called
a generalized Bernstein function if B(t, y1, . . . , ym) is non-decreasing in yi (i = 1, . . . , m)
and for any x ∈ AC(1)(I,Rm) the inequalities α ≤ x ≤ β and |x′′(t)| ≤ B(t, |x′(t)|) (t ∈
I) together imply |x′(t)| ≤ N for any t ∈ I.

Theorem 5.2. Let α and β be lower and upper functions with respect to f and N ,
let B be a generalized Bernstein function for (α, β, N) with

|f(t, x, x′)| ≤ B(t, |x′|) (a ≤ t ≤ b; α ≤ x ≤ β; x′ ∈ Rm)
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and let conditions (19) be fulfilled. Then problem (25) is solvable.

Proof. Consider the modified equation
x′′ = f(t, x,X ′) (26)

where X ′
i = δ(−Ni, x

′
i, Ni) and X ′ = (X ′

1, . . . , X
′
m). Lower and upper functions α and

β with respect to f and N are lower and upper functions in the sense of Definition 5.2
for system (26). Its right side is bounded with respect to x′ for t ∈ I and

α ≤ x ≤ β. (27)
Then, by Lemma 5.1, equation (26) has a solution x which satisfies the boundary
conditions in (25) and estimate (27). To prove the theorem it suffices to show that
|x′(t)| ≤ N (t ∈ I). But

|x′′(t)| = |f(t, x(t), X ′(t))| ≤ B(t, |X ′(t)|) ≤ B(t, |x′(t)|)
in the interval I and by the definition of B this estimate holds

Theorem 5.3. Suppose that α and β exist with respect to f and N , conditions
(19) are fulfilled, and assume in addition the existence of continuous functions Φi :
[−Ni, Ni] → (0, +∞) (i = 1, . . . , m) such that

|fi(t, x, x′)| ≤ Φi(|x′i|) for

{
a ≤ t ≤ b
α(t) ≤ x ≤ β(t)
−N ≤ x′ ≤ N

and ∫ Ni

λi

s ds

Φi(s)
> max

I
βi(t)−min

I
αi(t)

where λi = 1
b−a max

{|βi(a)− αi(b)|, |βi(b)− αi(a)|}. Then problem (25) is solvable.

Proof. Consider the modified equation (26) along with the boundary conditions in
(25). A solution x to this problem exists, due to Lemma 5.1, and satisfies the estimate
α ≤ x ≤ β.

Let us prove that |x′(t)| ≤ N . Consider the first component x′1 (the proof for the
remaining components x′i is similar). There exists t0 ∈ (a, b) such that |x′1(t0)| ≤ λ1

since otherwise x1 is not bounded by α1 and β1. Suppose that x′1(t1) > N1 at some
point t1. Then, by continuity of x′1, there exist t2 ∈ [t0, t1) and t3 ∈ (t2, t1] such that
x′1(t2) = λ1, x′1(t3) = N1 and λ1 ≤ x′1(t) ≤ N1 for all t ∈ [t2, t3]. We have in the interval
[t2, t3]

x′′1(t) = f1

(
t, x1(t), . . . , xm(t), x′1(t), δ(−N2, x

′
2(t), N2), . . . , δ(N , x′m(t), N)

)

≤ Φ1(x′1(t)).

Then x′1(t)x
′′
1 (t)

Φ1(x′1(t))
≤ x′1(t) and

∫ t3

t2

x′1(t)x
′′
1(t)

Φ1(x′1(t))
dt =

∫ N1

λ1

s ds

Φ1(s)
≤ x1(t3)− x1(t2) ≤ max

I
β1(t)−min

I
α1(t)

which contradicts the definition of N1. The other three cases can be considered anal-
ogously, repeating corresponding steps of the proof for the scalar case (for details one
may consult [8] and [2: Chapter 1, §1.4])

Remark 5.1. Theorem 5.3 improves and generalizes [15: Theorem 3.1].
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6. Even order equation

A particular case of system (4) with a monotone right side is an even order equation

u(2m) = f
(
t, u, u′′, . . . , u(2m−2)

)
(28)

with f satisfying the so-called mixed monotonicity condition [13, 16].

Definition 6.1. We say that a function f(t, y1, . . . , ym) is mixed monotonous for
fixed t ∈ I if (−1)mf(t, y1, . . . , ym) is non-decreasing in the variables yj for j odd and
non-increasing in yj for j even (thus f is always non-increasing in ym and monotonicities
in other variables alternate).

Consider equation (28) together with the boundary conditions

u(2j−2)(0) = A2j−2

u(2j−2)(1) = B2j−2

}
(j = 1, . . . , m). (29)

Introduce lower and upper functions α and β following [16], but relaxing their differential
properties.

Definition 6.2. We say that β : I → R is an upper function for equation (28) if it
is of class C(2m−2), the derivative β(2m−2) satisfies the Lipschitz condition, and for any
t1 ∈ (a, b) and t2 ∈ (t1, b), in which the derivative β(2m−1)(t) exists, the inequality

(−1)m
[
β(2m−1)(t2)− β(2m−1)(t1)

] ≥ (−1)m

∫ t2

t1

f
(
t, β(t), . . . , β(2m−2)(t)

)
dt

holds. The definition of a lower function α is analogous, with the opposite inequality
sign.

Theorem 6.1. Suppose f : I ×Rm → R satisfies the Carathéodory conditions and
is mixed monotonous. Let there exist lower and upper functions α and β such that:

(E1) (−1)(j−1)
[
β(2j−2)(t)− α(2j−2)(t)

] ≥ 0 (j = 1, . . . ,m).

(E2)
{

(−1)(j−1)β(2j−2)(a) ≥ (−1)(j−1)A2j−2 ≥ (−1)(j−1)α(2j−2)(a)
(−1)(j−1)β(2j−2)(b) ≥ (−1)(j−1)B2j−2 ≥ (−1)(j−1)α(2j−2)(b)

(j = 1, . . . , m).

Then there exists a solution u of problem (28)− (29) such that

(−1)(j−1)
[
β(2j−2)(t)− u(2j−2)(t)

] ≥ 0

(−1)(j−1)
[
u(2j−2)(t)− α(2j−2)(t)

] ≥ 0

}
(j = 1, . . . ,m).

Proof. It follows by reduction to the monotonous system (4) and application of
Theorem 2.1. To show how this scheme works consider the equation

u(6) = f(t, u, u′′, u(4))
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along with the boundary conditions

u(a) = A0

u(b) = B0

u′′(a) = A1

u′′(b) = B1

u(4)(a) = A2

u(4)(b) = B2.

Suppose that f(t, y1, y2, y3) is mixed monotonous, that is, f is non-increasing in y3 and
y1 and non-decreasing in y2, for fixed t ∈ I. Suppose that lower and upper functions α
and β exist satisfying conditions (E1) and (E2) also, that is β ≥ α, β′′ ≤ α′′, β(4) ≥ α(4)

and

β(a) ≥ A0 ≥ α(a)

β(b) ≥ B0 ≥ α(b)

β′′(a) ≤ A1 ≤ α′′(a)

β′′(b) ≤ B1 ≤ α′′(b)

β(4)(a) ≥ A2 ≥ α(4)(a)

β(4)(b) ≥ B2 ≥ α(4)(b).

We continue introducing variables (y1, y2, y3) = (−u, u′′,−u(4)) and converting problem
(28) - (29) into the system

y′′1 = −u′′ = −y2

y′′2 = u(4) = −(−u(4)) = −y3

y′′3 = −u(6) = −f(t, u, u′′, u(4)) = −f(t,−y1, y2,−y3)





(30)

with
y1(a) = −A0

y1(b) = −B0

y2(a) = A1

y2(b) = B1

y3(a) = −A2

y3(b) = −B2.

It is an easy matter to see that the vector right side of (30)

col
(− y2,−y3,−f(t,−y1, y2,−y3)

)

is a non-increasing in the variables yj function and hence Theorem 2.1 is applicable. The
lower function α of equation (28) generates an upper vector function (−α, α′′,−α(4))
for system (30) and, similarly, the upper function β of equation (28) generates a lower
vector function (−β, β′′,−β(4)) for system (30)
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