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Recovering Degenerate Kernels
in Hyperbolic Integro-Differential Equations

J. Janno and A. Lorenzi

Abstract. The problem of recovering a degenerate operator kernel in a hyperbolic
integro-differential operator equation is studied. Existence, uniqueness and stability
for the solution are proved. A conditional convergence of a sequence of solutions
corresponding to degenerate kernels to a solution corresponding to a non-degenerate
kernel is shown. Such results are applied to determine space- and time-dependent re-
laxation kernels in a multi-dimensional viscoelastic wave equation with given bound-
ary observations of traction type on the assumption that the kernels to be determined
are representable as a finite or infinite sum of products of known space-dependent
and unknown time-dependent functions.
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1. Introduction

The problem of recovering unknown kernels in integro-differential evolution
equations has been intensively studied during the last decade. Such a problem
occurs in applications when describing intrinsic properties of materials with
memory. Up to now a thorough treatment has been obtained concerning the
identification of time-dependent kernels in hyperbolic equations (see [3, 4, 10]
- [18, 26]) both when the data are exactly known and when they are affected
by some (known) error. However, many questions are open in the case the
kernels to be determined are both time- and space-dependent. Partial results
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have been obtained when the kernels depend only on some space variables [20,
21] (for the corresponding parabolic case see [5] - [7]) under the assumption
that the data are exactly known.

The general case, when the kernel depends on time and all the space
variables but the operator under the integral sign is of zero-th order, has been
dealt with in [1, 2] using as an additional information the so-called Dirichlet-to-
Neumann map. Of course, in this case, due to the huge overdetermination of
the identification problem, only the uniqueness and the continuous dependence
of the solution on the data can be derived.

Coming back to problems with exact data, we recall that in [19] a dif-
ferent approach for such problems was proposed, consisting in representing
a space- and time-dependent kernel as a sum of products of known space-
dependent and unknown time-dependent functions. In the mentioned paper a
one-dimensional hyperbolic inverse problem for such kernels admitting a finite
representation was studied.

In the present paper, we will first consider the problem of recovering de-
generate kernels appearing in a hyperbolic integro-differential equation re-
lated to viscoelastic multi-dimensional materials when boundary observations
of traction type are available. The kernels to be recovered are assumed to be
representable as a finite or infinite sum of products of known space-dependent
and unknown time-dependent functions. More explicitly, under suitable as-
sumptions on the data we will prove existence, uniqueness and stability for
the solutions of such problems. Then, assuming that the data are exactly
known, we will establish that a sequence of solutions corresponding to degen-
erate kernels can converge to a solution corresponding to a general kernel, i.e
a non-degenerate one, only under very severe assumptions on the data and
the solution of the non-degenerate problem. This seemingly astonishing oc-
currence actually depends on the fact that we simply assume the existence
of a solution to a non-degenerate problem, but not any uniqueness of it. So,
roughly speaking, the failing of a good approximation of non-degenerate ker-
nels depending on time and all the spatial variables by degenerate ones simply
exhibits the severe ill-posedness of the problem under consideration.

From now on our aim will consist in determining a general kernel m de-
pending on time and all the space variables. In this context it seems rea-
sonable to fix an orthogonal basis {µn}n∈N in L2(Ω) and develop m into the
Fourier series m(t, x) =

∑+∞
n=1 mn(t)µn(x), the series converging in L2(Ω).

Consequently, the problem of recovering m turns out to be equivalent to that
of determining the sequence {mn}n∈N of its Fourier coefficients, i.e. a se-
quence of functions depending on time only. Therefore, from a mathematical
point of view, we are forced to provide a sequence of additional measure-
ments {Ψn}n∈N, say of traction type. Unfortunately, although this choice is
quite reasonable from a physical point of view, on the contrary it is strongly
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singular (cf. Section 8) from a mathematical point of view so that neither
any reconstruction of the sequence {mn}n∈N can be obtained nor any stable
approximation of the identification problem with a general kernel m can be
constructed, unless, as we said above, the data and the solution corresponding
to the general case satisfy severe regularity assumptions.

We conclude this section by giving the plan of the paper.
In Section 2 we pose an inverse hyperbolic identification problem occur-

ring in viscoelasticity and in Section 3 we reformulate this problem in an
abstract form. Section 4 collects some information concerning cosine families.
In Section 5 the abstract problem is transformed into a more easy-to-handle
(equivalent) one, which is solved in Section 6. The problem of dealing with a
general operator kernel is dealt with in Section 7. Section 8 contains an appli-
cation of the abstract results of Sections 3 - 7 to the problem in viscoelasticity.
Finally, Section 9 is devoted to the proof of a continuous dependence result.

2. Formulation of a problem related to
non-homoneneous viscoelastic materials

Let Ω be an l-dimensional bounded open set filled by a non-homogeneous
viscoelastic material of Boltzmann type. In many one- and two-dimensional
cases, but also in some very special three-dimensional configurations, the dis-
placement u and the stress σ of a material point x of the body at time t satisfy
the constitutive law

σ(t, x) = −λ(x)∇u(t, x) +
∫ t

−∞
m(t− τ, x)∇u(τ, x) dτ (2.1)

for x ∈ Ω and t ∈ R where λ is the instantaneous stress modulus and m is the
relaxation kernel. In what follows we assume that the kernel m is of the form:

m(t, x) =
N∑

k=1

mk(t)µk(x) (N ∈ N ∪ {+∞}) (2.2)

where µk are given functions, while mk are unknown, and N is the set of
positive integers. In some applications the kernel m is degenerate, i.e. it can be
represented by a finite sum (2.2). This is the case, for instance, when the body
Ω consists of a finite number of homogeneous pieces Ωk (k = 1, . . . , N ; N <
+∞). Moreover, we can take m of form (2.2) with µk being a suitable smooth
approximation of the characteristic function of Ωk. In more general cases we
have to deal with a problem with N = +∞ so that the corresponding problems
with N < +∞ can be considered as natural discretizations of the continuous
one.
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Inserting (2.1) - (2.2) into the balance equation

D2
t u(t, x) + div σ(t, x) = f(t, x)

and assuming u(t, x) = 0 for t < 0, we derive the hyperbolic equation

D2
t u(t, x) = div

(
λ(x)∇u(t, x)

)

−
N∑

k=1

∫ t

0

mk(t− τ)div
(
µk(x)∇u(τ, x)

)
dτ + f(t, x)

(2.3)

for x ∈ Ω and t ∈ (0, T ). To this equation we add the initial and boundary
conditions

u(0, x) = ϕ(x)

Dtu(0, x) = ψ(x)

}
(x ∈ Ω) (2.4)

and
u(t, x)|x∈Γ = û(t, x)|x∈Γ, (2.5)

respectively, where Γ is the boundary of the body Ω. Let us suppose that,
in addition to the function u, the vector of kernels m = (mk)k=1,...,N is also
unknown. In order to recover both u and m we need to complement relations
(2.3) - (2.5) with N additional conditions. For instance, when l ≥ 2, these
conditions may be given in the form of N measurements of the traction over
the boundary Γ

〈ηi, ν · σ(t, ·)〉1/2,Γ = hi(t) (2.6)

for t ∈ (0, T ) and i = 1, . . . , N . Here 〈·, ·〉1/2,Γ denotes the pairing between
H−1/2(Γ) and H1/2(Γ), the ηi’s belong to H−1/2(Γ) and represent the weights
related to the N measurements, and ν stands for the outer normal vector to
Γ.

Remark 2.1. In practice we can assume that each support supp ηi is
contained in an open subset Γi of Γ, the Γi’s being pairwise disjoint.

In the one-dimensional case l = 1 let us take Ω = (0, 1). As additional
conditions we can choose N measurements of the stress in different points xi

of the interval [0, 1] as σ(t, xi) = gi(t) for t ∈ (0, T ) and i = 1, . . . , N . For
technical reasons we will deal with these relations in the slightly different form

ηiσ(t, xi) = hi(t) (2.7)

for t ∈ (0, T ) and i = 1, . . . , N where ηi ∈ R are some properly chosen weights.
Inserting (2.1) into (2.6) - (2.7) and taking (2.2) into account, we get the N
additional conditions

Ψi[u(t, ·)]−
N∑

i=1

∫ t

0

mk(t− τ)Φik[u(τ, ·)] dτ = hi(t) (2.8)
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for t ∈ (0, T ) and i = 1, . . . , N where

Ψi[v] =
{ 〈ηi, λDνv〉1/2,Γ if l ≥ 2

ηiλ(xi)Dxv(xi) if l = 1

Φik[v] =
{ 〈ηi, µkDνv〉1/2,Γ if l ≥ 2

ηiµk(xi)Dxv(xi) if l = 1.

(2.9)

We now pose our identification problem consisting in determining the pair
(m,u) =

(
(mk)k=1,...,N , u

)
from relations (2.3) - (2.5), (2.8). If we introduce

the new unknown

ũ = u− û, (2.10)

we easily derive the following problem for (m, ũ) with homogeneous boundary
condition

D2
t ũ(t, x) = div

(
λ(x)∇ũ(t, x)

)

−
N∑

k=1

∫ t

0

mk(t− τ)
(
div

(
µk(x)∇ũ(τ, x)

)
+ wk(τ)

)
dτ + f̃(t, x)

ũ(0, x) = ϕ̃(x), Dtũ(0, x) = ψ̃(x)

ũ(t, x)|x∈Γ ≡ 0

Ψi[ũ(t, ·)]−
N∑

k=1

∫ t

0

mk(t− τ)
(
Φik[ũ(τ, ·)] + χik(τ)

)
dτ = h̃i(t)





(2.11)

for t ∈ (0, T ), x ∈ Ω and i = 1, . . . , N where

ϕ̃(x) = ϕ(x)− û(0, x), ψ̃ = ψ −Dtû(0, x)

f̃(t, x) = f(t, x) + div
(
λ(x)∇û(t, x)

)−D2
t û(t, x)

wk(t, x) = div
(
µk(x)∇û(t, x)

)

χik(t) = Φik[û(t, ·)], h̃i(t) = hi(t)−Ψi[û(t, ·)]





(2.12)

for k = 1, . . . , N .
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3. Formulation of an abstract problem

In this section we reformulate the identification problem (2.11) in an abstract
Banach space setting. For this, let X and Y be real Banach spaces, Y being
densely embedded into X, and let A be a closed linear unbounded operator
in X with D(A) = Y . We equip Y with the graph norm

‖y‖Y = ‖y‖X + ‖Ay‖X (y ∈ Y )

where ‖y‖X stands for the norm of y in X. Let N ∈ N ∪ {+∞} and assume
that for i, k = 1, . . . , N

Bk ∈ L(Y, X) (3.1)
Ψi, Φik ∈ Y ? (3.2)

where Y ? and L(Y, X) denote the space dual to Y and the Banach space of
all linear bounded operators from Y to X, respectively. In particular, we set
L(X) = L(X,X).

We pose the following

Identification problem. Given T ∈ (0, +∞) and, for i, k = 1, . . . , N ,

ϕ, ψ ∈ Y, f, wk : (0, T ) → X, hi, χik : (0, T ) → R,

find
mk : (0, T ) → R, u : (0, T ) → Y

satisfying for t ∈ (0, T ) and i = 1, . . . , N the equations

u′′(t) = Au(t)−
N∑

k=1

mk ∗
(
Bku(t) + wk(t)

)
+ f(t)

u(0) = ϕ, u′(0) = ψ

Ψi[u(t)]−
N∑

k=1

mk ∗
(
Φik[u(t)] + χik(t)

)
= hi(t)





(3.3)

where ∗ stands for the convolution operator (v1 ∗v2)(t) =
∫ t

0
v1(t−τ)v2(τ) dτ .

In the sequel we will use the affine operators B̃k and Φ̃ik defined by the
formulae

(B̃ku)(t) = Bku(t) + wk(t)

(Φ̃iku)(t) = Φik[u(t)] + χik(t)

}
(3.4)

for t ∈ (0, T ) and i, k = 1, . . . , N .
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4. The cosine family

Due to the simple relation

(B̃ku)(t) = t ∗ (B̃ku)′′(t) + t(B̃ku)′(0) + (B̃ku)(0),

assuming that wk (k = 1, . . . , N) are twice differentiable, Cauchy problem
(3.3)1−2 for any u such that u′′(t) ∈ Y for t ∈ (0, T ) has the equivalent form

u′′(t) = t ∗Au′′(t)

−
N∑

k=1

mk ∗
[
t ∗ (B̃ku)′′(t) + t(B̃ku)′(0) + (B̃ku)(0)

]

+ f(t) + tAψ + Aϕ
(
t ∈ (0, T )

)

u(0) = ϕ, u′(0) = ψ.





(4.1)

Let us now consider the operator convolution equation with the same
principal part as (4.1)1

v(t) = t ∗Av(t) + g(t)
(
t ∈ (0, T )

)
(4.2)

where g : (0, T ) → X is a given function. A function v ∈ C([0, T ]; Y ) satisfy-
ing this equation is called a strong solution of (4.2).

Next we introduce a resolvent family for equation (4.2), called the cosine
family. Let us assume that for the operator A there exist two constants M ≥ 1
and ω ∈ R such that

1) λ2 ∈ ρ(A) for all λ > ω where ρ(A) is the resolvent set of A

2)
∥∥ dn

dλn

(
λ(λ2I − A)−1

)∥∥
L(X)

≤ Mn!(λ − ω)−(n+1) for any λ > ω and
n ∈ N.

Such an assumption is necessary and sufficient for A to generate a cosine
family, i.e. a family of operators {C(t)}t∈R ⊂ L(X) satisfying the following
conditions (see [9: Chapter 2] and [24: Section 1.1/Theorem 1.3]):

C(t) strongly continuous on R, C(0) = I

C(t + s) + C(t− s) = 2 C(t)C(s) (t, s ∈ R)

C(t)Y ⊂ Y and AC(t)y = C(t)Ay (y ∈ Y, t ∈ R)

C(t)y = y + t ∗AC(t)y (y ∈ Y, t ∈ R)

A = C′′(0)





. (4.3)

The cosine family, if it exists, is unique.
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By means of C(t) we can also define the interpolation space Y1 associated
with X and Y by

Y1 =
{

x ∈ X : t → C′(t)x ∈ C([0, T ];X) for any t ∈ R
}

. (4.4)

The space Y1 is equipped with the norm (see [25])

‖x‖Y1 = ‖x‖X + sup
0≤t≤1

‖C′(t)x‖X . (4.5)

Let us prove the following

Lemma 4.1. Let A generate a cosine family in X. Then the following
propositions hold:

(i) C(t) ∈ L(Y ), 1∗C(t) ∈ L(Y1, Y ) and t∗C(t) ∈ L(X,Y ) for any t ∈ R.
(ii) t → C(t)x ∈ C([0, T ];Y ) for any x ∈ Y .
(iii) t → 1 ∗ C(t)x ∈ C([0, T ];Y ) for any x ∈ Y1.
(iv) t → t ∗ C(t)x ∈ C([0, T ];Y ) for any x ∈ X.

Proof. The assertions C(t) ∈ L(Y ) for t ∈ R and assertion (ii) easily
follow from properties (4.3)3, (4.3)4 and the definition of the norm ‖ · ‖Y .
The assertions t ∗ C(t) ∈ L(X, Y ) for t ∈ R and assertion (iv) are direct
consequences of [24: Proposition 1.1].

In order to prove that 1 ∗ C(t) ∈ L(Y1, Y ) we first note that, due to the
definitions of Y1 and the norm ‖ · ‖Y1 , we immediately have

C′(t) ∈ L(Y1, X) (4.6)

for any t ∈ [0, 1]. This relation may be extended to arbitrary t ∈ R using the
equalities C′(2t) = 2C(t)C′(t) and C′(−t) = −C′(t), implied by (4.3)2, and the
property C(t) ∈ L(X) (t ∈ R).

Next we use the formula

C(s)[1 ∗ C(t)] = 1
2

∫ t

0

C(τ + s) dτ + 1
2

∫ t

0

C(τ − s) dτ

following from (4.3)2. Computing the second derivative of this relation with
respect to s at s = 0 and observing that C′′(0) = A, we obtain

A[1 ∗ C(t)] = 1
2C′(t) + 1

2C′(−t). (4.7)

This relation by virtue of (4.6) and the definition of the norm in D(A) = Y
proves the desired assertion 1 ∗ C(t) ∈ L(Y1, Y ). Finally, assertion (iii) follows
from (4.7) due to the continuity of C′(t)x in X with respect to t for any t ∈ R
and x ∈ Y1 (see definition (4.4) of Y1)
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Let us now formulate and prove a lemma concerning the existence and
uniqueness of the solution to equation (4.2).

Lemma 4.2. Let A generate a cosine family in X. Then the following
assertions hold:

(i) If v is a strong solution of (4.2) and g ∈ W 1,1((0, T ); X), then

v(t) = C(t)g(0) + C ∗ g′(t) for a.e. t ∈ (0, T ). (4.8)

In particular, strong solutions are unique.
(ii) Conversely, if g = g1 +1∗g2 + t∗g3, where g1 ∈ W 1,1((0, T ); Y ), g2 ∈

W 1,1((0, T ); Y1) and g3 ∈ W 1,1((0, T ); X), then (4.2) has a strong solution v
of form (4.8).

Proof. Assertions (i) and (ii) in the case g2 = 0 follow from [24: Propo-
sition 1.2]. It remains to prove assertion (ii) in the case g1 = g3 = 0 and
g2 6= 0. Then function (4.8) has the form v(t) = 1 ∗ C(t)g2(0) + 1 ∗ C ∗ g′2(t).
By virtue of the properties of g2, Lemma 4.1/(iii) and the inclusion 1 ∗ C ∈
L∞

(
(0, T );L(Y1, Y )

)
, implied by assertions (iii) and 1 ∗ C(t) ∈ L(Y1, Y ) (t ∈

R) of Lemma 4.1 and the uniform boundedness principle, we deduce that
v ∈ C([0, T ];Y ). Now we can immediately check that v is a strong solution of
(4.2) inserting it into (4.2) and taking advantage of resolvent equation (4.3)4

5. Reduction to a system of equations of the second kind

In this section we formulate and prove a lemma ensuring the equivalence of
identification problem (3.3) with a system of integral equations for u′′, (m′

k)k=1,...,N .
In the next section such a system will be rewritten in a fixed-point form to
which the contraction mapping principle will be applied.

Before stating our lemma, let us introduce some further notation. We set

B = (Bk)k=1,...,N

m = (mk)k=1,...,N

w = (wk)k=1,...,N

Φ = (Φik)i,k=1...,N

Ψ = (Ψi)i=1...,N

χ = (χik)i,k=1...,N

and associate with any Banach space X the product Banach space

XN =
{

x = (xi)i=1,...,N : xi ∈ X , ‖x‖XN =
(∑N

i=1‖xi‖2X
)1/2

< +∞
}

.

Observe that R∞ coincides with l2 in this notation.
Our aim is to seek for the solution (m,u) of (3.3) in the space

SN = H1((0, T );RN )× C2([0, T ];Y ).
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Lemma 5.1. Let N ∈ N ∪ {+∞} and T ∈ (0, +∞). Assume that the
operator A generates the cosine family {C(t)}t∈R in X. Moreover, in addition
to (3.1)− (3.2), let the following assumptions hold:

ϕ, ψ ∈ Y

f = f1 + 1 ∗ f2 + t ∗ f3 where





f1 + Aϕ ∈ W 1,1((0, T ); Y )
f2 + Aψ ∈ W 1,1((0, T ); Y1)
f3 ∈ W 1,1((0, T ); X)

w ∈ C2([0, T ];XN ), Bϕ + w(0) ∈ (Y1)N

χ ∈ C2
(
[0, T ];L(RN ,RN )

)

h ∈ H2((0, T );RN ), h(0) = Ψ[ϕ]





. (5.1)

In the case N = +∞ we also assume

B ∈ (L(Y,X))∞

Ψ ∈ (Y ?)∞

(‖Φik‖Y ?)i,k=1,̇∞ ∈ L(R∞,R∞)





. (5.2)

Then identification problem (3.3) for the pair (m, u) in SN is equivalent to
the system of equations of the second kind

u′′(t) = −
N∑

k=1

[mk(0) + m′
k∗]

×
[
t ∗ C ∗ (B̃ku)′′(t) + t ∗ C(t)(B̃ku)′(0) + 1 ∗ C(t)(B̃ku)(0)

]
+ α(t)

u(0) = ϕ, u′(0) = ψ

N∑

k=1

m′
k(t)(Φ̃iku)(0) +

N∑

k=1

m′
k ∗ 1 ∗ (Φ̃iku)′′(t)

+
N∑

k=1

m′
k ∗ (Φ̃iku)′(0) +

N∑

k=1

mk(0) ∗ (Φ̃iku)′′(t)−Ψi[u′′(t)]

= −h′′i (t)−
N∑

k=1

mk(0)(Φ̃iku)′(0)

N∑

k=1

mk(0)(Φ̃iku)(0) = Ψi[ψ]− h′i(0)




(5.3)

for t ∈ (0, T ) and i = 1, . . . , N where

α(t) = C(t)(f1(0) + Aϕ) + C ∗ f ′1(t) + 1 ∗ C(t)(f2(0) + Aψ)

+ 1 ∗ C ∗ f ′2(t) + t ∗ C(t)f3(0) + t ∗ C ∗ f ′3(t).
(5.4)
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Proof. First, let us prove the assertion of Lemma 5.1 in the case (5.3)1
is replaced by equation (4.1)1. At the beginning of Section 3 we showed
that Cauchy problem (3.3)1−2 is equivalent to (4.1). Since (4.1)2 and (5.3)2
coincide, problem (3.3)1−2 is equivalent to (4.1)1, (5.3)2. Let us now show
that, under initial conditions (5.3)2 for u, equations (3.3)3 are equivalent to
subsystem (5.3)3−4. This would prove the assertion of Lemma 5.1 in the case
(5.3)1 is replaced by (4.1)1.

We begin by showing implication (3.3)3 ⇒ (5.3)3−4. Let m ∈ H1((0, T );RN )
solve (3.3)3 and assume that u is a function from C2([0, T ]; Y ) satisfying (5.3)2.
Note that, due to our assumptions and the membership m ∈ H1((0, T );RN ),
we can differentiate equation (3.3)3 twice and bring the derivatives into the
sum. Particularly, in the case N = +∞ the series

+∞∑

k=1

dj

dtj
[
mk ∗ (Φik[u(t)] + χik(t))

]
(j = 1, 2)

converges in L1(0, T ). Thus, the first and second derivatives of the sum in
(3.3)3 exist in the distributional sense. Differentiating (3.3)3 and using nota-
tion (3.4) we obtain

Ψi[u′(t)]−
N∑

k=1

mk(0)(Φ̃iku)(t)−
N∑

k=1

m′
k ∗ (Φ̃iku)(t) = h′i(t) (5.5)

for t ∈ (0, T ) and i = 1, . . . , N . Setting t = 0 in this equation and using (5.3)2,
we derive (5.3)4. Differentiating (5.5) once again, we have

Ψi[u′′(t)]−
N∑

k=1

mk(0)(Φ̃iku)′(t)

−
N∑

k=1

m′
k(t)(Φ̃iku)(0)−

N∑

k=1

m′
k ∗ (Φ̃iku)′(t) = h′′i (t)

(5.6)

for t ∈ (0, T ) and i = 1, . . . , N . Substituting here 1 ∗ (Φ̃iku)′′(t) + (Φ̃iku)′(0)
for (Φ̃iku)′(t), we derive (5.3)3, too. Thus, we have shown that (3.3)3 implies
(5.3)3−4.

Conversely, if (5.3)3−4 hold, then (3.3)3 does, too. To show this, we per-
form the above operations in the opposite order. We substitute (Φ̃iku)′(t) −
(Φ̃iku)′(0) for 1 ∗ (Φ̃iku)′′(t) in (5.3)3 and get (5.6). Thereupon, after inte-
grating both sides in (5.6) over [0, t], from the initial condition u′(0) = ψ
and relations (5.3)4 we deduce (5.5). Finally, integrating both sides in (5.5)
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again over [0, t] and using the initial condition u(0) = ϕ and (5.1)6, we obtain
(3.3)3. Summing up, we have proved the assertion of Lemma 5.1 when (5.3)1
is replaced by (4.1)1.

It remains to show the equivalence of (4.1)1 and (5.3)1 if u′′ ∈ C([0, T ];Y ).
Noting that f(t) = f1(t) + 1 ∗ f2(t) + t ∗ f3(t), we can rewrite (4.1)1 in the
form

u′′(t) = t ∗Au′′(t) + g1(t) + 1 ∗ g2(t) + t ∗ g3[u′′](t) (5.7)

for t ∈ (0, T ) where

g1(t) = f1(t) + Aϕ

g2(t) = −
N∑

k=1

mk(t)(B̃ku)(0) + f2(t) + Aψ

g3[u′′](t) = −
N∑

k=1

mk ∗ (B̃ku)′′(t)−
N∑

k=1

mk(t)(B̃ku)′(0) + f3(t)





. (5.8)

Owing to the assumptions of Lemma 5.1, notation (3.4) and the differentia-
bility of mk, we deduce

g1 ∈ W 1,1((0, T ); Y )

g2 ∈ W 1,1((0, T ); Y1)

g3[u′′] ∈ W 1,1((0, T ); X)

for each u′′ ∈ C([0, T ];Y ). Now Lemma 4.2/(i) - (ii) imply that equation (5.7)
for u′′ ∈ C([0, T ];Y ) is equivalent to

u′′(t) = C(t)g1(0) + C ∗ [
g′1(t) + (1 ∗ g2)′(t) + (t ∗ g3[u′′])′(t)

]
.

Inserting in this relation g1, g2, g3 defined by formulae (5.8), we obtain (5.3)1
with (5.4). This shows the equivalence of (4.1)1 and (5.3)1

6. Existence, uniqueness and stability

Let the symbol P k1,...,kn(x1, . . . , xn) stand for an arbitrary polynomial of n
variables x1, . . . , xn which has the form

k1∑

i1=0

· · ·
kn∑

in=0

Ci1,...,inxi1
1 · · ·xin

n

where Ci1,...,in are non-negative coefficients.
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Theorem 6.1. Let the assumptions of Lemma 5.1 be satisfied for some
N ∈ N ∪ {+∞}, T ∈ (0,+∞) and the set of data d = (ϕ,ψ, f, w, χ, h).
Moreover, let

κ[d]2 = inf
ξ∈RN\{0}

‖ξ‖−2
RN

N∑

i,k=1

(
Φik[ϕ] + χik(0)

)
ξiξk > 0. (6.1)

Then identification problem (3.3) has a unique solution (m,u) ∈ SN . More-
over, the solutions S1 = (m1, u1) and S2 = (m2, u2), corresponding to two
sets of data

d1 = (ϕ1, ψ1, f1, w1, χ1, h1)

d2 = (ϕ2, ψ2, f2, w2, χ2, h2)

respectively satisfy the stability estimate

‖S1 − S2‖N ≤ K
(
ωN , κ[d1]−1, κ[d2]−1, |d1|N , |d2|N

)
|d1 − d2|N (6.2)

where
‖S‖N = ‖m‖H1((0,T );RN ) + ‖u‖C2([0,T ];Y ) (6.3)

denotes the norm in SN , K is a function of the form K = exp(P 6,3,3,2,2)
depending also on T , the seminorm | · |N and ωN being given by

|d|N = ‖ϕ‖Y + ‖ψ‖Y + ‖f1 + Aϕ‖W 1,1((0,T );Y )

+ ‖f2 + Aψ‖W 1,1((0,T );Y1) + ‖f3‖W 1,1((0,T );X)

+ ‖w′‖C1([0,T ];XN ) + ‖Bϕ + w(0)‖(Y1)N

+ ‖χ′‖C1([0,T ];L(RN ,RN )) + ‖h′‖H1((0,T );RN )

(6.4)

and

ωN = ‖B‖(L(Y,X))N + ‖Ψ‖(Y ?)N +
∥∥(‖Φik‖Y ?)i,k=1,...,N

∥∥
L(RN ,RN )

. (6.5)

Remark 6.1. If the set of data d = (ϕ,ψ, f, w, χ, h) satisfies assumptions
in Theorem 6.1 for some N ∈ N ∪ {+∞} and any T ∈ (0,+∞), then using
the standard continuation procedure, we can show that identification problem
(3.3), reformulated for t ∈ (0,+∞), admits a unique solution (m, u) in the
space H1

loc((0, +∞);RN )×⋃
T>0 C2([0, T ]; Y ).

Proof of Theorem 6.1. Note first that, due to inequality (6.1) and
definition (3.4), relations (5.3)4 determine uniquely the initial values of mk.
Let us use the abbreviation m0

k = mk(0) for these values. Since u(0) and u′(0)
are also fixed, in order to prove existence and uniqueness in the statement of
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the theorem, we have to show existence and uniqueness in L2((0, T );RN ) ×
C([0, T ];Y ) of the solution (m′, u′′) to subsystem (5.3)1, (5.3)3.

We begin by proving some auxiliary estimates for m0
k. By virtue of (5.3)4,

relation (6.1) and definitions (6.4) - (6.5) we have

‖m0[d]‖RN ≤ κ[d]−1
(‖Ψ‖(Y ?)N ‖ψ‖Y + ‖h′(0)‖RN

)

≤ P 1,1,1
(
ωN , κ[d]−1, |d|N

)
.

(6.6)

For the difference m0[d1]−m0[d2] from (5.3)4 we deduce the system
N∑

k=1

(
m0

k[d1]−m0
k[d2]

)(
Φik[ϕ1] + χ1

ik(0)
)

=
N∑

k=1

m0
k[d2]

(
Φik[ϕ2 − ϕ1] + χ2

ik(0)− χ1
ik(0)

)
+ Ψi[ψ1 − ψ2] + Dt(h2

i − h1
i )(0).

Reasoning as above, from (6.1) and (6.6) we easily get the estimate
∥∥m0[d1]−m0[d2]

∥∥
RN ≤ P 2,1,1,1

(
ωN , κ[d1]−1, κ[d2]−1, |d2|N

)|d1 − d2|N . (6.7)

Let us now come back to system (5.3)1, (5.3)3. First, we denote the vector
(u′′,m′) by U , where U0 = u′′ and Uk = m′

k (k = 1, . . . , N). Then we rewrite
system (5.3)1, (5.3)3 as a fixed-point operator equation

U = FU, U ∈ U := C([0, T ];Y )× L2((0, T );RN ) (6.8)

where, in view of (3.4), the components of F are given by the formulae

(FU)0(t) = −
N∑

k=1

[m0
k + Uk∗]

[
t ∗ C ∗ (

BkU0(t) + w′′k(t)
)

+ t ∗ C(t)(Bkψ + w′k(0)
)

+ 1 ∗ C(t)(Bkϕ + wk(0)
)]

+ α(t)

(6.9)

and
N∑

k=1

(
Φik[ϕ] + χik(0)

)
(FU)k(t) = (GU)i(t) (6.10)

for i = 1, . . . , N with

(GU)i(t) = −
N∑

k=1

{
Uk ∗ 1 ∗ (

Φik[U0(t)] + χ′′ik(t)
)

+ Uk ∗
(
Φik[ψ] + χ′ik(0)

)

+ m0
k ∗

(
Φik[U0(t)] + χ′′ik(t)

)}
+ Ψi[(FU)0(t)]

− h′′i (t)−
N∑

k=1

m0
k

(
Φik[ψ] + χ′ik(0)

)

(6.11)
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Our aim is to apply the contraction mapping principle to equation (6.8).
To this end we have to introduce proper norms and derive some estimates for
the components of F . Therefore, let us equip the space U with the scale of
weighted norms depending on the real parameter γ ≥ 0

‖U‖γ = ‖U0‖∞,γ +
(∑N

k=1‖Uk‖22,γ

)1/2 (6.12)

where
‖U0‖∞,γ = ‖e−γtU0‖C([0,T ];Y )

‖Uk‖2,γ = ‖e−γtUk‖L2(0,T )

}
. (6.13)

Let us now formulate a boundedness lemma, whose proof we postpone to
the last section of the paper.

Lemma 6.1. Under the assumptions in Theorem 6.1 the estimates

‖(F [d]U)‖γ ≤ K1

(
ωN , κ[d]−1, |d|N

)(
1 + γ−1/2‖U‖γ

)

+ K2(ωN , κ[d]−1)γ−1‖U‖2γ
(6.14)

and
∥∥F [d1]U1 − F [d2]U2

∥∥
γ

≤ K3

(
ωN , κ[d1]−1, κ[d2]−1, |d1|N , |d2|N , ‖U1‖γ , ‖U2‖γ

)
|d1 − d2|N

+
{

K4

(
ωN , κ[d1]−1, κ[d2]−1, |d1|N , |d2|N

)

+ K5

(
ωN , κ[d1]−1

)(‖U1‖γ + ‖U2‖γ

)}
γ−1/2‖U1 − U2‖γ

(6.15)
are valid where K1 = P 3,2,2,K2 = P 2,1,K3 = P 6,2,2,1,2,1,2,K4 = P 4,1,1,1,1 and
K5 = P 3,1.

In order to prove the existence and uniqueness of the solution of (6.8) we
need the closed balls

Dγ(r) =
{
U ∈ U : ‖U‖γ ≤ r

}
.

Then for any U ∈ Dγ(r) from (6.14) it follows

‖F [d]U‖γ ≤ K1

(
ωN , κ[d]−1, |d|N

)(
1 + rγ−1/2

)
+ K2

(
ωN , κ[d]−1

)
r2γ−1.

This estimate shows that for every r > K1

(
ωN , κ[d]−1, |d|N

)
and

γ ≥ γ1

(
ωN , κ[d]−1, |d|N , r

)
:=

[
2K2r√

K2
1+4K2(r−K1)−K1

]2

(6.16)
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the inequality ‖F [d]U‖γ ≤ r holds. Hence

F [d] : Dγ(r) → Dγ(r) (6.17)

if
r > K1

(
ωN , κ[d]−1, |d|N

)

γ ≥ γ1

(
ωN , κ[d]−1, |d|N , r

)
.

Next let us show that F [d] is a contraction mapping for any fixed data.
Suppose that U1, U2 ∈ Dγ(r). Then from (6.15) we obtain the estimate
∥∥F [d]U1 − F [d]U2

∥∥
γ

≤
{

K4

(
ωN , κ[d]−1, κ[d]−1, |d|N , |d|N

)
+ 2K5

(
ωN , κ[d]−1

)
r
}

γ−
1
2 ‖U1 − U2‖γ .

Defining

γ2

(
ωN , κ[d]−1, |d|N , r

)

= 4
[
K4

(
ωN , κ[d]−1, κ[d]−1, |d|N , |d|N

)
+ 2K5

(
ωN , κ[d]−1

)
r
]2 (6.18)

the operator F turns out to be a contraction mapping with respect to the
norm ‖ · ‖γ if γ ≥ γ2

(
ωN , κ[d]−1, |d|N , r

)
. This, together with (6.17), proves

that operator equation (6.8) has a unique solution in each ball Dγ(r) such
that

r > K1

(
ωN , κ[d]−1, |d|N

)

γ ≥ γ3

(
ωN , κ[d]−1, |d|N , r

)

where

γ3

(
ωN , κ[d]−1, |d|N , r

)

= max
{

γ1

(
ωN , κ[d]−1, |d|N , r

)
, γ2

(
ωN , κ[d]−1, |d|N , r

)}
.

(6.19)

In particular, this proves our existence assertion.
Next let us prove the uniqueness of the solution U . To this end we have

to show that the solution of (6.8) is unique in the whole space U . Suppose
that (6.8) has two solutions U1 and U2 in U . Let us fix any

r1 > max
{
‖U1‖0, ‖U2‖0,K1

(
ωN , κ[d]−1, |d|N

)}
.

Then ‖U i‖γ ≤ ‖U i‖0 ≤ r1 (i = 1, 2) for each γ ≥ 0 because of the mono-
tonicity of the norm ‖ · ‖γ with respect to γ. In particular, these inequalities
hold for γ ≥ γ3

(
ωN , κ[d]−1, |d|N , r1

)
, too. This means that U i belongs to the
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ball Dγ(r1) for γ ≥ γ3

(
ωN , κ[d]−1, |d|N , r1

)
and i = 1, 2. But in these balls

the uniqueness has already been shown. Thus, we obtain U1 = U2.
It remains to prove stability estimate (6.2). Let U1 and U2 be the solutions

of (6.8) corresponding to the data sets d1 and d2, respectively. By virtue of
(6.15) from equation (6.8) we obtain the estimate

‖U1 − U2‖γ =
∥∥F [d1]U1 − F [d2]U2

∥∥
γ

≤ K3

(
ωN , κ[d1]−1, κ[d2]−1, |d1|N , |d2|N , ‖U1‖γ , ‖U2‖γ

)
|d1 − d2|N

+
{

K4

(
ωN , κ[d1]−1, κ[d2]−1, |d1|N , |d2|N

)
(6.20)

+ K5(ωN , κ[d1]−1)(‖U1‖γ + ‖U2‖γ)
}

γ−1/2‖U1 − U2‖γ .

From the previous proof concerning the existence of the solution to (6.8) we
know that U i ∈ Dγ(r) if

r > K1

(
ωN , κ[di]−1|di|N

)

γ ≥ γ3

(
ωN , κ[di]−1, |di|N , r

)
.

Let us now choose the values of r and γ according to the formulae

r = 2 max
{

K1

(
ωN , κ[d1]−1, |d1|N

)
,K1

(
ωN , κ[d2]−1, |d2|N

)}

γ = max
{

γ3

(
ωN , κ[d1]−1, |d1|N , r

)
, γ3

(
ωN , κ[d2]−1, |d2|N , r

)
,

4
[
K4

(
ωN , κ[d1]−1, κ[d2]−1, |d1|N , |d2|N

)
+ 2K5

(
ωN , κ[d1]−1

)
r
]2}

.





(6.21)
Hence U i ∈ Dγ(r) (i = 1, 2), i.e.

‖U i‖γ ≤ r (i = 1, 2). (6.22)

Let us now set γ = γ in (6.20). From (6.21) - (6.22) we deduce that the
coefficient of ‖U1−U2‖γ on the right-hand side of (6.20) is less than 1

2 . Thus
we have

‖U1 − U2‖γ ≤ 2K3

(
ωN , κ[d1]−1, κ[d2]−1, |d1|N , |d2|N , r, r

)
|d1 − d2|N .

Using the obvious relation ‖ · ‖0 ≤ eγT ‖ · ‖γ , we obtain

‖U1 − U2‖0 ≤ 2eγT K3

(
ωN , κ[d1]−1, κ[d2]−1, |d1|N , |d2|N , r, r

)
|d1 − d2|N .

(6.23)
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Elementary computations involving the definitions of γ and r, which in turn
use the definitions of γ1, . . . , γ3, and the degrees of the polynomials K1,K2

and K4, K5 (cf. Lemma 6.1) show that

γ ≤ P 6,3,3,2,2
(
ωN , κ[d1]−1, κ[d2]−1, |d1|N , |d2|N

)

r = P 3,2,2,2,2
(
ωN , κ[d1]−1, κ[d2]−1, |d1|N , |d2|N

)
}

. (6.24)

We recall that

‖U1 − U2‖0 = ‖Dt(m1 −m2)‖L2((0,T );RN ) + ‖D2
t (u1 − u2)‖C([0,T ];Y ). (6.25)

Consequently, from (6.25), (6.23), (6.7) and the estimates

‖u1(0)− u2(0)‖Y = ‖ϕ1 − ϕ2‖Y ≤ |d1 − d2|N
‖Dtu

1(0)−Dtu
2(0)‖Y = ‖ψ1 − ψ2‖Y ≤ |d1 − d2|N

for the initial values of u1 − u2, we obtain the desired estimate (6.2). The
assertion K = exp(P 6,3,3,2,2) follows from (6.24) and the order of K3 in Lemma
6.1

7. Approximation results

In this section we study whether the solutions of the identification problem
corresponding to finite N ’s, i.e. to degenerate kernels, approximate the solu-
tion corresponding to N = +∞, i.e. to a non-degenerate kernel.

Suppose that we are given a sequence of data

dn = (ϕn, ψn, fn, wn, χn, hn) with





wn = (wn
k )k=1,...,n

χn = (χn
ik)i,k=1,...,n

hn = (hn
i )i=1,...,n

(n ∈ N)

and a set of data

d∞ = (ϕ∞, ψ∞, f∞, w∞, χ∞, h∞) with





w∞ = (w∞k )k=1,...,∞
χ∞ = (χ∞ik )i,k=1,...,∞
h∞ = (h∞i )i=1,...,∞.

By
Sn = (mn, un)

S∞ = (m∞, u∞)

with

with

mn = (mn
k )k=1,...n

m∞ = (m∞
k )k=1,...∞
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we denote the solutions to identification problem (3.3) corresponding to the
cases N = n, d = dn and N = +∞, d = d∞, respectively. In the latter case we
simply assume that a solution S∞ does exist. Let us then define a projector
Qn mapping S∞ into a finite-dimensional space according to the rule

QnS∞ = (Qn
1m∞, u∞) where Qn

1m∞ = (m∞
k )k=1,...,n.

We now ask the following question:

What conditions must satisfy dn, d∞ and, possibly, S∞ to guarantee the
convergence ‖Sn −QnS∞‖n → 0 as n → +∞?

In order to answer this question, let us first perform some formal compu-
tations. Let us rewrite relations (3.3)1−2 and the first n equations of system
(3.3)3 occurring in the identification problem for S∞ in the form

D2
t u∞(t) = Au∞(t)−

n∑

k=1

m∞
k ∗ (

Bku∞(t) + w∞k (t)
)

+ f̃∞,n(t)

u∞(0) = ϕ∞, Dtu
∞(0) = ψ∞

Ψi[u∞(t)]−
n∑

k=1

m∞
k ∗ (

Φik[u∞(t)] + χ∞ik (t)
)

= h̃∞,n
i (t)





(7.1)

for t ∈ (0, T ) and i = 1, . . . , n where

f̃∞,n(t) = f∞(t)−
+∞∑

k=n+1

m∞
k ∗ (

Bku∞(t) + w∞k (t)
)

h̃∞,n
i (t) = h∞i (t) +

+∞∑

k=n+1

m∞
k ∗ (

Φik[u∞(t)] + χ∞ik (t)
)





. (7.2)

The function QnS∞ solves identification problem (7.1) or, in other words, is
the solution to identification problem (3.3) with N = n and data d = d̃n where

d̃n =
(
ϕ∞, ψ∞, f̃∞,n, Pn

4 w∞, Pn
5 χ∞, h̃∞,n

)
with

{
Pn

4 w∞ = (w∞k )k=1,...,n

Pn
5 χ∞ = (χ∞ik )i,k=1,...,n.

(7.3)
Applying stability estimate (6.2) in Theorem 6.1, we get the relation

‖Sn −QnS∞‖n ≤ K
(
ωn, κ[dn]−1, κ[d̃n]−1, |dn|n, |d̃n|n

)
|dn − d̃n|n. (7.4)



418 J. Janno and A. Lorenzi

Here ωn is given by (6.5) and κ[dn], κ[d̃n] are defined by

κ[dn]2 = inf
ξ∈Rn\{0}

‖ξ‖−2
Rn

n∑

i,k=1

(
Φik[ϕn] + χn

ik(0)
)
ξiξk > 0

κ[d̃n]2 = inf
ξ∈Rn\{0}

‖ξ‖−2
Rn

n∑

i,k=1

(
Φik[ϕ∞] + χ∞ik (0)

)
ξiξk > 0





. (7.5)

In order to obtain the desired relation ‖Sn − QnS∞‖n → 0 (n → +∞) it
suffices to assume that |dn−d̃n|n → 0 (n → +∞) so fast as to compensate the
(possible) increase of the factor K

(
ωn, κ[dn]−1, κ[d̃n]−1, |dn|n, |d̃n|n

)
in (7.4).

Summing up, we can formulate the following

Theorem 7.1. Let the operators B = (Bk)k=1,...,∞,Ψ = (Ψi)i=1,...,∞
and Φ = (Φik)i,k=1,...,∞ satisfy (3.1)− (3.2) with N = +∞. Assume that each
dn (n ∈ N) fulfills the conditions in Lemma 5.1 with N = n and suppose that
when N = +∞, problem (3.3) with data d∞ admits a solution S∞ such that
QnS∞ ∈ Sn for any n ∈ N. Further, assume that the data vector d̃n (n ∈ N),
which is defined by means of the components of S∞ and d∞, satisfies the
assumptions in Lemma 5.1 with N = n. Moreover, let (7.5) hold. If

K
(
ωn, κ[dn]−1, κ[d̃n]−1, |dn|n, |d̃n|n

) |dn − d̃n|n → 0 as n → +∞, (7.6)

then ‖Sn −QnS∞‖n → 0 as n → +∞.

Theorem 7.1 yields the following corollary:

Corollary 7.1. If B, Ψ, Φ and dn satisfy the assumptions in Theorem 7.1,
then problem (3.3) with N = +∞ and data d∞ admits at most one solution
S∞ such that QnS∞ ∈ Sn for any n ∈ N, whenever the d̃n’s satisfy the
assumptions in Lemma 5.1 with N = n (n ∈ N) and inequality (7.5)2 as well
as convergence relation (7.6).

Proof. Suppose that problem (3.3) with N = +∞ and d = d∞ has two
solutions S∞1 and S∞2 fulfilling the properties listed in Corollary 7.1. Then
Theorem 7.1 implies that the solution Sn of problem (3.3) with N = n and
d = dn, which in turn exists and is unique by Theorem 6.1, satisfies the
convergence relations

‖Sn −QnS∞1 ‖n

‖Sn −QnS∞2 ‖n

}
→ 0 as n → +∞.



Recovering Degenerate Kernels 419

In particular, ‖Qn(S∞1 − S∞2 )‖n → 0 as n → +∞. In other words, we have
proved that

( +∞∑

k=1

‖m1,∞
k −m2,∞

k ‖2H1((0,T );RN )

) 1
2

+ ‖u1,∞ − u2,∞‖C2([0,T ];Y )

= lim
n→+∞

[( n∑

k=1

‖m1,∞
k −m2,∞

k ‖2H1((0,T );RN )

) 1
2

+ ‖u1,∞ − u2,∞‖C2([0,T ];Y )

]

= lim
n→+∞

‖Qn(S∞1 − S∞2 )‖n

= 0.

This implies m1,∞
k = m2,∞

k (k ∈ N) and u1,∞ = u2,∞, i.e. S∞1 = S∞2
We now note that relation (7.6) occurs when the factor

K
(
ωn, κ[dn]−1, κ[d̃n]−1, |dn|n, |d̃n|n

)

is bounded as n → +∞. This is related to the case when d∞ and the operator
vectors B, Ψ,Φ fulfill the conditions of Theorem 6.1 with N = +∞. In order
to treat this case separately, let us first introduce the projector Pn which maps
d∞ into a finite-dimensional space defined by

Pnd∞ =
(
ϕ∞, ψ∞, f∞, Pn

4 w∞, Pn
5 χ∞, Pn

6 h∞
)

(7.7)

where Pn
6 h∞ = (h∞i )i=1,...,n and Pn

4 , Pn
5 are defined by (7.3). Then we can

prove the following

Theorem 7.2. Let the operators B, Ψ,Φ satisfy (3.1) − (3.2) with N =
+∞ and (5.2). Assume that dn and d∞ fulfill the conditions in Lemma 5.1
with N = n (n ∈ N) and N = +∞, respectively. Moreover, let the condition

κ2 = inf
n∈N

inf
ξ∈Rn\{0}

‖ξ‖−2
Rn

n∑

i,k=1

(
Φik[ϕn] + χn

ik(0)
)
ξiξk > 0 (7.8)

hold. If
|dn − Pnd∞|n → 0 as n → +∞, (7.9)

then ‖Sn −QnS∞‖n → 0 as n → +∞.

Remark 7.1. It is easy to check, using convergence assumption (7.9),
that condition (7.8) yields the analogous condition

κ2
1 = inf

ξ∈R∞\{0}
‖ξ‖−2

R∞

+∞∑

i,k=1

(
Φik[ϕ∞] + χ∞ik (0)

)
ξiξk > 0. (7.10)
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Proof of Theorem 7.2. Theorem 6.1 implies the existence of solutions
Sn = (mn, un) ∈ Sn and S∞ = (m∞, u∞) ∈ S∞ to identification problems
(3.3) corresponding to N = n, d = dn and N = ∞, d = d∞, respectively. From
(7.2) - (7.3) and (7.7) we obtain

d̃n = Pnd∞ + δn where δn =
(
0, 0, f̂∞,n, 0, 0, ĥ∞,n

)
(7.11)

and

f̂∞,n(t) = −
+∞∑

k=n+1

m∞
k ∗ (

Bku∞(t) + w∞k (t)
)

ĥ∞,n = (ĥ∞,n
i )i=1,...,n, ĥ∞,n

i (t) =
+∞∑

k=n+1

m∞
k ∗ (

Φik[u∞(t)] + χ∞ik (t)
)
.

Let us transform the addenda of the series appearing in the formula of f̂∞,n

in the following way:

m∞
k ∗ (

Bku∞(t) + w∞k (t)
)

= m∞
k ∗

[
1 ∗ (

BkDtu
∞(t) + Dtw

∞
k (t)

)
+ Bkϕ∞ + w∞k (0)

]

=
(
m∞

k (0) + 1 ∗Dtm
∞
k

) ∗ 1 ∗ (
BkDtu

∞(t) + Dtw
∞
k (t)

)

+ 1 ∗ [
m∞

k (t)
(
Bkϕ∞ + w∞k (0)

)]
.

We can now rewrite f̂∞,n in the form

f̂∞,n = 1 ∗ f̂∞,n
2 + t ∗ f̂∞,n

3

where
f̂∞,n
2 (t) = −∑+∞

k=n+1m
∞
k (t)

(
Bkϕ∞ + w∞k (0)

)

f̂∞,n
3 (t) = −∑+∞

k=n+1

[
m∞

k (0)
(
BkDtu

∞(t) + Dtw
∞
k (t)

)

+ Dtm
∞
k ∗ (

BkDtu
∞(t) + Dtw

∞
k (t)

)]
.

Taking advantage of the assumptions made on d∞, of conditions (5.2) and the
membership (m∞, u∞) ∈ S∞, we can immediately check that

f̂∞,n
2 ∈ W 1,1((0, T ); Y1)

f̂∞,n
3 ∈ W 1,1((0, T ); X)

ĥ∞,n ∈ H2((0, T );Rn)
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and
|δn|n = ‖f̂∞,n

2 ‖W 1,1((0,T );Y1)

+ ‖f̂∞,n
3 ‖W 1,1((0,T );X)

+ ‖Dtĥ
∞,n‖H1((0,T );Rn)

→ 0 as n → +∞.

(7.12)

Since Pnd∞ satisfies the assumptions in Theorem 6.1 with N = n, d̃n satisfies
the same assumptions. Therefore, problem (3.3) with data d̃n can be solved
when N = n, and the solution coincides with QnS∞. From Theorem 6.1 we
have the stability estimate

‖Sn −QnS∞‖n ≤ K
(
ωn, κ−1, κ−1

1 , |dn|n, |d̃n|n
) |dn − d̃n|n (7.13)

where ωn is given by (6.5) and where κ and κ1 are the constants defined in
(7.8) and (7.10), respectively. From (7.9) and (7.11) - (7.12) we deduce

|dn − d̃n|n ≤ |dn − Pnd∞|n + |δn|n → 0 as n → +∞. (7.14)

Besides, ωn ≤ ω∞, due to (5.2), and

|dn|n ≤ |dn − Pnd∞|n + |Pnd∞|n ≤ |dn − Pnd∞|n + |d∞|∞ ≤ const

as n → +∞, which in turn implies |d̃n|n ≤ |d̃n − dn|n + |dn|n ≤ const as
n → +∞ by (7.14). Now from (7.13) we obtain ‖Sn − QnS∞‖n → 0 as
n → +∞

8. Application to a viscoelastic problem

We are now going to apply the results of Sections 3 - 7 to viscoelastic iden-
tification problem (2.3) - (2.5), (2.8) posed in Section 2. To this end we first
introduce the functional spaces

X = L2(Ω)

Y = H2(Ω) ∩H1
0 (Ω)

and the linear differential operators

Av = div(λ∇v)

Bkv = div(µk∇v) (k = 1, . . . , N).
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Assume that

λ ∈ W 1,r(Ω), λ(x) ≥ λ0 > 0 for a.e. x ∈ Ω

µk ∈ W 1,r(Ω) (k = 1, . . . , N)
where

{
r = 2 if l = 1
r > 2 if l = 2
r = l if l ≥ 3.

(8.1)
Then,

A ∈ L(Y,X)

Bk ∈ L(Y,X) (k = 1, . . . , N).

Moreover, A is closed, self-adjoint and bounded from above in X. This implies
that A generates a cosine family in X (see [9: p. 104]). The interpolation
space associated with X and Y is Y1 = H1

0 (Ω) [9: p. 106].
We recall that abstract problem (3.3) treated in Sections 3 - 7 is a gener-

alization of problem (2.11) obtained from (2.3) - (2.5), (2.8) by the change of
unknown function (2.10). The assumptions of Lemma 5.1 are satisfied for the
data ϕ̃, ψ̃, f̃ , w, h̃ of problem (2.11) provided the following relations hold true:

ϕ̃, ψ̃ ∈ H2(Ω) ∩H1
0 (Ω)

f̃ = f̃1 + 1 ∗ f̃2 + t ∗ f̃3

f̃1 + div(λ∇ϕ̃) ∈ W 1,1
(
(0, T ); H2(Ω) ∩H1

0 (Ω)
)

f̃2 + div(λ∇ψ̃) ∈ W 1,1
(
(0, T ); H1

0 (Ω)
)
, f̃3 ∈ W 3,1

(
(0, T ); L2(Ω)

)

w ∈ C2
(
[0, T ]; (L2(Ω))N

)

div(µk∇ϕ) ∈ H1
0 (Ω) (k = 1, . . . , N)

h̃ ∈ H2((0, T );RN ), h(0) = Ψ[ϕ]





. (8.2)

Next we mention that in the case l ≥ 2 from (2.9) assumption (3.2), i.e. the
relations

Ψi ∈ (H2(Ω))∗

Φik ∈ (H2(Ω))∗

}
(i, k = 1, . . . , N) (8.3)

follow provided the functions λ and µk fulfill the conditions

λ, µk ∈ Cσ(Ω) (k = 1, . . . , N) for some σ ∈ ( 1
2 , 1]. (8.4)

In the case l = 1 in (2.9) relations (8.3) follow from conditions (8.1) above.

8.1 Existence, uniqueness and stability. Now we are ready to formulate
an existence, uniqueness and stability theorem for problem (2.3) - (2.5), (2.8)
simply applying Theorem 6.1 to equivalent problem (2.11). We are going to
state this theorem for problem (2.3) - (2.5), (2.8) where Ψi and Φik are general
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functionals satisfying conditions (8.3) and need not to be of form (2.9). Then,
imposing additional convergence conditions on these functionals, we are able
to incorporate the non-degenerate case N = +∞ in the theorem, too.

Although, as we will see later on, in the case N = +∞ the theorem does
not apply to the problems with functionals of form (2.9), we think that such
a more general formulation could be useful in further applications.

Theorem 8.1. Let N be a fixed integer in N ∪ {+∞} and T ∈ (0, +∞).
Assume that conditions (8.1) − (8.3), (5.1)4 as well as (5.2) when N = +∞
are satisfied for the operators B, Ψ,Φ and the set of data d = (ϕ,ψ, û, f, h).
Moreover, let û ∈ C2

(
[0, T ];H2(Ω)

)
and the condition

κ[d]2 = inf
ξ∈RN\{0}

‖ξ‖−2
RN

N∑

i,k=1

Φik[ϕ]ξiξk > 0 (8.5)

hold. Then identification problem (2.3) - (2.5), (2.8) has a unique solution
(m,u) in the space SN

? = H1
(
(0, T );RN

)× C2
(
[0, T ];H2(Ω)

)
. Moreover, the

solutions S1 = (m1, u1) and S2 = (m2, u2) corresponding to two sets of data

d1 =
(
ϕ1, ψ1, û1, f1, h1

)

d2 =
(
ϕ2, ψ2, û2, f2, h2

)

respectively, satisfy the stability estimate

‖S1 − S2‖?
N ≤ K?

(
ωN , κ[d1]−1, κ[d2]−1, |d1|?N , |d2|?N

)
|d1 − d2|?N (8.6)

where
‖S‖?

N = ‖m‖H1((0,T );RN ) + ‖u‖C2([0,T ];H2(Ω)) (8.7)

is the norm in SN
? , ωN is given by (6.5) and K? is a function of the form

K = exp(P 6,3,3,2,2) depending also on T . The seminorm | · |?N is given by

|d|?N = ‖ϕ̃‖H2(Ω)∩H1
0 (Ω) + ‖ψ̃‖H2(Ω)∩H1

0 (Ω) + ‖û‖C2([0,T ];H2(Ω))

+ ‖f̃1 + div(λ∇ϕ̃)‖W 1,1((0,T );H2(Ω)∩H1
0 (Ω))

+ ‖f̃2 + div(λ∇ψ̃)‖W 1,1((0,T );H1
0 (Ω))

+ ‖f̃3‖W 1,1((0,T );L2(Ω)) + ‖Dtw‖C1([0,T ];(L2(Ω))N )

+
(∑N

k=1‖div(µk∇ϕ)‖2H1
0 (Ω)

)1/2

+ ‖Dtχ‖C1([0,T ];L(RN ,RN )) + ‖Dth̃‖H1((0,T );RN )

and ϕ̃, ψ̃, f̃ , w, χ, h̃ are given in terms of the data d by formulae (2.12).
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Remark 8.1. If the set of data d = (ϕ,ψ, û, f, h) satisfies the assumptions
in Theorem 8.1 with some N ∈ N∪ {+∞} and every T ∈ (0, +∞), then iden-
tification problem (2.3) - (2.5), (2.8), reformulated for t ∈ (0,+∞), admits a
unique solution (m,u) in the space H1

loc

(
(0, +∞);RN

)×⋃
T>0 C2

(
[0, T ];H2(Ω)

)
.

8.2 Approximation results. In this subsection we study problem (2.3) -
(2.5), (2.8) in the case l ≥ 2, the functionals Ψi and Φik being of form (2.9).
First we will show that such functionals Ψi and Φik do not meet the require-
ments of Theorem 8.1 in the case N = +∞. However, Theorem 8.1 holds in
the case N < +∞ and we can show, using the arguments of Section 7 that
the solution corresponding to finite N converges to a solution corresponding
to N = +∞, assuming a priori the existence and sufficient regularity of the
solution to the latter problem. Concerning the one-dimensional case l = 1 we
make only a short remark at the end of this subsection.

Let l ≥ 2 and Ψi and Φik (i, k = 1, . . . , N) be of form (2.9). If λ and
µ = (µk)k=1,...,N satisfy (8.4) and η = (ηi)i=1,...,N ∈ H−1/2(Γ;RN ), then
conditions (8.3) hold. Further, using trace and embedding theorems, for any
σ ∈ ( 1

2 , 1] we have

‖Bk‖ ≤ c1‖µk‖W 1,r(Ω)

‖Ψi‖ ≤ c2‖ηi‖H−1/2(Γ)

‖Φik‖ ≤ c3‖ηi‖H−1/2(Γ)

(‖µk‖W 1,r(Ω) + ‖µk‖Cσ(Ω)

)





(8.8)

for all i, k = 1, . . . , N where the constants c1, c2, c3 depend on Ω and c2 on λ,
too. Therefore, ωN (cf. definition (6.5)) satisfies ωN ≤ ωN where

ωN = c4

{
‖η‖H−1/2(Γ;RN ) + ‖µ‖W 1,r(Ω;RN ) + ‖µ‖Cσ(Ω;RN )

+ ‖η‖H−1/2(Γ;RN )

(‖µ‖W 1,r(Ω;RN ) + ‖µ‖Cσ(Ω;RN )

)}
,

(8.9)

c4 > 0 being a constant independent of N . If we assume

ωN ≤ C (N ∈ N) (8.10)

(this is a sufficient condition for (5.2)), then from (8.8) we immediately have

Φii[ϕ] = 〈ηi, µiDνϕ〉1/2,Γ → 0 as i → +∞

so that (8.5) fails for N = +∞. Therefore, we cannot expect that Theorem
8.1 applies to problem (2.3) - (2.5), (2.8) when N = +∞ and the functionals
Ψi and Φik are of form (2.9).
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Remark 8.2. Of course, there exist bases (µk)k∈N for which boundedness
relation (8.10) holds. For instance, when Ω is an open bounded set in Rl of
class C2l+4, (µk)k∈N can chosen to be an orthogonal complete system in L2(Ω)
(cf. [23]) such that

(−∆)l+2µk + µk = ρkµk in Ω

Dν(∆jµk)|Γ = 0 (j = 0, 1, . . . , l + 1)

}
(8.11)

and (i, k ∈ N)
∫

Ω

[
∆(l+2)/2µi(x) ·∆(l+2)/2µk(x) + µi(x)µk(x)

]
dx = δik ( l

2 ∈ N)
∫

Ω

[
∇∆(l+1)/2µi(x) · ∇∆(l+1)/2µk(x) + µi(x)µk(x)

]
dx = δik ( l+1

2 ∈ N)
∫

Ω

µi(x)µk(x) dx = ρ−1
k δik





(8.12)
(ρk)k∈N and δik being, respectively, a positive non-decreasing sequence diverg-
ing to +∞ and the Kronecker delta.

If (λk)k∈N and (vk)k∈N denote, respectively, the sequences of the eigenval-
ues and eigenfunctions related to the spectral problem

−∆v = λv in Ω

Dνv|Γ = 0

}

we see that vk is an eigenfunction of problem (8.11) and ρk = 1 + λl+2
k . Since

λk ∼ ck2/l as k → +∞ (cf. [8: Chapter 6]), we easily deduce the inequalities

0 < ρk ≤ Ck−2(l+2)/l (k ∈ N).

Since

u →
{( ∫

Ω
[|∆(n+2)/2]u(x)|2 + |u(x)|2]dx

)1/2

( ∫
Ω
[|∇∆(n+1)/2u(x)|2 + |u(x)|2]dx

)1/2

are norms in Hn+2(Ω) equivalent to the usual one, from (8.12) we derive the
estimates

‖µk‖L2(Ω) ≤ C0k
−(l+2)/l

‖µk‖Hl+2(Ω) ≤ C1

}
(k ∈ N). (8.13)

They imply, via Sobolev embedding theorems, the continuous embedding

Hn0+1(Ω) ↪→ W 1,r(Ω) ∩ Cσ(Ω) for some σ ∈ ( 1
2 , 1)
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and the inequalities

‖µk‖W 1,r(Ω) + ‖µk‖Cσ(Ω) ≤ C2‖µk‖Hn0+1(Ω) (k ∈ N)

where {
r = 2 if l = 1
r ∈ (2, +∞) if l = 2
r = l if l ≥ 3

and n0 = [ l+1
2 ] with [x] denoting the largest integer not exceeding x.

Using (8.13) and well-known interpolation properties, we derive the esti-
mates

‖µk‖Hn0+1(Ω) ≤ C3k
−(l+1−n0)/l (k ∈ N).

Consequently, since l+1−n0
l > 1

2 , we conclude that
∑+∞

k=1 ‖µk‖2Hn0+1(Ω)
< +∞.

Finally, from (8.9) we derive the inequalities

ωN ≤ C4

(
1 + ‖η‖(H−1/2(Γ))∞

)
(N ∈ N)

guaranteeing the boundedness of (ωN )N∈N provided the weights of the mea-
surements ηi are chosen so as to satisfy ‖η‖(H−1/2(Γ))∞ < +∞.

Remark 8.3. Assume that (µk)k∈N is defined as in Remark 8.2. The
sufficient conditions for (8.2)6 to hold are:

ϕ ∈ H3(Ω), ϕ|Γ = const, ∆ϕ|Γ = 0. (8.14)

Indeed, (8.13) and (8.14) imply div(µk∇ϕ) ∈ H1(Ω). Further, due to ∆ϕ|Γ =
0, we have

div(µk∇ϕ)|Γ = ∇µk · ∇ϕ|Γ (k = 1, . . . , N). (8.15)

But the right-hand side in (8.15) equals zero due to the assumptions ϕ|Γ =
const and Dνµk|Γ = 0 (cf. (8.11)).

Now, making use of the arguments preceding Theorem 7.1, we are able
to deduce the convergence of the solutions corresponding to finite N ’s to a
solution S∞ = (m∞, u∞) corresponding to N = +∞ if we a priori assume
existence and sufficient regularity of S∞. For, let

d∞ =
(
ϕ∞, ψ∞, û∞, f∞, h∞

)
with h∞ = (h∞i )i=1,...,∞

be a given data vector. Let us define the projector P
n

by

P
n
d∞ =

(
ϕ∞, ψ∞, û∞, f∞, (h∞i )i=1,...,n

)
.
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Assume that |d∞|?∞ < ∞ and P
n
d∞ satisfy the conditions of Theorem 8.1 for

each finite n. This in particular implies

κn[d∞]2 = inf
ξ∈Rn\{0}

‖ξ‖−2
Rn

n∑

i,k=1

ξiξk

〈
ηi, µkDνϕ∞

〉
1/2,Γ

> 0 (8.16)

for all n ∈ N. Let us denote by Sn = (mn, un) the solution of problem (2.3)
- (2.5), (2.8) corresponding to N = n and the data P

n
d∞. Further, suppose

that problem (2.3) - (2.5), (2.8) corresponding to N = +∞ and the data
d∞ has a solution S∞ = (m∞, u∞) such that Q

n
S∞ =

(
(m∞

k )k=1,...,n, u∞
)

belongs to Sn
? for each finite n. We observe that Q

n
S∞ satisfies problem (2.3)

- (2.5), (2.8) with N = n and data

d̃n = P
n
d∞ + δn

where
δn =

(
0, 0, 0, f̂n,∞, (ĥn,∞

i )i=1,...,n

)

f̂n,∞(t, x) = −∑∞
k=n+1m

∞
k ∗ div

(
µk(x)∇u∞(t, x)

)

ĥn,∞
i (t) =

∑∞
k=n+1m

∞
k ∗ 〈ηi, µkDνu∞(t, ·)〉1/2,Γ.

We will make use of the decomposition

f̂n,∞ = 1 ∗ f̂n,∞
2 + t ∗ f̂n,∞

3 with

{
f̂n,∞
2 ∈ W 1,1

(
(0, T ); H1

0 (Ω)
)

f̂n,∞
3 ∈ W 1,1

(
(0, T ); L2(Ω)

)

similar to that used in the proof of Theorem 7.2. Then, from the definition of
the seminorm | · |?n we have

|δn|?n =
∥∥∥∥

∞∑

k=n+1

m∞
k div(µk∇ϕ∞)

∥∥∥∥
W 1,1((0,T );H1

0 (Ω))

(8.17)

+
∥∥∥∥

∞∑

k=n+1

[
m∞

k (0) div(µk∇Dtu
∞) + Dtm

∞
k ∗ div(µk∇Dtu

∞)
]∥∥∥∥

W 1,1((0,T );L2(Ω))

+
{ n∑

i=1

∥∥∥∥
∞∑

k=n+1

[
m∞

k 〈ηi, µkDνϕ∞〉1/2,Γ + m∞
k ∗ 〈ηi, µkDνDtu

∞〉1/2,Γ

]∥∥∥∥
2

H1(0,T )

}1/2

.

Using the relations

ωn ≤ ωn

|Pn
d∞|?n ≤ |d∞|?∞

|d̃n|?n = |Pn
d∞|?n + |δn|?n ≤ |d∞|?∞ + |δn|?n

|Pn
d∞ − d̃n|∞n = |δn|?n



428 J. Janno and A. Lorenzi

and Theorem 8.1, we obtain the estimate

‖Sn −Q
n
S∞‖?

n

≤ K?

(
ωn, κn[d∞]−1, κn[d∞]−1, |d∞|?∞, |d∞|?∞ + |δn|?n

)
|δn|?n

(8.18)

where ωn, κn[d∞] and |δn|?n are given by (8.9), (8.16) and (8.17), respectively.
If we suppose that the first argument ωn of K? is bounded as n → +∞, then

〈ηi, µiDνϕ∞〉1/2,Γ → 0 as i → +∞

and from (8.16) it follows κn[d∞] → 0 as n → +∞. Hence the coefficient
K? increases as n → +∞. Nevertheless, the relation ‖Sn − Q

n
S∞‖?

n → 0
as n → +∞ holds whenever the solution S∞ = (m∞, u∞) is regular enough
to guarantee the convergence |δn|?n → 0 with a speed which compensates
the increase of the factor K? in (8.18). As a consequence of this statement,
reasoning as in Corollary 7.1, we can deduce the uniqueness of the solution
S∞ satisfying such a regularity property.

Remark 8.4. In the particular case when ηi, µk and ϕ∞ satisfy the re-
lations

N∑

j=1,j 6=i

∣∣〈ηi, µjDνϕ∞〉1/2,Γ

∣∣ ≤ ε 〈ηi, µiDνϕ∞〉1/2,Γ (8.19)

with some ε ∈ (0, 1), we have the lower estimate

κn[d∞]2 ≥ (1− ε) min
1≤i≤n

〈ηi, µiDνϕ∞〉1/2,Γ (8.20)

for κn[d∞]2.

Remark 8.5. The results of this subsection remain valid – with a few
minor modifications – in the one-dimensional case l = 1,Ω = (0, 1) when the
functionals Ψi, Φik are of form (2.9). Then additional assumption (8.4) for λ
and µk is useless and the corresponding norms ‖µk‖Cσ(Ω) and ‖µ‖Cσ(Ω;RN ) as
well as the space Cσ(Ω) may be removed from formulae (8.8) - (8.9) and the
context of Remark 8.2.

As far as the weights (ηi)i=1,...,N are concerned, we assume η ∈ RN instead
of η ∈ H−1/2(Γ;RN ). Moreover, the norm ‖η‖H−1/2(Γ;RN ) and the pairing
〈ηi, v〉1/2,Γ between ηi and v ∈ H1(Ω) ⊂ H1/2(Γ), appearing in computations,
have to be replaced by the norm ‖η‖RN and the product ηi v(xi) for v ∈
H1(0, 1) ⊂ C[0, 1] (xi ∈ [0, 1]), respectively. In particular, boundedness
relation (8.10) is satisfied for µ chosen as in Remark 8.2 provided the set of
weights η = (ηi)i∈N belongs to the space R∞ = l2.
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8. Proof of Lemma 6.1

Taking advantage of the obvious relation

e−γt(v1 ∗ v2) = (e−γtv1) ∗ (e−γtv2),

from (6.9) and (6.11) we derive the equalities

e−γt(F [d]U)0(t)

= −
N∑

k=1

[
m0

k + (e−γtUk) ∗ ][
(e−γtt ∗ C) ∗ (e−γtBkU0(t) + e−γtw′′k(t))

+ e−γtt ∗ C(t)(Bkψ + w′k(0)) + e−γt1 ∗ C(t)(Bkϕ + wk(0))
]

+ e−γtα(t)
(9.1)

and, for i = 1, . . . , N ,

e−γt(G[d]U)i(t)

= −
N∑

k=1

{
(e−γtUk) ∗

[
e−γt ∗ (

Φik[e−γtU0(t)] + e−γtχ′′ik(t)
)

+ e−γt
(
Φik[ψ] + χ′ik(0)

)]
+ (e−γtm0

k[d]) ∗ (
Φik[e−γtU0(t)] + χ′′ik(t)

)}

+ Ψi

[
e−γt(F [d]U)0(t)

]− e−γth′′i (t)−
N∑

k=1

e−γtm0
k[d]

(
Φik[ψ] + χ′ik(0)

)

(9.2)
In order to estimate the right-hand sides in relations (9.1) and (9.2) we need
the Young inequalities

‖v1 ∗ v2‖C([0,T ];Y ) ≤ ‖v1‖L1(0,T )‖v2‖C([0,T ];Y )

{
v1 ∈ L1(0, T )
v2 ∈ C([0, T ]; Y )

(9.3)

‖v1 ∗ v2‖C([0,T ];Y ) ≤ ‖v1‖C[0,T ]‖v2‖L1((0,T );Y )

{
v1 ∈ C[0, T ]
v2 ∈ L1((0, T ); Y ) (9.4)

‖v1 ∗ v2‖Lp(0,T ) ≤ ‖v1‖L1(0,T )‖v2‖Lp(0,T )

{
v1 ∈ L1(0, T )
v2 ∈ Lp(0, T ).

(9.5)

Moreover, from Lemma 4.1 and the uniform boundedness principle we deduce
the estimates

sup
0≤t≤T

‖C(t)‖L(Y ) ≤ C1

sup
0≤t≤T

‖1 ∗ C(t)‖L(Y1,Y ) ≤ C2

sup
0≤t≤T

‖t ∗ C(t)‖L(X,Y ) ≤ C3





(9.6)
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for some constants C1, C2 and C3 depending on T .
In addition to the weighted norm ‖ · ‖2,γ defined in L2(0, T ) by (6.13)2,

let us introduce similar norms in Lp(0, T ) (p ∈ [0,∞]) by

‖v‖p,γ = ‖e−γtv‖Lp(0,T ) (v ∈ Lp(0, T ), γ ≥ 0).

We can now estimate F [d]U and G[d]U . Making use of (9.3) - (9.6), we
obtain

‖(F [d]U)0‖∞,γ

≤
N∑

k=1

{[|m0
k[d]|+ ‖Uk‖1,γ

]‖1‖1,γC3

× (‖Bk‖ ‖U0‖∞,γ + ‖w′′‖C([0,T ];X)

)
+

[|m0
k[d]|+ ‖Uk‖2,γ‖1‖2,γ

]

×
[
C3

(‖Bk‖ ‖ψ‖Y + ‖w′k(0)‖X

)
+ C2

(‖Bkϕ‖Y1 + ‖wk(0)‖Y1

)]}

+ max
0≤t≤T

‖α(t)‖Y

(9.7)

and, for i = 1, . . . , N ,

‖(G[d]U)i‖2,γ

≤
N∑

k=1

‖1‖1,γ

{
‖Uk‖2,γ

(
T‖Φik‖‖U0‖∞,γ + T‖χ′′ik‖C[0,T ]

+ ‖Φik‖‖ψ‖Y + |χ′ik(0)|
)

+ |m0
k[d]|T 1/2

(‖Φik‖‖U0‖∞,γ + ‖χ′′ik‖C[0,T ]

)}

+ T 1/2‖Ψi‖ ‖(F [d]U)0‖∞,γ + ‖h′′i ‖L2(0,T )

+
N∑

k=1

T 1/2|m0
k[d]|(‖Φik‖‖ψ‖Y + |χ′ik(0)|).

(9.8)
Due to definition (5.4) of α and (6.4) of |d|N , making use of the inequality

‖1‖r,γ ≤
(

1
rγ

)−1/r (γ ≥ 0, 1 ≤ r < +∞) (9.9)

and relations (9.6) we get

max0≤t≤T ‖α(t)‖X ≤ C4 |d|N (9.10)

for some constant C4 > 0 depending on T .
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Taking estimates (6.6) and (9.9) - (9.10) into account, from (9.7) - (9.8)
we obtain

‖(F [d]U)0‖∞,γ

≤ P 2,1,2
(
ωN , κ[d]−1, |d|N

)(
1 + γ−1/2‖U‖γ

)
+ P 1(ωN )γ−1‖U‖2γ

(9.11)

and
( N∑

i=1

‖(G[d]U)i‖22,γ

)1/2

≤ P 2,1,2
(
ωN , κ[d]−1, |d|N

)(
1 + γ−1‖U‖γ

)

+ P 1(ωN )γ−1‖U‖2γ + ωN‖(F [d]U)0‖∞,γ

≤ P 3,1,2
(
ωN , κ[d]−1, |d|N

)(
1 + γ−1/2‖U‖γ

)
+ P 2(ωN )γ−1‖U‖2γ .

(9.12)
Estimating (6.10) by means of (9.12) and taking (6.1) into account, we obtain

( N∑

i=1

‖(F [d]U)i‖22,γ

)1/2

≤ P 3,2,2
(
ωN , κ[d]−1, |d|N

)(
1 + γ−1/2‖U‖γ

)
+ P 2,1(ωN , κ[d]−1)

1
γ
‖U‖2γ .

(9.13)
Combining (9.11) and (9.13), we obtain estimate (6.14) for F .

Proceeding likewise, we can derive a Lipschitz-type estimate for F . Let

di =
(
ϕi, ψi, f i = f i

1 + 1 ∗ f i
2 + t ∗ f i

3, h
i) (i = 1, 2)

be two data sets. For i = 1, 2 we define αi by means of (5.4) and ϕi, ψi, f i
1, f

i
2, f

i
3.

From (6.9) - (6.11) we obtain the relations

(F [d1]U1 − F [d2]U2)0(t)

= −
N∑

k=1

{[
m0

k[d1]−m0
k[d2] + (U1

k − U2
k ) ∗ ]

×
[
t ∗ C ∗ (

BkU1
0 (t) + D2

t w1
k(t)

)
+ t ∗ C(t)(Bkψ1 + Dtw

1
k(0)

)

+ 1 ∗ C(t)(Bkϕ1 + w1
k(0)

)]
+

[
m0

k[d2] + U2
k ∗

]

×
[
t ∗ C ∗ (

Bk(U1
0 (t)− U2

0 (t)
)

+ D2
t

(
w1

k − w2
k)(t)

)

+ t ∗ C(t)(Bk(ψ1 − ψ2) + Dt(w1
k − w2

k)(0)
)

+ 1 ∗ C(t)(Bk(ϕ1 − ϕ2) + (w1
k − w2

k)(0)
)]}

+ α1(t)− α2(t),

(9.14)
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further

N∑

k=1

(|Φik[ϕ1] + χ1
ik(0)

)(
F [d1]U1 − F [d2]U2

)
k
(t)

=
N∑

k=1

(|Φik[ϕ2 − ϕ1] + χ2
ik(0)− χ1

ik(0)
)
(F [d2]U2)k(t)

+
(
G[d1]U1 −G[d2]U2

)
i
(t) (i = 1, . . . , N)

(9.15)

and at last

(
G[d1]U1 −G[d2]U2

)
i
(t)

= −
N∑

k=1

{
(U1

k − U2
k ) ∗ 1 ∗ (

Φik[U1
0 (t)] + D2

t χ1
ik(t)

)

+ U2
k ∗ 1 ∗ (

Φik[(U1
0 − U2

0 )(t)] + D2
t (χ1

ik − χ2
ik)(t)

)

+ (U1
k − U2

k ) ∗ (
Φik[ψ1] + Dtχ

1
ik(0)

)

+ U2
k ∗

(
Φik[ψ1 − ψ2] + Dt(χ1

ik − χ2
ik)(0)

)

+
(
m0

k[d1]−m0
k[d2]

) ∗ (
Φik[U1

0 (t)] + D2
t χ1

ik(t)
)

+ m0
k[d2] ∗ (

Φik[(U1
0 − U2

0 )(t)] + D2
t (χ1

ik − χ2
ik)(t)

)}

+ Ψi

[
(F [d1]U1 − F [d2]U2)0(t)

]−D2
t (h1

i − h2
i )(t)

−
N∑

k=1

{(
m0

k[d1]−m0
k[d2]

)(
Φik[ψ1] + Dtχ

1
ik(0)

)

+ m0
k[d2]

(
Φik[ψ1 − ψ2] + Dt(χ1

ik − χ2
ik)(0)

)}
(i = 1, . . . , N).

(9.16)

We can estimate the right-hand sides in relations (9.14) and (9.16) similarly
to relations (6.9) and (6.11). Performing long but simple computations, by
means of inequalities (9.3) - (9.6), (9.10) as well as of (6.6) - (6.7), from (9.14)
and (9.16) we derive the estimates

∥∥(
F [d1]U1 − F [d2]U2

)
0

∥∥
∞,γ

≤ P 3,1,1,1,1,1,1
(
ωN , κ[d1]−1, κ[d2]−1, |d1|N , |d2|N , ‖U1‖γ , ‖U2‖γ

)
|d1 − d2|N

+
{

P 2,1,1,1
(
ωN , κ[d2]−1, |d1|N , |d2|N

)
+ P 1(ωN )

(‖U1‖γ + ‖U2‖γ

)}

× γ−1/2‖U1 − U2‖γ (9.17)
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and

( N∑

i=1

∥∥(
G[d1]U1 −G[d2]U2

)
i

∥∥2

2,γ

)1/2

≤ P 3,1,1,1,1,1,1
(
ωN , κ[d1]−1, κ[d2]−1, |d1|N , |d2|N , ‖U1‖γ , ‖U2‖γ

)
|d1 − d2|N

+
{

P 2,1,1,1
(
ωN , κ[d2]−1, |d1|N , |d2|N

)
+ P 1(ωN )

(‖U1‖γ + ‖U2‖γ

)}

× γ−1/2‖U1 − U2‖γ + ωN

∥∥(
F [d1]U1 − F [d2]U2

)
0

∥∥
∞,γ

. (9.18)

Inserting (9.17) into (9.18), we derive an estimate similar to (9.18), but with-
out the term

∥∥(
F [d1]U1 − F [d2]U2

)
0

∥∥
∞,γ

. Further, applying this estimate,
(6.1) and (9.13) in (9.15), we obtain

( N∑

i=1

∥∥(
F [d1]U1 − F [d2]U2

)
i

∥∥2

2,γ

)1/2

≤ P 6,2,2,1,2,1,2
(
ωN , κ[d1]−1, κ[d2]−1, |d1|N , |d2|N , ‖U1‖γ , ‖U2‖γ

)
|d1 − d2|N

+
{

P 4,1,1,1,1
(
ωN , κ[d1]−1, κ[d2]−1, |d1|N , |d2|N

)

+ P 3,1
(
ωN , κ[d1]−1

)(‖U1‖γ + ‖U2‖γ

)}
γ−1/2‖U1 − U2‖γ . (9.19)

Finally, (9.17) and (9.19) yield (6.15)
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