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On Harmonic Potential Fields
and the Structure of Monogenic Functions

F. Brackx and R. Delanghe

Abstract. In specific open domains of Euclidean space, a correspondence is established be-
tween a monogenic function and a sequence of harmonic potential fields, leading to the con-
struction of a unique vector-valued conjugate harmonic homogeneous polynomial to a given
real-valued solid harmonic.
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1. Introduction

Consider a holomorphic function F (z) = u(x, y) + iv(x, y) in an open region Ω of the
complex plane. As is well known, its real and imaginary parts are real-valued harmonic
functions in Ω, satisfying the so-called Cauchy-Riemann system

∂xu = ∂yv

∂yu = −∂xv

}
.

The vector field F ∗(z) =
(
u(x, y),−v(x, y)

)
associated with this holomorphic function

F (z) then satisfies the system
div F ∗ = 0

curl F ∗ = 0

}
. (1.1)

If Ω is simply connected, then this vector field F ∗ can be realized as the gradient of a
real-valued harmonic potential h(x, y) in Ω:

F ∗ = grad h,

which in terms of the original holomorphic function F reads

F = ∂h,

∂ = ∂x − i∂y being the conjugate of the Cauchy-Riemann operator ∂ = ∂x + i∂y.
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Now consider in an open region Ω of (m+1)-dimensional Euclidean space a vector-
valued function F ∗ = (u0, u1, . . . , um) for which

m∑

i=0

∂xi
ui = 0

∂xj ui − ∂xiuj = 0 (0 ≤ i < j ≤ m)





(1.2)

or, equivalently, in a more compact form:

div F ∗ = 0

curl F ∗ = 0

}
. (1.3)

This (m + 1)-tuple F ∗ is said to be a system of conjugate harmonic functions in Ω (see
[8]) and system (1.3) is called the Riesz system, after M. Riesz who obtained it in the
following way (see [7]).

The (m + 1)-dimensional real quadratic vector space R0,m+1 of signature (0,m + 1)
with orthonormal basis (e0, e1, . . . , em) generates the universal Clifford algebra R0,m+1

which contains the scalars R and the vectors R0,m+1 (see, e.g., [4]). Multiplication is
non-commutative and governed by the rules

e2
i = −1

eiej + ejei = 0 (i 6= j)
(0 ≤ i, j ≤ m).

Making use of the Dirac operator ∂x =
∑m

i=0 ei∂xi and the Cauchy-Riemann operator
Dx = −e0∂x = ∂x0 +

∑m
j=1 εj∂xj , where εj = −e0ej (j = 1, . . . , m), M. Riesz observed

that the function

F = u0 −
m∑

j=1

εjuj (1.4)

satisfies DxF = 0 in Ω if and only if the associated vector-valued function F ∗ =
(uo, u1, . . . , um) satisfies system (1.3) in Ω. If Ω is simply connected, then this F ∗ may
be realized as the gradient of a real-valued harmonic potential H in Ω, i.e. F ∗ = grad H.

In this paper we generalize the above results in the framework of Clifford analysis.
Clifford analysis offers a function theory which is a higher dimensional analogue of the
theory of holomorphic functions of one complex variable (see, e.g., [2, 4]). Central
notion is that of a monogenic function, i.e. a null solution of the above mentioned Dirac
operator. Our main result (Theorem 3.1) states that if the open region Ω ⊂ Rm+1

satisfies a specific geometric condition, and the function F , taking values in the Clifford
algebra R0,m+1, is monogenic in Ω, then there exists a harmonic potential H in Ω such
that F = DxH, Dx being the conjugate of the Cauchy-Riemann operator Dx. In the
particular case where H is real-valued, the function F turns out to be of form (1.4),
thus reobtaining the notion of a system of conjugate harmonic functions in the sense
of Stein-Weiß. This structure theorem is moreover applied to the so-called spherical
monogenics, i.e. homogeneous monogenic polynomials which offer a refinement of the
notion of solid spherical harmonics.
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2. Conjugate harmonic functions in Rm+1

Let R0,m+1 be the real vector space Rm+1 (m ≥ 1) endowed with a non-degenerate
symmetric bilinear form B of signature (0,m+1), and let (e0, e1, . . . , em) be an associated
orthonormal basis:

B(ei, ej) =
{−1 if i = j

0 if i 6= j
(1 ≤ i, j ≤ m).

Furthermore, let R0,m+1 be the universal real Clifford algebra constructed over R0,m+1.
The multiplication in R0,m+1 is governed by the rules

e2
i = −1

eiej + ejei = 0 (i 6= j)
(0 ≤ i, j ≤ m).

A basis for the Clifford algebra R0,m+1 is given by {eA}A⊂{0,1,...,m} where, for A =
{i1, . . . , ih} with 0 ≤ i1 < i2 < . . . < ih ≤ m, eA = ei1ei2 · · · eih

and eφ = 1 is the
identity element.

Conjugation in R0,m+1 is defined as the anti-involution for which

ei = −ei (0 ≤ i ≤ m).

The space of real numbers is identified with the subspace Reφ = R1 of R0,m+1, while
the space of vectors Rm+1 is identified with the subspace R0,m+1 by the correspondence

(x0, x1, . . . , xm) → x =
m∑

i=0

xiei.

Note that in R0,m+1

x2 = −
m∑

i=0

x2
i = −|x|2.

Now let Ω be open in Rm+1. We consider functions F defined in Ω and taking values
in R0,m+1:

F (x) =
∑

A

FA(x) eA (x ∈ Ω).

Such a function F is called C1 in Ω, notation F ∈ C1(Ω;R0,m+1), if all of its components
FA are in C1(Ω;R).

A central notion in so-called Clifford analysis (see, e.g., [2, 4]) is that of monogenicity,
which is introduced by means of the Dirac operator

∂x =
m∑

i=0

ei∂xi

in Rm+1.
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Definition 2.1. A function F ∈ C1(Ω;R0,m+1) is (left) monogenic in Ω if ∂xF = 0
in Ω.

As the Dirac operator splits the Laplace operator in Rm+1: ∆x = −∂2
x, it follows

that a monogenic function in Ω is harmonic in Ω, and so are all of its components.

Now consider the m-dimensional real quadratic space R0,m of signature (0,m), with
orthonormal basis (e1, . . . , em). It generates, within R0,m+1, the universal real Clifford
algebra R0,m. We shall identify Rm with R0,m by the correspondence

(x1, . . . , xm) → x =
m∑

j=1

xjej .

Naturally we still have

x2 = −
m∑

j=1

x2
j = −|x|2,

but also x = x0e0 + x and x2 = −x2
0 + x2. We will also use the Dirac operator

∂x =
m∑

j=1

ej∂xj

in Rm, for which ∆x = −∂2
x. Introducing for Ω̃ open in Rm

ker ∂x =
{
f ∈ C∞(Ω̃;R0,m) : ∂x f = 0 in Ω̃

}

ker∆x =
{
g ∈ C∞(Ω̃;R0,m) : ∆xg = 0 in Ω̃

}
,

the surjectivity of the Dirac operator

∂x : C∞(Ω̃;R0,m) → C∞(Ω̃;R0,m)

(see [2]) leads to

Lemma 2.1. The relation ∂x(ker∆x) = ker ∂x is true.

We already studied (see [3]) conjugate harmonic functions in Rm+1 in the framework
of Clifford analysis. A basic idea therein is the splitting of the Clifford algebra R0,m+1

as
R0,m+1 = R0,m ⊕ e0R0,m

and the corresponding splitting of the functions considered

F = U + e0V

where U and V are R0,m-valued. It is clear that if F is monogenic in Ω, then U and V
are harmonic in Ω. And, as ∂x = e0∂x0 + ∂x, we also have
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Theorem 2.1. A function F = U + e0V is monogenic in Ω if and only if the
R0,m-valued functions U and V satisfy the system

∂x0U + ∂xV = 0

∂xU + ∂x0V = 0

}
. (2.1)

Clearly, system (2.1) generalizes the Cauchy-Riemann system for holomorphic func-
tions in the complex plane. This leads to the following

Definition 2.1. A pair (U, V ) of R0,m-valued harmonic functions in Ω such that
F = U + e0V is monogenic in Ω is called a pair of conjugate harmonic functions in Ω.

Notice the special case where the monogenic function F in Ω is either R0,m-valued
or e0R0,m-valued. In fact, such a function F reduces to either U or to e0V respectively,
where then U and V are R0,m-valued, are independent of x0 and monogenic in Ω̃, Ω̃
denoting the projection of Ω on Rm along the e0-direction.

Given an R0,m-valued harmonic function U in Ω, the construction of a conjugate
harmonic to U in Ω was carried out in [3] for open regions Ω of a specific geometric
shape.

Definition 2.2. An open set Ω ⊂ Rm+1 is called normal with respect to the e0-
direction if there exists an x∗0 ∈ R such that for all x ∈ Ω̃, Ω ∩ {te0 + x : t ∈ R} is
non-empty, connected and contains the point x∗0e0 + x.

From now on we always assume Ω to be normal with respect to the e0-direction.
The following theorem was proved in [3].

Theorem 2.2. Let Ω ⊂ Rm+1 be open and normal with respect to the e0-direction,
let U(x0, x) be an R0,m-valued harmonic function in Ω and let h̃ satisfy in Ω the Poisson
equation ∆xh̃ = ∂x0U(x∗0, x). Define H̃(x0, x) in Ω by

H̃(x0, x) =
∫ x0

x∗0

U(t, x) dt− h̃(x)

Then:
(i) H̃(x0, x) is R0,m-valued and harmonic in Ω.

(ii) Ṽ (x0, x) = −∂xH̃(x0, x) is R0,m-valued and conjugate harmonic to U in Ω.

(iii) F̃ (x0, x) = U(x0, x) + e0Ṽ (x0, x) = ∂xe0H̃(x0, x) = DxH̃(x0, x) is monogenic
in Ω.

Now we make the following observation. Any conjugate harmonic V to U in Ω is
of the form V (x0, x) = Ṽ (x0, x) + W (x) where W (x) is R0,m-valued and monogenic in
Ω̃, i.e. ∂xW (x) = 0. By Lemma 1.1 there exists a harmonic function h in Ω̃ such that
W (x) = ∂xh(x) and hence V (x0, x) = Ṽ (x0, x) + ∂xh(x). So we obtain

Theorem 2.3. Let Ω ⊂ Rm+1 be open and normal with respect to the e0-direction,
let U(x0, x) be an R0,m-valued harmonic function in Ω, let h̃ be an R0,m-valued C∞-
function in Ω̃ satisfying ∆xh̃ = ∂x0U(x∗0, x), and let h be an R0,m-valued harmonic
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function in Ω̃. Then the most general conjugate harmonic V (x0, x) to U in Ω thas the
form

V (x0, x) = −∂xH(x0, x)

where the R0,m-valued harmonic function H in Ω is given by

H(x0, x) =
∫ x0

x∗0

U(t, x)dt− h̃(x)− h(x) .

Remark 2.1. Given the R0,m-valued harmonic function U in Ω, let V be its con-
jugate harmonic in Ω as defined in the above Theorem 2.3. Then the pair (U, V ) of
conjugate harmonics in Ω takes the form (U, V ) = (∂x0H,−∂xH) and the associated
monogenic function F in Ω reads F = U + e0V = ∂x(e0H) = DxH.

Remark 2.2. The notion of a conjugate harmonic pair (U, V ) of R0,m-valued func-
tions was first introduced by Xu in [9]. Theorem 2.3 extends and completes the results
in [10, 11] on the general form of a conjugate harmonic V to U . In [10, 11] conju-
gate harmonics to the Poisson kernel in the open unit ball and the upper half space
respectively were explicitly constructed in this setting.

Remark 2.3. If the given harmonic function u in Ω is real-valued, then the poten-
tial function H, as given in Theorem 2.3, can be chosen to be real-valued; the conjugate
harmonic v to u in Ω is then R0,m-valued. This special case of conjugate harmonicity
was first introduced by Moisil in [6] and taken up again by Stein and Weiß in [8] (see
also [5: Proposition 1.7]).

Let us comment on this classical case. If the real-valued function u and the R0,m-
valued function v =

∑m
j=1 vjej are conjugate harmonic in Ω, then the (m + 1)-tuple

F ∗ = (u,−v1, . . . ,−vm)

of real-valued harmonic functions in Ω satisfies the Riesz system

div F ∗ = 0

curl F ∗ = 0

}
(2.2)

and F ∗ can be realized in Ω as the gradient of a real-valued harmonic potential h,
i.e. F ∗ = grad h, this potential h coinciding with the function H of Theorem 2.3.
Conversely, if F ∗ = (u,−v1, . . . ,−vm) is an (m + 1)-tuple of real-valued functions in Ω
satisfying the Riesz system (2.2), then those functions u, v1, . . . , vm are harmonic in Ω
and, moreover, the function F = u + e0

(∑m
j=1 vjej

)
is monogenic in Ω.

Such an (m + 1)-tuple F ∗ was called by Stein and Weiß a system of conjugate
harmonic functions in Ω. They played a fundamental role in the characterization of
Hp-spaces in the upper half space Rm+1

+ = {(x0, x) ∈ Rm+1 : x0 > 0}.
From now on we call F ∗ a real-valued Stein-Weiß field.
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Remark 2.4. When applying the results of the special case mentioned in the pre-
ceeding Remark 2.3 to the two-dimentional case (m = 1), we obtain that for a given
real-valued harmonic function u(x0, x1) in an open set Ω ⊂ R2, which is normal with
respect to the e0-direction, there exists a conjugate harmonic v(x0, x1) to u in Ω of
the form v(x0, x1) = e1v1(x0, x1), the function v1 being real-valued. This conjugate
harmonic is determined up to a function of the form e1w1(x1), the function w1 being a
real-valued null solution to the operator e1∂x1 , in other words a real constant.

This is nothing else but the classical pair of conjugate harmonic functions in the
plane, yielding the holomorphic function

F (x0, x1) = u(x0, x1) + ε1v1(x0, x1)

where ε1 = e0e1 satisfies ε2
1 = −1, the Cauchy-Riemann operator being identified with

∂x0 + ε1∂x1 = e0(e0∂x0 + e1∂x1).

The ordered pair F ∗(x0, x1) = (u1,−v1) satisfies the Riesz system

div F ∗ = 0

curl F ∗ = 0

}

which coincides with the Cauchy-Riemann system. There exists a real-valued harmonic
potential H(x0, x1) in Ω such that

F ∗(x0, x1) = grad H(x0, x1),

whence the holomorphic function F (x0, x1) takes the form

F (x0, x1) = ∂x0H + e0e1(−∂x1H)

= (e0∂x0 + e1∂x1)(e0H)

= (∂x0 − ε1∂x1)H(x0, x1)

with now the conjugate Cauchy-Riemann operator appearing.

3. A structure theorem for monogenic functions

Let Ω ⊂ Rm+1 be open and normal with respect to the e0-direction, let F be monogenic
in Ω, and consider its decomposition F = U + e0V , where U and V are R0,m-valued.
Then U and V are harmonic in Ω. For the harmonic function U in Ω, construct the
R0,m-valued harmonic function H̃ in Ω as in Theorem 2.2, and put Ṽ = −∂xH̃ in Ω.
Then we know that F̃ = U + e0Ṽ is monogenic in Ω, whence

F − F̃ = e0(V − Ṽ )
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is e0R0,m-valued and monogenic in Ω. It follows (see Section 2) that V−Ṽ is independent
of x0 and monogenic in Ω̃: ∂x(V − Ṽ ) = 0. Hence, by Lemma 1.1, there exists an R0,m-
valued harmonic function h(x) in Ω̃ such that V − Ṽ = ∂xh or V = −∂x(H̃ − h) in Ω̃
while still U = ∂x0(H̃ − h) since h is independent of x0.

Decompose the R0,m-valued harmonic function H = H̃−h in Ω into its components:

H =
∑

B⊂{1,...,m}
HB eB ,

and put for each B ⊂ {1, . . . ,m}
F ∗B = (F ∗B,0, F ∗B,1, . . . , F

∗
B,m) = grad HB .

It is clear that for each B the (m + 1)-tuple F ∗B satisfies the Riesz system

div F ∗B = 0

curl F ∗B = 0

}
,

in other words, for each B, F ∗B is a real-valued Stein-Weiß field. For the initial monogenic
function F in Ω we find

F = U + e0V

= ∂x0H + e0(−∂xH)

=
∑

B

(
∂x0HB + e0

m∑

j=1

ej∂xj HB

)
eB

=
∑

B

(
F ∗B,0 + e0

m∑

j=1

ejF
∗
B,j

)
eB .

Conversely, given a sequence (F ∗B)B⊂{1,...,m}, with F ∗B = (F ∗B,0, . . . , F
∗
B,m), of real-valued

Stein-Weiß fields in Ω, the function

F =
∑

B

(
F ∗B,0 + e0

m∑

j=1

ejF
∗
B,j

)
eB

is monogenic in Ω. Putting Fi =
∑

B fB,ieB (i = 0, 1, . . . ,m), the (m + 1)-tuple F ∗ of
R0,m-valued harmonic functions in Ω given by

F ∗ = (F0, F1, . . . , Fm)

satisfies the system
div F ∗ = 0

curl F ∗ = 0

}
.

We call F ∗ an R0,m-valued Stein-Weiß field.
Combining these results with Theorem 2.3, we obtain the following structure theo-

rem for monogenic functions.
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Theorem 3.1. Let Ω ⊂ Rm+1 be open and normal with respect to the e0-direction
and let F ∈ C1(Ω;R0,m+1). Then the following assertions are equivalent :

(i) F is monogenic in Ω.
(ii) There exists an R0,m-valued harmonic potential H in Ω such that F = DxH.
(iii) There exists an R0,m-valued Stein-Weiß field F ∗ = (F0, F1, . . . , Fm) such that

F = F0 + e0

∑m
j=1 ejFj.

Remark 3.1. Let Ω ⊂ Rm+1 be open and normal with respect to the e0-direction
and let F = U +e0V be monogenic in Ω. Recall the construction made at the beginning
of this section to end up with F = U + e0Ṽ + e0(V − Ṽ ) or

F = ∂x(e0H̃) + e0W (3.1)

where W = V − Ṽ is an R0,m-valued function, independent of x0, which is monogenic
in Ω̃.

If Ω̃ satisfies some supplementary geometric conditions, expression (3.1) leads to a
further decomposition of the monogenic function F .

For each j ∈ {1, . . . , m} fixed, consider the real quadratic space R0,m+1−(j−1) with
orthonormal basis (ej−1, . . . , em) which, within R0,m+1, generates the Clifford algebra
R{j−1,...,m}

0,m+1−(j−1). It gives rise to the splitting

R{j−1,...,m}
0,m+1−(j−1) = R{j,...,m}0,m+1−j ⊕ ej−1R{j,...,m}0,m+1−j .

We assume Ω(0) = Ω, open in Rm+1, to be such that for j = 1, . . . , m its projection
Ω(j−1) on

Rm+1−(j−1) =
{

x(j−1) = (xj−1, . . . , xm) : xi ∈ R (i = j − 1, . . . , m)
}

is normal with respect to the ej−1-direction. In each of Rm+1−(j−1) we introduce the
corresponding Dirac operator

∂x(j−1) =
m∑

k=j−1

ek∂xk
.

Successive application of (3.1) then yields a sequence H̃(0) = H̃, H̃(j−1) (j = 2, . . . , m)
of R{j,...,m}0,m+1−j-valued harmonic potentials in Ω(j−1) such that

F (x0, x) = ∂x(e0H̃
(0)) +

m∑

j=2

e0e1 · · · ej−2 ∂x(j−1) ej−1H̃
(j−1)(x(j−1)). (3.2)

Note that the function ∂x(j−1)ej−1H̃
(j−1) determines an R0,m−(j−1) -valued Stein-Weiß

field in Ω(j−1), for each j = 1, . . . ,m. Moreover, as straightforward computations show,
at the final stage an R{m−1,m}

0,2 -valued monogenic function F (m−1)(xm−1, xm) in Ω(m−1)

is found, which can be decomposed in terms of a classical pair of conjugate harmonic
functions in the plane (see also Remark 2.4). Decomposition (3.2) is valid, at least
locally, for any monogenic function.
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4. Homogeneous harmonic polynomials

The results on conjugate harmonics and on the structure of monogenic functions, as
established in the previous sections, is now applied to the special case of homogeneous
harmonic polynomials in Rm+1. As Rm+1 is trivially normal with respect to each ej-
direction (j = 0, 1, . . . , m), no supplementary geometric conditions are necessary. In the
sequel 2 ≤ k ∈ N will be fixed.

4.1 The general case. Let Uk(x0, x) be an R0,m-valued homogeneous harmonic poly-
nomial of degree k in Rm+1. We aim at establishing the general form of an R0,m-valued
homogeneous polynomial Vk(x0, x) of degree k in Rm+1 which is conjugate harmonic to
Uk(x0, x). In view of the results obtained in Section 2 and choosing x∗0 = 0, we have to
solve in Rm the equation

∆xh̃(x) = h̃k−1(x) (4.1)

where h̃k−1(x) = ∂x0Uk(0, x) is an R0,m-valued homogeneous harmonic polynomial of
degree (k − 1) in the variable x ∈ Rm. According to the Fisher decomposition of
homogeneous polynomials (see, e.g., [1]), the function

h̃k+1(x) =
1

2(2−m− 2k)
x2h̃k−1(x) (4.2)

is the unique R0,m-valued homogeneous polynomial of degree (k + 1) of this particular
form, which satisfies equation (4.1). It follows that the function

Ṽk(x0, x) = −∂x H̃k+1(x0, x) (4.3)

where

H̃k+1(x0, x) =
∫ x0

0

Uk(t, x) dt− 1
2(2−m− 2k)

x2h̃k−1(x), (4.4)

is the unique R0,m-valued homogeneous harmonic polynomial of degree k of this partic-
ular form which is conjugate harmonic to Uk in Rm+1.

Obviously, any R0,m-valued homogeneous conjugate harmonic of degree k to Uk is
given by

Vk(x0, x) = −∂x Hk+1(x0, x) (4.5)

where
Hk+1(x0, x) = H̃k+1(x0, x)− hk+1(x), (4.6)

hk+1(x) being an arbitrary R0,m-valued homogeneous harmonic polynomial of degree
(k + 1) in Rm.

Finally, denoting by M+(k;R0,m+1) the space of R0,m+1-valued homogeneous mono-
genic polynomials of degree k in Rm+1 (see [4]), in view of Theorem 3.1 the following
structure theorem is obtained.
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Theorem 4.1. Let Pk ∈ M+(k;R0,m+1). Then there exists an R0,m-valued homo-
geneous harmonic polynomial Hk+1 of degree (k +1) in Rm+1 such that Pk = Dx Hk+1.

4.2 The scalar case. Now assume that uk(x0, x) is a real-valued homogeneous har-
monic polynomial of degree k in Rm+1, i.e. uk is a solid harmonic of degree k. Then,
according to (4.2) and (4.4), h̃k+1(x) and H̃k+1(x0, x) are also real-valued, whence, in
view of (4.3), ṽk(x0, x) is R0,m-valued. So we have at once

Theorem 4.2. Given a real-valued solid harmonic uk(x0, x) of degree k in Rm+1,
there exists a unique R0,m-valued homogeneous harmonic polynomial ṽk(x0, x) of degree
k conjugate to uk(x0, x) of the particular form

ṽk(x0, x) = −∂xH̃k+1(x0, x) (4.7)

where
H̃k+1(x0, x) =

∫ x0

0

uk(t, x) dt− 1
2(2−m− 2k)

x2∂x0 uk(0, x) (4.8)

is a real-valued homogeneous harmonic polynomial of degree (k + 1) in Rm+1.

Remark 4.1. Taking in (4.6) hk+1(x) real-valued, then (4.5) - (4.6) express the
general form of an R0,m-valued homogeneous polynomial vk(x0, x) of degree k conjugate
to the real-valued uk(x0, x).

Remark 4.2. Writing ṽk, defined by (4.7), as ṽk =
∑m

j=1 ej ṽk,j , then, according to
the general theory outlined in the previous sections, Pk = uk + e0ṽk is an R⊕ e0R0,m-
valued homogeneous monogenic polynomial of degree k in Rm+1. Equivalently, the
(m + 1)-tuple F ∗k = (uk,−vk,1, . . . ,−vk,m) is a real-valued Stein-Weiß field, which can
be realized as the gradient of a real-valued solid harmonic of degree (k + 1), which is
precisely the function H̃k+1 given by (4.8).

Remark 4.3. The conjugate harmonic ṽk to uk given by (4.7) - (4.8) may be
rewritten as

ṽk(x0, x) = ṽ
(1)
k (x0, x) + xw

(1)
k−1(x) + x2w

(2)
k−2(x) (4.9)

where
(i) ṽ

(1)
k (x0, x) = − ∫ x0

0
∂x uk(t, x)dt is an R0,m-valued homogeneous harmonic poly-

nomial of degree k in Rm+1

(ii) w
(1)
k−1(x) = 1

2k+m−2 ∂x0uk(0, x) is a real-valued homogeneous harmonic polyno-
mial of degree (k − 1) in Rm

(iii) w
(2)
k−2(x) = − 1

2 ∂xw
(1)
k−1(x) is an R0,m-valued homogeneous harmonic polynomial

of degree k − 2 in Rm.

Remark 4.4. When applied to the specific case where the dimension m = 1, The-
orem 4.2 yields the existence of a unique homogeneous conjugate harmonic polynomial
ṽk(x0, x1) to the real-valued homogeneous harmonic polynomial uk(x0, x1) in R2. This
conjugate harmonic is R0,1-valued and of the particular form

ṽk(x0, x1) = −e1∂x1H̃k+1(x0, x1)
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where
H̃k+1(x0, x1) =

∫ x0

0

uk(t, x1) dt +
1

2(1− 2k)
∂x0uk(0, x1).

The corresponding homogeneous monogenic polynomial in R2 takes the form

Pk(x0, x1) = (∂x0 − ε1∂x1)H̃k+1(x0, x1)

which is nothing else but a homogeneous holomorphic polynomial in the plane, where,
as already mentioned in Remark 2.4, ε1 = e0 e1 takes over the role of the imaginary
unit i in C.

4.3 The polynomials Vα. A basis for the right R0,m+1-module M+(k;R0,m+1) is
given by {

Vα(x) : α = (α1, . . . , αm) ∈ Nm, |α| = k
}

where Vα is the so-called Cauchy-Kowalewskaia extension of the real-valued polynomial
xα = xα1

1 · · ·xαm
m in Rm (see [4]):

Vα(x0, x) =
|α|∑

j=0

(−1)j xj
0

j!
(e0 ∂x)jxα. (4.10)

Then each Pk ∈ M+(k;R0,m+1) may be expressed as

Pk(x) =
∑

|α|=k

Vα(x) aα

where aα = 1
α! ∂α Pk. Expression (4.10) shows that Vα is R ⊕ e0 R0,m-valued. Its real

part is given by

uα(x0, x) =
[|α|/2]∑

l=0

x2l
0

(2l)!
(−∆x)lxα. (4.11)

Its unique R0,m-valued conjugate harmonic ṽα(x0, x) determined by (4.7) - (4.8) then
reads

ṽα(x0, x) = −∂x H̃α(x0, x)

where

H̃α(x0, x) =
∫ x0

0

uα(t, x) dt =
[|α|/2]∑

l=0

x2l+1
0

(2l + 1)!
(−∆x)lxα

since ∂x0 uα(x0, x)|x0=0 = 0. Consequently,

V ∗
α (x0, x) = uα(x0, x) + e0ṽα(x0, x) = ∂x e0H̃α(x0, x) = DxH̃α(x0, x)

belongs to M+(k;R0,m+1). Now taking the restriction to Rm, identified with {x0 = 0},
yields V ∗

α (0, x) = xα = Vα(0, x). The uniqueness of the Cauchy-Kowalewskaia extension
then implies that V ∗

α (x) = Vα(x).
We thus have proved
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Theorem 4.3. Let α = (α1, . . . , αm) ∈ Nm with |α| = k and let Vα(x0, x) be the
associated basis polynomial in M+(k;R0,m+1) given by

Vα(x0, x) =
|α|∑

j=0

(−1)j xj
0

j!
(e0∂x)jxα.

Then this basis polynomial can be expressed as

Vα(x0, x) = DxH̃α(x0, x)

where

H̃α(x0, x) =
[|α|/2]∑

l=0

x2l+1
0

(2l + 1)!
(−∆x)lxα

is a real-valued homogeneous harmonic polynomial of degree k + 1 in Rm+1.
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