
Zeitschrift für Analysis und ihre Anwendungen
Journal for Analysis and its Applications

Volume 22 (2003), No. 2, 299–314

Operator-Theoretic Positivstellensätze
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Abstract. We study the structure of positive polynomials with coefficients in an operator
algebra as a non-commutative infinite-dimensional analogue of Hilbert’s 17-th problem.
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0. Introduction

Hilbert has shown, as early as 1888, the existence of non-negative homogeneous poly-
nomials in three variables, which are not sums of squares of homogeneous polynomials.
This important remark led him to state, in 1900, the following problem:

Show that every polynomial in n variables, which is non-negative on the Euclidean
space Rn, can be represented as a sum of squares of rational functions.

An affirmative answer to this question, known as the 17-th problem of Hilbert, was
given in 1927 by E. Artin. For subsequent contributions see [4, 19] (as well as their
references).

Since the solution of Artin to the problem of Hilbert was given, preoccupations to
represent positive polynomials as sums of squares of rational functions with universal
denominators have been recorded. Generalizing results due to Pólya, Habicht, Delzel
and others, Reznick proves, using algebraic methods (see [20] and its references), the
following result:

If p is a homogeneous polynomial in n variables with p(x) > 0 for all x ∈ Rn \ {0},
then there exist an integer ν ≥ 0 and homogeneous polynomials (qj)j∈J , J finite, such
that

‖x‖2νp(x) =
∑

j∈J

qj(x)2 (x ∈ Rn)

where ‖x‖2 = x2
1 + . . . + x2

n is the Euclidean norm of x = (x1, . . . , xn) ∈ Rn.
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This result of Reznick has been generalized in [17] (see also [16]), where the struc-
ture of positive polynomials on semi-algebraic sets defined by polynomial inequalities is
studied, using functional-analytic methods.

The aim of the present paper is to investigate the structure of positive polynomi-
als with coefficients in an arbitrary unital C∗-algebra as a non-commutative infinite-
dimensional analogue of Hilbert’s 17-th problem. Specifically, we consider polynomials
p of several variables with values in an arbitrary unital C∗-algebra A. We describe a
large class of polynomials p that are pointwise positive (in the operator-theoretic sense)
on subsets of Rn defined by inequalities of the form p0(t) ≥ 0, with p0 a matrix-valued
polynomial. In particular, if p and p0 are homogeneous of even degree, we show that
there exist an integer ν ≥ 0 and homogeneous polynomials qj and qj0 (j ∈ J), J finite,
such that

‖x‖2νp(x) =
∑

j∈J

(
qj(x)∗qj(x) + qj0(x)∗p0(x)qj0(x)

)
(x ∈ Rn)

which is an operator extension of [16: Theorem 1].

Other results, similar to those concerning ordinary positive polynomials (i.e., for
A = C), will be obtained. Our main tool is a positive measure on a suitable spectrum,
which takes values in the dual of the algebra of coefficients. Its existence is derived
from the positivity assumption by operator-theoretic techniques. This idea appeared in
[17], where it was used for the scalar case A = C. We generalize and unify here some
of the results stated in the papers [16, 17]. In Section 2 we present a new, more direct
approach to this type of problems. In Section 3 we combine our techniques with some
ideas from [17] to obtain supplementary results. Similar problems have been studied in
various contexts, either algebraic [4, 6, 12 - 14, 19, 20], analytic [2] or operator-theoretic
[5 - 7, 15, 18].

1. Main tool

Throughout this text we denote by A a unital C∗-algebra whose unit will be designated
by 1 (if not otherwise specified). The real subspace of the self-adjoint elements of A
will be denoted by Ah.

Let x = (x1, . . . , xn) be the current variable in Rn, n ≥ 1 fixed. We denote by
C[x] and R[x] the spaces of polynomials in x = (x1, . . . , xn) with coefficients in C
and R, respectively. We often identify a polynomial p with its associated function
p(∗) on Rn. We shall also use the standard multi-index notation. In particular, for
x = (x1, . . . , xn) ∈ Rn we write xα = xα1

1 · · ·xαn
n , where α = (α1, . . . , αn) ∈ Zn

+ is an
arbitrary multi-index.

Remark 1. Let A∗ be the (Banach space) dual of A. Let also K ⊂ Rn be a fixed
compact set. We shall integrate A-valued bounded Borel-measurable functions against
A∗-valued non-negative Borel measures on K. In this context, an A∗-valued measure m
is a set map B → m(B), defined on the Borel measurable subsets of K with values in
A∗, which is strongly countably additive, that is, the set map B → m(B)a is countably
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additive (i.e., it is a scalar-measure) for each a ∈ A. The measure m is said to be non-
negative if m(B)a ≥ 0 for all B ⊂ K measurable and all a ≥ 0 in A. Various properties
of the integral with respect to m hold in this context, too (see, for instance, [3]).

We shall briefly present some properties of such an integral, which will be later used.
Fix an A∗-valued non-negative measure m on K. If f =

∑
j χBj aj is an A-valued

simple function, with (Bj)j a finite partition of K, we set
∫

K

(dm, f) =
∑

j

m(Bj)aj . (1)

If f =
∑

j χBj aj has self-adjoint values, i.e., aj ∈ Ah for all j, we have the estimate

∣∣∣∣
∫

K

(dm, f)
∣∣∣∣ ≤ sup

t∈K
‖f(t)‖m(K)1. (2)

This follows from the estimates −‖aj‖1 ≤ aj ≤ ‖aj‖1 for all j, implying

−‖aj‖m(Bj)1 ≤ m(Bj)aj ≤ ‖aj‖m(Bj)1

due to the positivity of m. Summing up these inequalities, we infer easily (2). If aj are
not necessarily self-adjoint, then the right side of (2) should be multiplied by 2.

These estimates allow us to extend the integral
∫

K
(dm, f) to functions f which

are uniform limits of simple functions, in particular to A-valued continuous functions.
Moreover, estimate (2) (or its more general version mentioned above) still holds for such
functions.

Lemma 2. Let m be an A∗-valued non-negative measure on K.
(a) If f : K → A is continuous and f(t) ≥ 0 for all t ∈ K, then

∫
K

(dm, f) ≥ 0.

(b) If h : K → C is continuous and a ∈ A is fixed, then
∫

K
(dm, h⊗ a) =

∫
K

hdma,
where ma is the scalar measure m(∗)a.

Proof.
(a) Fix ε > 0. Since f is continuous and K is compact, we can find a finite number

of points (tj)j in K, and a partition (Bj)j of K, such that if g =
∑

j χBj aj with
aj = f(tj) ≥ 0, then supt∈K ‖f(t) − g(t)‖ < ε. Hence

∫
K

(dm, g) =
∑

j m(Bj)aj ≥ 0,
since m is non-negative. Using (2) and letting ε → 0 in

∫

K

(dm, f) =
∫

K

(dm, g) +
∫

K

(dm, f − g) ≥
∫

K

(dm, f − g) ≥ −εm(K)1

we infer easily the assertion.
(b) If h =

∑
j λjχBj is a complex-valued simple function, with (Bj)j a finite parti-

tion of K, then ∫

K

(dm, h⊗ a) =
∑

j

λjm(Bj)a =
∫

hdma.

The general assertion follows by approximating h with simple functions
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The following result is proved by a well-known method, combining an old idea of fac-
torization, due to Gelfand and Naimark [11], with some operator-theoretic techniques,
as in [9, 10] etc. It was also stated and used in various versions, for A = C, in [17] (for
a similar result see Proposition 14 below).

The algebra C[x] ⊗ A, that is, the algebra of polynomials in x = (x1, . . . , xn),
with coefficients in A (regarded as functions on Rn) will be endowed with its natural
involution, i.e., p∗(x) = p(x)∗ for all x ∈ Rn.

Theorem 3. Let L : C[x]⊗A → C be linear such that 0 ≤ L(x2
jp
∗p) ≤ L(p∗p) for

all j = 1, . . . , n and p ∈ C[x]⊗A. Then there exists an A∗-valued non-negative measure
m on C = [−1, 1]n such that L(p) =

∫
C

(dm, p) for any p.

Proof. By the Cauchy-Schwarz inequality, the set I = {p : L(p∗p) = 0} is a left
ideal. Let H be the completion of (C[x] ⊗ A)/I with respect to the inner product
〈p̂, q̂〉 = L(q∗p). (We denote by p̂ the class of p modulo I.) The multiplications by
xj induce commuting selfadjoint operators Tj ∈ B(H). Let E be the spectral measure
of T = (T1, . . . , Tn). Since ‖Tj‖ ≤ 1, the support of E is a subset of C. For B ⊂ C

measurable and a ∈ A ⊂ C[x]⊗A, set m(B)a = 〈E(B)â, 1̂〉. Obviously, m(B) is linear
and continuous on A and the map B → m(B)a is countably additive for each fixed a.

For a fixed a ∈ Ah we denote by Ca the (commutative) unital C∗-algebra generated
by a in A. Let also Ha be the closure of (C[x]⊗Ca +I)/I in H. Apply L to the equality

(‖a2‖1− a2)p∗p = q∗q where q = (‖a2‖1− a2)
1
2 p and p ∈ C[x]⊗ Ca.

Then L(a2p∗p) ≤ ‖a2‖L(p∗p). Hence the multiplication by a induces an operator Ta =
T ∗a ∈ B(Ha). Since TjHa ⊂ Ha and TjTa = TaTj onHa for all j, then Ta commutes with
the joint spectral measure Ea of T |Ha. Now, Ea(B) = E(B)|Ha for each measurable
B ⊂ C. Hence TaE(B) = E(B)Ta on Ha. If a ≥ 0 and b = a

1
2 , then

m(B)a = 〈Ea(B)â, 1̂〉 = 〈TbEa(B)2Tb1̂, 1̂〉 = 〈Ea(B)Tb1̂, Ea(B)Tb1̂〉 ≥ 0

showing that m is positive.

Let p(x) = xα ⊗ a (a ∈ A). Using Lemma 2(b) for h(t) = tα, we obtain

L(p) = 〈p̂, 1̂〉 = 〈Tαâ, 1̂〉 =
∫

C

tαd〈E(t)â, 1̂〉 =
∫

C

tαdma(t) =
∫

C

(dm, p).

This equality holds for an arbitrary p, via a linearity argument
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2. Positivstellensätze

Set S = Sn−1 = {x ∈ Rn : ‖x‖ = 1}, i.e., S is the unit sphere in Rn. Fix K ⊂ S –
a non-empty compact set. We denote by A the real space of functions of the form p|K
with p ∈ R[x] ⊗ Ah. The space A will be endowed with the finest (separated) locally
convex topology. A basis of the topology of A consists of all convex, absorbing and
symmetric subsets. Let A+ ⊂ A be the set of all sums of elements of the form p∗p|K
with p ∈ C[x]⊗A, which is a convex cone.

Lemma 4. The constant function 1 ∈ A belongs to the interior of A+.

Proof. Let A′ ⊂ A consist of all p ∈ A for which there is an ε = εp > 0 with
1 + λp ∈ A+ for any λ ∈ (−ε, ε). The set A′ is a linear space. Indeed, 1 + λ(p + q) =
1
2 (1 + 2λp + 1 + 2λq) ∈ A+ if |λ| < min{ εp

2 ,
εq

2 } and p, q ∈ A′. Similarly, 1 + λcp ∈ A+

for all c ∈ R if |λ| is sufficiently small.
Let ξj be the function Rn 3 x → xj ∈ R restricted to K for all j. Then

∑
j ξ2

j = 1
on K. For any α ∈ Zn

+ there are polynomial functions gk such that 1 = (
∑

ξ2
j )|α| equals

ξ2α +
∑

k g2
k, where, as usual, |α| = α1 + . . . + αn. Thus

1⊗ λ2a2 = λ2ξ2α ⊗ a2 +
∑

k

λ2g2
k ⊗ a2

whence

1 + λξα ⊗ a = 2−1

[
(1 + λξα ⊗ a)2 +

∑

k

(λgk ⊗ a)2 + [1⊗ (1− λ2a2)1/2]2
]

for a ∈ Ah and |λ| sufficiently small. Hence any generator ξα ⊗ a ∈ A′. Consequently,
A′ = A.

Set U = (A+−1)∩(1−A+), which is a convex set containing zero. Let f ∈ A. Then
1 + λf ∈ A+ for |λ| < ε. Therefore, λf ∈ A+ − 1 and −λf ∈ 1 −A+, and so λf ∈ U
for all |λ| < ε. In other words, U is absorbing. Since U is clearly symmetric, it follows
that U is a neighbourhood of the origin. Hence V = U +1 ⊂ A+ is a neighbourhood of
1 in A

For two integers ν1, ν2 ≥ 1 and an arbitrary linear space L, Mν1×ν2(L) stands for
the space of all ν1× ν2 matrices with entries in L. If ν = ν1 = ν2, we denote Mν1×ν2(L)
simply by Mν(L).

Fix an integer ν ≥ 1. Let π ∈ C[x]⊗Mν(C) and q ∈ C[x]⊗Mν×1(A). If we identify
Mν(C) with Mν(C)⊗1 ⊂ Mν(A), then q∗πq ∈ C[x]⊗A. Note also that C[x]⊗Mν×1(A)
and C[x]⊗Aν are isomorphic, and we shall identify sometimes these two spaces.

Lemma 5. Let L, m and C be as in Theorem 3. Let also π ∈ C[x] ⊗Mν(C). If
L(q∗πq) ≥ 0 for all q ∈ C[x]⊗ Aν , then supp m ⊂ {t ∈ C : π(t) ≥ 0}, where supp m is
the support of m.

Proof. If π = [πik]i,k with πik ordinary polynomials, we set π(T ) = [πik(T )]i,k,
where T ∈ B(H)n is defined in the proof of Theorem 3. Note that there exists a natural
map C[x]⊗Aν → Hν whose image is dense in Hν . Therefore,

〈π(T )q̂, q̂〉 = 〈π̂q, q̂〉 = L(q∗πq) ≥ 0 (q ∈ C[x]⊗Aν).
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Hence π(T ) ≥ 0 in B(Hν). The normal commuting ν2-tuple of all entries of π(T )
generates, with the identity on H, a commutative unital C∗-algebra B in B(H). Let Γ
be the spectrum of B and let f : B → C(Γ) be the Gelfand isomorphism. Since B is
generated by {πik(T )}1≤i,k≤ν , we may identify the spectrum Γ with a compact subset
of Cν2

and the functions fπik(T ) with the coordinate functions zik of Cν2
restricted to

Γ. Let also Iν ⊗ f : Mν(B) → Mν(C(Γ)) be the natural map induced by f , which is
also an isomorphism, where Iν is the identity on Mν(C). As Mν(B) is a C∗-algebra,
then π(T ) ≥ 0 implies ζ := (Iν ⊗ f)π(T ) ≥ 0.

Factor ζ = ψ∗ψ in Mν(C(Γ)) with ψ = [ψik]i,k. Then zjk =
∑

i ψij(z)ψik(z) for
z ∈ Γ. Hence ∑

j,k

zjkξkξj =
∑

i

∣∣∣∣
∑

j

ψij(z)ξj

∣∣∣∣
2

≥ 0 (ξj ∈ C).

Therefore Γ ⊂ {z ∈ Cν2
: [zjk]j,k ≥ 0}. Now, regarding π as a map from Cn into Cν2

and π(T ) as a ν2-tuple in B, since suppm ⊂ supp E = σ(T ), we derive π(σ(T )) =
σ(π(T )) = Γ by the spectral mapping theorem, where σ denotes the joint spectrum in
the corresponding algebra, which completes the proof of the lemma

Remark 6. Suppose n > 1 and let p, q ∈ R[x]⊗ Ah be such that p(x) = ‖x‖ q(x),
with x in an open set G ⊂ Rn. Then p = q = 0. Indeed, using a functional from
the dual of Ah, we may reduce the problem to the case p, q ∈ R[x]. The equality
p(x)2 = ‖x‖2 q(x)2 in the open set G extends to the whole space. Since the polynomial
‖x‖2 is irreducible in R[x], this equality shows that ‖x‖2 is a divisor of p, and so
p(x)2 = ‖x‖4p1(x)2. A succesive application of this argument leads to the desired
conclusion.

Throughout this section, if not otherwise specified, we shall assume that n > 1.

Remark 7. If q ∈ C[x]⊗Mν×1(A), then q∗q =
∑

α∈J q∗αqα with qα ∈ C[x]⊗A and J
finite. Indeed, q(x) is of the form

∑
α∈J xα⊗aα with aα = [akα]k ∈ Mν×1(A). If d is the

cardinal of J , set a = [akα]k,α ∈ Mν×d(A). Then a∗a ∈ Md(A), which is a C∗-algebra.
Therefore, b = (a∗a)

1
2 ∈ Md(A). Write b = [bαβ ]α,β and define qα =

∑
β xβ⊗bαβ . Since

b2 = a∗a, we must have
∑

α b∗αβbαγ =
∑

k a∗kβakγ , implying q∗q =
∑

α∈J q∗αqα.

If (x0, x) is the variable in Rn+1 = R×Rn, for each polynomial p ∈ C[x]⊗L (with
L an arbitrary linear space) we denote by p̃ ∈ C[x0, x]⊗ L its homogenization, i.e., the
polynomial p̃(x0, x) = xdegp

0 p( x
x0

), where deg p is the degree of p.

Let R[x] denote the space of all polynomials in x, ‖x‖, ‖x‖−1, regarded as functions
on Rn \ {0}. For every function f ∈ R[x]⊗A set

fe(x) =
f(x) + f(−x)

2
and fo(x) =

f(x)− f(−x)
2

.

We state and prove now the main result of this paper (see also [16: Theorems 1 and 3]).

Theorem 8. Let p ∈ R[x]⊗Ah be homogeneous, and let

pk ∈ R[x]⊗Mνk
(C)h (νk ∈ Z+, k = 1, . . . ,m)
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be given. Assume

K0 =
{

t ∈ Sn−1 : pk(t) ≥ 0 (k = 1, . . . , m)
}
6= ∅

and p(t) > 0 for all t ∈ K0. Then there are homogeneous polynomials qj ∈ C[x0, x]⊗A
and qjk ∈ C[x0, x] ⊗Mνk×1(A) (j ∈ J, J finite, k = 1, . . . , m) and an integer θ ∈ Z+

such that

‖x‖θp(x) =
∑

j∈J

(
q∗j (‖x‖, x)qj(‖x‖, x)

+
m∑

k=1

‖x‖κkq∗jk(‖x‖, x) p̃k(‖x‖, x) qjk(‖x‖, x)
) (3)

for all x ∈ Rn, where κk equals 0 or 1 if the degree of pk is even or odd, respectively.
If pk are also homogeneous and all p, pk (k = 1, . . . , m) have even degrees, then

there are homogeneous polynomials qj ∈ C[x] ⊗ A, qjk ∈ C[x] ⊗ Mνk×1(A) (j ∈ J, J
finite) and an integer θ ∈ Z+ such that

‖x‖2θp(x) =
∑

j∈J

(
q∗j (x)qj(x) +

m∑

k=1

q∗jk(x) pk(x) qjk(x)
)

(4)

for all x ∈ Rn.

Proof. We first discuss the general case, i.e., δ = deg p and δk = deg pk arbitrary
and pk not necessarily homogeneous. Since the function p(∗) has self-adjoint values,
and if S := Sn−1, we can find a neighbourhood U ⊂ S of K0 with p > 0 on U . It is
easily seen that there exists an ε > 0 such that

K0 ⊂ Kε :=
{

t ∈ S : pk(t) + ε1νk
≥ 0 (k = 1, . . . ,m)

}
⊂ U

with 1νk
the identity on Mνk

(C). Set p1k = pk + ε1νk
and K = Kε. Since pk has

self-adjoint values, each point t0 ∈ K0 has a neighbourhood V0 in K. In particular, the
interior K◦ of K in S is not empty. Fix a γ > 0 with p ≥ γ1 on K. Using the notation
from Lemma 4, let C be the positive cone in A consisting of the restrictions to K of the
functions as in the right side of (4), with pk replaced by p1k. By virtue of Remark 7,
this change does not affect the general form of the functions from the right side of (4).
Obviously, C ⊃ A+.

Suppose p|K 6∈ C. By Lemma 4 and Mazur’s theorem (see, for example, [1: Theorem
1.12]) we get a non-null functional f on A with infC f ≥ f(p|K). If there is a c ∈ C with
f(c) < 0, then infC f ≤ infj≥1 f(jc) = −∞ that is false. Hence f(1) ≥ infC f ≥ 0. Now
infC f ≤ infj≥1 f(j−11) = 0. Hence infC f = 0.

Set L0 = fr, where r : R[x] ⊗ Ah → A is the restriction map, and let L be an
extension of L0 to the complex space C[x]⊗A. Since

∑
x2

k = 1 on K, then

(1− x2
j )p

∗p =
∑

k 6=j

x2
kp∗p ∈ C for every p ∈ C[x]⊗A.
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By Theorem 3, there exists an A∗-valued positive measure m on C such that L(p) =∫
(dm, p). Since L 6= 0, the Cauchy-Schwarz inequality |L(q)|2 ≤ L(q∗q)L(1) gives

L(1) > 0. For π = p1k and π = ±(‖x‖2 − 1) ⊗ 1, Lemma 5 implies that supp m ⊂ K.
By Lemma 2 we get

0 ≥ f(p|K) = L(p) =
∫

K

(dm, p) ≥
∫

K

(dm, γ1) = γL(1) > 0

which is impossible. Therefore p|K ∈ C. Hence p has a representation of the form

p(x) =
∑

j

(
q∗j (x)qj(x) +

∑

k

q∗jk(x)pk(x)qjk(x)
)

on K for some polynomials qj and qjk.

We set
Qj(x) = ‖x‖ δ

2 qj( x
‖x‖ ) = ‖x‖ δ

2−degqj q̃j(‖x‖, x)

Qjk(x) = ‖x‖ δ
2 qjk( x

‖x‖ ) = ‖x‖ δ
2−degqjk q̃jk(‖x‖, x)

Pk(x) = pk( x
‖x‖ ) = ‖x‖−δk p̃k(‖x‖, x).

Set also
Q =

∑

j

(Q∗jQj +
∑

k

Q∗
jkPkQjk).

Note that Q ∈ R[x]⊗A is positive-homogeneous of degree δ, and that p−Q vanishes on
K. Therefore p−Q vanishes in the open set G = {t ∈ Rn : 0 6= t ∈ ‖t‖K◦}. Multiplying
p−Q by ‖x‖N for a sufficiently large N , the resulting expression has a representation
of the form u + ‖x‖v with u and v polynomials. Moreover, u + ‖x‖v = 0 on G. Hence
u = v = 0 by Remark 6, showing that p = Q everywhere.

Now, choosing an integer τ such that

2τ ≥ max
{

δ, 2deg qj , 2deg qjk + δk (j ∈ J, k = 1, . . . , m)
}

we obtain easily a representation of form (3) of p, with θ = 2τ−δ, and other polynomials
qj and qjk (for instance, the new qj(‖x‖, x) will be ‖x‖τ−deg qj q̃j(‖x‖, x) etc.). For even
δ and δk and homogeneous pk, we note that

p =
∑

j

(
Qe∗

j Qe
j + Qo∗

j Qo
j +

∑

k

Qe∗
jkPkQe

jk + Qo∗
jkPkQo

jk

)

by identifying the function Qe, which equals Q in this case. The terms of Q do not
contain odd powers of ‖x‖±1. Multiply by some ‖x‖2θ for a sufficiently large θ to get
(4)
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Remark 9.

1) In the statement of Theorem 8, with no loss of generality we may assume ν1 =
. . . = νm = 1 (since the positivity of a matrix whose entries are polynomials can be
expressed in terms of polynomial inequalities). We prefer the actual statement which
might be used in some applications.

2) If the polynomials p1, . . . , pm are homogeneous of even degrees, with no loss of
generality we may assume that all degrees are equal by multiplying some polynomials,
when necessary, with appropriate powers of ‖x‖2. Then the polynomial ⊕m

k=1pk is non-
negative if and only if all pk are non-negative. Therefore, in the second part of Theorem
8 we may always assume m = 1.

3) The proof of Theorem 8 does not apply to the case n = 1 (see Remark 6).
Nevertheless, we can get directly some representations similar to those given by (3)
and (4) but only in terms of polynomials. When n = 1, an arbitrary homogeneous
polynomial p ∈ R[x] ⊗ Ah has necessarily the form p(x) = xδ ⊗ a, that is, p is a
monomial.

If δ is even and p(x0) > 0 for one point x0 ∈ S0 = {−1, 1}, then a > 0 and we can
write xδ ⊗ a = (x

δ
2 ⊗ a

1
2 )∗x

δ
2 ⊗ a

1
2 , which is a representation as in (4).

Assume that δ is odd and let pk(x) = xδk ⊗ bk (k = 1, . . . , m). For the sake of
simplicity we assume m = 2, b1, b2 ∈ Ah and δ1 = deg p1 odd and δ2 = deg p2 even.
Since the degree of both p and p1 is odd, we have either K0 = {1} or K0 = {−1} but
K0 6= {−1, 1}. Assume K0 = {1}. Then b1, b2 ≥ 0 and a > 0. Fix a number ε > 0.
Note that

xδ1 ⊗ a = c∗1(x
δ1 ⊗ b1)c1 + εx(x

δ1−1
2 ⊗ c1)∗(x

δ1−1
2 ⊗ c1)

where c1 = (b1 + ε1)−
1
2 a

1
2 . Similarly,

xδ2 ⊗ a = c∗2(x
δ2 ⊗ b2)c2 + εc∗2(x

δ2
2 ⊗ b

1
2 )∗(x

δ2
2 ⊗ b

1
2 )c2

where c2 = (b2 + ε1)−
1
2 a

1
2 . Let τ = max{δ, δ1, δ2}. From the identity

xτ−δ(xδ ⊗ a) =
1
2
xτ−δ1(xδ1 ⊗ a) +

1
2
xτ−δ2(xδ2 ⊗ a)

we infer that p admits a representation of the form

xθp(x) =
∑

j

(
qj(x)∗qj(x) + xrj(x)∗rj(x)

+
∑

k

(
qjk(x)∗pk(x)qjk(x) + xrjk(x)∗pk(x)rjk(x)

))

with {qj , rj , qjk, rjk} a finite number of monomials and θ ≥ 0 an integer. This formula
still holds true for an arbitrary finite number of monomials p1, . . . , pm and for b1, . . . , bm

matrices.
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If K0 = {−1} and δ is odd, we obtain as above a representation of the form

(−x)θp(x) =
∑

j

(
qj(x)∗qj(x)− xrj(x)∗rj(x)

+
∑

k

(
qjk(x)∗pk(x)qjk(x)− xrjk(x)∗pk(x)rjk(x)

))

with {qj , rj , qjk, rjk} a finite number of monomials and θ ≥ 0 an integer.

Remark 10. Let p ∈ R[x]⊗ Ah and pk ∈ R[x]⊗Mνk
(C)h (νk ∈ N, k = 1, . . . , m)

be as in Theorem 8. Let also ω ∈ R[x] be a positive definite quadratic form. Then there
are homogeneous polynomials qj ∈ C[x0, x]⊗A and qjk ∈ C[x0, x]⊗Mνk×1(A) (j ∈ J, J
finite, k = 1, . . . , m) and an integer θ ∈ Z+ such that

ω
θ
2 (x)p(x) =

∑

j∈J

(
q∗j (ω(x)

1
2 , x)qj(ω(x)

1
2 , x)

+
m∑

k=1

ω(x)
κk
2 q∗jk(ω(x)

1
2 , x) p̃k(ω(x)

1
2 , x) qjk(ω(x)

1
2 , x)

) (5)

for all x ∈ Rn, where κk equals 0 or 1 if the degree of pk is even or odd, respectively. If
p and pk have even degrees, then there are homogeneous polynomials qj ∈ C[x]⊗A and
qjk ∈ C[x]⊗Mνk×1(A) (j ∈ J, J finite, k = 1, . . . , m) and an integer θ ∈ Z+ such that

ωθp =
∑

j∈J

(
q∗j qj +

m∑

k=1

q∗jkpk qjk

)
. (6)

The assertion is obtained by applying Theorem 8 to p◦g−1 and pk◦g−1, where g ∈ Mn(C)
is such that ω(x) = ‖g(x)‖2 for all x ∈ Rn.

Corollary 11. Let p ∈ R[x]⊗ A and pk ∈ R[x]⊗Mνk
(C) (νk ∈ N; k = 1, . . . , m).

Suppose

Σ :=
{

(t0, t) ∈ Rn+1 \ {0} : p̃k(t0, t) ≥ 0 (k = 1, . . . , m)
}
6= ∅

and p̃(t0, t) > 0 for any (t0, t) ∈ Σ. Then there are qj ∈ C[x0, x] ⊗ A and qjk ∈
C[x0, x]⊗Aνk (j ∈ J, J finite, k = 1, . . . ,m) and θ ∈ Z+ such that

ϕθ(x)p(x) =
∑

j∈J

(
q∗j (ϕ(x), x)qj(ϕ(x), x)

+
m∑

k=1

q∗jk(ϕ(x), x) p̃k(ϕ(x), x) qjk(ϕ(x), x)
)

for all x ∈ Rn, where ϕ(x)2 = 1 + ‖x‖2.
If p and pk have even degrees, then there are qj ∈ C[x]⊗A and qjk ∈ C[x]⊗Aνk (j ∈

J, J finite, k = 1, . . . ,m) and θ ∈ Z+ such that

ϕ2θp =
∑

j∈J

(
q∗j qj +

m∑

k=1

q∗jkpk qjk

)
. (7)

Proof. Apply Theorem 8 to p̃(x0, x) and p̃k(x0, x) and then take x0 = 0



Operator-Theoretic Positivstellensätze 309

The next result is an extension of the essential part of the main result from [20].

Corollary 12. If p ∈ R[x]⊗A has even degree and p̃ > 0 on Rn+1 \{0}, then there
are qj ∈ R[x]⊗A (j ∈ J, J finite) and ν ∈ Z+ such that ϕ2νp =

∑
j q∗j qj.

3. Related results

The integration procedure described in the first section can be also performed on not
necessarily compact subsets of Rn, provided one integrates bounded measurable func-
tions. Such a situation will be encountered in Proposition 14 below.

Remark 13. Let v : Rn+1 → RN (N = (n + 1)2) be the map

v(x) = y

{
x = (x0, x1, . . . , xn)
y = (yjk)0≤j,k≤n, yjk = xjxk.

As noticed in [17], the range of this map (which is related to the Veronese imbedding)
is given by

v(Rn+1) =

{
y = (yjk)0≤j,k≤n

∣∣∣∣∣

{ yjj ≥ 0
yjk = ykj

yjkyrs = yjryks

(0 ≤ j, k, r, s ≤ n)

}
.

We shall denote

V =
{

y = (yjk)0≤j,k≤n ∈ v(Rn+1) : ‖y‖ = 1 and y00 = 0
}

.

Set
ψjk(x) =

xjxk

1 + ‖x‖2
(
j, k = 0, . . . , n; x = (x1, . . . , xn) ∈ Rn, x0 = 1

)
.

It is also noticed in [17] that if Ψ : Rn → RN is given by Ψ(t) = (ψjk(t))0≤j,k≤n, then
Ψ is injective and

Ψ(Rn) =





y = (yjk)0≤j,k≤n ∈ RN

∣∣∣∣∣∣∣





y00 > 0
yjk = ykj

y0jy0k = y00yjk

y2
00 + . . . + y2

0n = y00




⊂ v({1} × Rn).

The next result is an operator version of [17: Theorem 3.2].

Proposition 14. Let Q be the complex algebra of bounded rational functions on
Rn generated by expressions of the form xα

(1+‖x‖2)m with α ∈ Zn
+, m ∈ Z+ and |α| ≤ 2m.

Let Λ : Q ⊗ A → C be linear such that Λ(q∗q) ≥ 0 for all q. Then there exist two
A∗-valued non-negative measures µ on Rn and ν on V such that

Λ(π ◦Ψ) =
∫

Rn

(dµ, π ◦Ψ) +
∫

V

(dν, π) (π ∈ C[y]⊗A) (8)
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where y = (yjk)0≤j,k≤n is the current variable in RN .

Proof. The proof is similar to that of [17: Theorem 3.2], combined with some ideas
from the proof of Theorem 3 above. For the convenience of the reader, we shall sketch
this proof.

Let H be the completion of the space (Q⊗A)/I, I = {q : Λ(q∗q) = 0}, with respect
to the scalar product 〈q̂1, q̂2〉 = Λ(q∗2q1), where q̂ = q + I. The multiplications by the
functions ψjk induce commuting self-adjoint operators Tjk for all indices j, k. Indeed,
the equality

∑
j,k ψ2

jk = 1 implies ‖Tjk q̂‖ ≤ ‖q̂‖ for all q̂ ∈ (Q⊗A)/I, showing that the
operators Tjk are bounded (and symmetric), and hence self-adjoint. Moreover,

T00 ≥ 0, Tjk = Tkj , T0jT0k = T00Tjk, T 2
00 + . . . + T 2

0n = T00 (9)

for all indices j, k.
Let E be the the joint spectral measure of the N -tuple T = (Tjk)0≤j,k≤n, N =

(n + 1)2. We define an A∗-valued measure m via the relation m(∗)a = 〈E(∗)â, 1̂〉. As
in the proof of Theorem 3, we can show that m is non-negative.

Using Gelfand’s theory, we deduce from (9) that the joint spectrum of T , and
therefore the support of E, lies in the set Ψ(Rn)∪V . As Ψ(Rn)∩V = ∅, we may define
the A∗-valued measures µ(∗) = m(Ψ(∗)) and ν(∗) = m(∗ ∩ V ), which leads us to (8).
Indeed, if g ∈ C[y] (y ∈ RN ) and a ∈ A, then

Λ((g ⊗ a) ◦Ψ) = 〈g(T )â, 1̂〉
=

∫
(dm, g ⊗ a)

=
∫

Rn

(dµ, (g ⊗ a) ◦Ψ) +
∫

V

(dν, g ⊗ a).

and the proof is complete

We need a version of Lemma 4 in the context of the space Q⊗A. For this we denote
by B the real space of the functions from Q⊗ A having self-adjoint values. The space
B will be endowed with the finest locally convex topology. Let B+ ⊂ B be the set of all
sums of elements of the form p∗p with p ∈ Q⊗A, which is a convex cone.

Lemma 15. The constant function 1 ∈ B belongs to the interior of B+.

Proof. Let B′ ⊂ B consist of all p ∈ B for which there is an ε > 0 with 1+λp ∈ B+

for any λ ∈ (−ε, ε). The set B′ is a linear space, as in the proof of Lemma 4.
Let ξα,m be the function xα

(1+‖x‖2)m for any α ∈ Zn
+ and m ≥ 0 an integer. Using

the identity

1 =
(1 + ‖x‖2)2m

(1 + ‖x‖2)2m

we infer the existence of some functions gk in Q such that 1 = ξ2
α,m +

∑
k g2

k. Thus

1⊗ λ2a2 = λ2ξ2
α,m ⊗ a2 +

∑

k

λ2g2
k ⊗ a2
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whence

1 + λξα,m ⊗ a =
1
2

[
(1 + λξα,m ⊗ a)2 +

∑

k

(λgk ⊗ a)2 +
[
1⊗ (1− λ2a2)

1
2
]2]

for a ∈ Ah and |λ| sufficiently small. Hence any generator ξα,m⊗ a ∈ B′. Consequently,
B′ = B. The last part of the proof is similar to that of Lemma 4 and will be omitted

The next result is an extension of [17: Corollary 4.4].

Theorem 16. Let g0, g1 ∈ R[x] ⊗ Ah be such that deg g0 < deg g1. Let also p0 ∈
R[x] ⊗Mτ (C)h be of even degree. Assume that g̃1(x′) > 0 for all x′ ∈ Rn+1 \ {0} and
that p(t) > 0 whenever p0(t) ≥ 0, where p = g0 + g1. Then there are qj ∈ C[x] ⊗ A,
qj0 ∈ C[x]⊗Aτ and θ ∈ Z+ such that

ϕ2θp =
∑

j∈J

(q∗j qj + q∗j0p0qj0).

Proof. The hypothesis on p clearly implies that δ := deg p = deg g1 is even. Set
ψ(x) = 1

1+‖x‖2 and r(x) = ψ(x)
δ
2 p(x). Set also r0(x) = ψ(x)

δ0
2 p0(x), where δ0 = deg p0.

We denote by C the convex cone in B (see the previous lemma) consisting of all finite
sums of the form

∑

j∈J

(h∗jhj + h∗j0r0hj0) (hj ∈ Q⊗A, hj0 ∈ Q⊗Aτ ).

Obviously, C ⊃ B+.
Assume that r /∈ C. As in the proof of Theorem 8, using Lemma 15 and Mazur’s

theorem we deduce the existence of a non-null linear functional Λ0 on B such that
Λ0(1) > infC Λ0 = 0 ≥ Λ0(r). Let Λ be an extension of Λ0 to the complex space Q⊗A.

With the notation from Proposition 14, since p̃ is homogeneous of even degree δ, we
can find a homogeneous polynomial P ∈ R[y]⊗Ah of degree δ

2 (not uniquely determined)
such that

p̃(x′) = P (y)
{

x′ = (x0, . . . , xn)
y = (yjk)n

j,k=0, yjk = xjxk.

Similarly, we can find a polynomial P0 ∈ R[y] ⊗ Mτ (C)h such that p̃0(x′) = P0(y).
Therefore, with x0 = 1, we have

r(x) = ψ(x)
δ
2 p(x) = ψ(x)

δ
2 p̃(1, x) = ψ(x)

δ
2 P ((xjxk)j,k) = P ◦Ψ(x)

for all x ∈ Rn. Similarly, r0(x) = P0 ◦Ψ(x).
According to Proposition 14, there are two A∗-valued non-negative measures µ on

Rn and ν on V such that

Λ(r) =
∫

Rn

(dµ, r) +
∫

V

(dν, P ) ≤ 0. (10)

Note that P (y) > 0 if y ∈ V . Indeed, if y ∈ V , then y00 = x2
0 = 0 implies x0 = 0. We

also have p̃(x′) = g̃1(x′) + xd
0g̃0(x′) with d 6= 0, and so p̃(x′) = g̃1(x′) > 0 whenever
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x′ = (0, x) with x 6= 0 by the hypothesis. Consequently, P (y) = p̃(x′) > 0 if y ∈ V ,
implying

∫
V

(dν, P ) > 0 provided ν 6= 0.
We shall prove that that supp µ ⊂ {t ∈ Rn : p0(t) ≥ 0}. Note that Λ(h∗r0h) ≥ 0

for all h ∈ Q ⊗ Aτ . We also have r0 = P0 ◦ Ψ for some polynomial P0. We proceed
now as in the proof of Lemma 5. If P0 = [Pjk]j,k with Pjk ordinary polynomials, we
set P0(T ) = [Pjk(T )]j,k, where T ∈ B(H)N is defined in the proof of Proposition 14.
There exists a natural map Q ⊗ Aτ → Hτ whose image is dense in Hτ . Moreover, if
r0 = [rjk]j,k = [Pjk ◦Ψ]j,k, the multiplication by rjk induces in H the operator Pjk(T )
for all j, k. Therefore, 〈P0(T )ĥ, ĥ〉 = 〈r̂0h, ĥ〉 = Λ(h∗r0h) ≥ 0 for any h ∈ Q ⊗ Aτ .
Hence P0(T ) ≥ 0 in B(Hτ ). The discussion from the proof of Lemma 5 can be applied
to the normal commuting τ2-tuple of all entries of P0(T ). We obtain supp E ⊂ {z ∈
Rτ2

: P0(z) ≥ 0}, whence

supp µ ⊂ Ψ−1(suppE) ⊂ {x ∈ Rn : r0(x) ≥ 0} = {x ∈ Rn : p0(x) ≥ 0}.

In particular, this shows that
∫
Rn(dµ, r) > 0 since r(x) = ψ(x)

δ
2 p(x) > 0 whenever

p0(x) ≥ 0, provided µ 6= 0, by the hypothesis. But m 6= 0, and so either µ or ν is
non-null, implying Λ(r) > 0, which contradicts (10). Consequently, r =

∑
j∈J(h∗jhj +

h∗j0r0hj0) with hj ∈ Q ⊗ A and hj0 ∈ Q ⊗ Aτ for all j ∈ J , which clearly implies the
assertion

Example. We justify in what follows the operator-valued generalization. With the
notation from Theorem 8, let A = M2(C), n = 2,m = 1 and ν1 = 2. Also, for ε > 0,
take

p1(x) =
(

x1x2 − x2
1 (1− ε)x1x2

(1− ε)x1x2 x1x2

)

and let p(x) = pε(x) = [aij(x)]2i,j=1 with

a11(x) = 2x4
1 + 2x4

2 + 5x1x
3
2 − 4x2

1x
2
2

a12(x) = 2(2− ε)x1x
3
2 − (1− ε)x2

1x
2
2

a21(x) = 2(2− ε)x1x
3
2 − (1− ε)x2

1x
2
2

a22(x) = 4x2
1x

2
2 + x1x

3
2 + 2x3

1x2 − x4
1 + 2(1− ε)2x4

2.

Then K0 = K ∪ (−K), where

K = Kε =
{

t ∈ R2
∣∣∣ t21 + t22 = 1 and 0 ≤ t1 ≤ (2ε− ε2)t2

}
.

Note that limε→0,t∈Kε pε(t) = 2I2 > 0. Then for ε sufficiently small we can apply
Theorem 8 and p can be written in form (4). For instance, one can easily check that

p(x) = q∗1(x)q1(x) + q∗11(x)p1(x)q11(x)

where

q1(x) =
√

2
(

x2
2 x1x2

x2
1 −(1− ε)x2

2

)
and q11 =

(
a
b

)
∈ M2×1(C[x]⊗A)
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with

a(x) =
(

0 x1

2x2 0

)
and b(x) =

(−x2 0
0 x1 + x2

)
.

More precisely,

q∗11(x)p1(x)q11(x) =
(
a∗(x) b∗(x)

) (
x1x2 − x2

1 (1− ε)x1x2

(1− ε)x1x2 x1x2

)(
a(x)
b(x)

)

= (x1x2 − x2
1)a

∗(x)a(x) + (1− ε)x1x2b
∗(x)a(x)

+ (1− ε)x1x2a
∗(x)b(x) + x1x2b

∗(x)b(x).

We omit the details, that are routine. Note that p(1, 0) 6≥ 0, and so the term
∑

j∈J q∗j1p1qj1

must be 6≡ 0 in any representation of form (4). Since p1(t) > 0 if and only if t1t1−t21 > 0
and det p1(t) > 0, one can also find θ ∈ Z+ and qj , qjk ∈ M2(C[x]) for j ∈ J , J finite,
and k = 1, 2 such that

‖x‖2θp(x) =
∑

j∈J

(
q∗j (x)qj(x) + (x1x2 − x2

1)q
∗
j1(x)qj1(x)

+ x2
1x2[(2ε− ε2)x2 − x1]q∗j2(x)qj2(x)

)

(m = 2, ν1 = ν2 = 1). We have p(t) > 0 if and only if a11(t), det p(t) > 0, but it does not
seem to exist an obvious way of deriving (4) for p(x) from corresponding representations
of a11(x) and det p(x). This shows that the techniques from [16, 17] provide non-trivial
results when applied to the case of A-valued polynomials.
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[8] Dixmier, J.: Les C∗-algèbres et leurs représentations. Paris: Gauthier-Villars & Cie 1964.

[9] Dunford, N. and J. T. Schwartz: Linear Operators. Part II: Spectral Theory. Self-Adjoint
Operators in Hilbert Space. New York - London: Intersci. Publ. 1963.



314 C.-G. Ambrozie and F.-H. Vasilescu

[10] Fuglede, B.: The multidimensional moment problem. Expo. Math. 1 (1983), 47 – 65.

[11] Gelfand, I. M. and M. A. Naimark: On the inclusion of a normed ring into the ring of
operators in a Hilbert space (in Russian). Math. Sbornik 12 (1943), 197 – 213.

[12] Jacobi, T.: A representation theorem for certain partially ordered commutative rings.
Preprint. Konstanz (Germany) 1999.

[13] Jacobi, T. and A. Prestel: Distinguished representations of strictly positive polynomials.
J. Reine Angew. Math. 532 (2001), 223 – 235.

[14] Marshall, M.: Extending the Archimedian Positivstellensatz to the noncompact case. Can.
Math. Bull. 44 (2001), 223 – 230.

[15] Putinar, M.: Positive polynomials on compact semi-algebraic sets. Indiana Univ. Math.
J. 42 (1993), 969 – 984.

[16] Putinar, M. and F.-H. Vasilescu: Positive polynomials on semi-algebraic sets. C.R. Acad.
Sci. Paris (Série I) 328 (1999), 585 – 589.

[17] Putinar, M. and F.-H. Vasilescu: Solving moment problems by dimensional extensions.
Ann. Math. 149 (1999), 1087 – 1107.
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