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Solvability of a Plane Elliptic Problem
for the Flow in a Channel
with a Surface-Piercing Obstacle

S. Gatti and D. Pierotti

Abstract. Let us consider the three-dimensional problem of steady flow of a heavy ideal
fluid past a surface-piercing obstacle in a rectangular channel of constant depth. The flow
is parallel at infinity upstream with constant velocity ¢. We discuss an approximate linear
problem obtained in the limit of a ”flat obstacle”. This is a boundary value problem for the
Laplace equation in a three-dimensional unbounded domain, with a second order condition
on part of the boundary — the Neumann-Kelvin condition. By a Fourier expansion of the
potential function we reduce the three-dimensional problem to a sequence of plane problems
for the Fourier coefficients. For every value of the velocity ¢ these problems can be described
in terms of a two parameter elliptic problem in a strip. We discuss a well-posed formulation
of such problem by a special variational approach, relying on some a priori properties of finite
energy solutions. As a result, we prove unique solvability for ¢ # ¢, &, where c¢m i is a known
sequence of values depending on the dimensions of the channel and on the limit length of
the obstacle. Accordingly, we can prove the existence of a solution of the three-dimensional
problem; the related flow has in general a non-trivial wave pattern at infinity downstream. We
also investigate the regularity of the solution in a neighborhood of the obstacle. The meaning
of the singular values c¢,,  is discussed from the point of view of the nonlinear theory.
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1. Introduction

Let us consider an infinitely long channel of constant depth H and with rectangular
cross section of constant width L, filled with a heavy, incompressible inviscid fluid.
Assuming a constant, parallel flow with velocity ¢ at infinity upstream, we want to
study the perturbed stationary flow due to the presence of a surface-piercing obstacle
in the channel. The solution of this problem is a difficult task, since one has to satisfy
a nonlinear condition (the Bernoulli condition) on a free boundary (the free surface of
the fluid). Moreover, one must also determine the lines of contact between free surface
and the obstacle’s surface. Therefore, there are not many results in the mathematical
literature concerning problems of this kind, despite their practical interest. Besides,
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most of such results are restricted to the two-dimensional case. This is true even in
the framework of approximate linear theories, which avoid the difficulties related to the
free boundary [6, 11, 16]. In the present work, we will consider a linearization of the
problem of the flow past an obstacle in a channel, relying on the following assumptions:

(a) The obstacle has the same width of the channel’s section, so that the free surface
of the fluid is divided into two disconnected parts.

(b) The obstacle is "flat” in the sense that the thickness of its piercing part is small
compared to the channel’s dimensions.

Then we introduce a small positive parameter ¢ such that for ¢ — 0 the obstacle becomes
a plane rectangular domain parallel to the unperturbed flow. It is shown that, for ¢ = 0,
the constant parallel flow is a solution of the problem. By assuming that the relevant
quantities admit a (fractional) power expansion in €, we linearize the problem around the
solution at ¢ = 0. In this way we obtain a three-dimensional boundary value problem
in an unbounded domain for a harmonic function describing the perturbed velocity
potential of the flow. Assuming that the solution can be represented by a suitable
Fourier expansion, we reduce the three-dimensional linear problem to a sequence of
boundary value elliptic problems in a two-dimensional strip for the Fourier coefficients.
The main difficulty in dealing with these problems is related to the presence of a second
order condition, the Neumann-Kelvin condition, on part of the boundary. In this case,
as shown in [6 - 8], it is necessary to introduce two additional conditions, depending on
two real parameters, for the existence of a unique solution. We discuss a particular form
of these conditions and prove uniqueness and regularity theorems for the corresponding
formulation of the problem. In particular, we prove unique solvability for every value of
the velocity at infinity (upstream) with the exception of a known sequence, depending
on the dimensions of the channel and on the length of the obstacle; the solution has
(in general) oscillations at infinity downstream. Similar results has been obtained in [7,
8] for the plane Neumann-Kelvin problem with different kinds of additional conditions.
Moreover, we show that for smooth enough obstacle’s shapes the solution is continuous
up to the boundary of the strip and that the trace on the linearized free boundary has
continuous derivative. Finally, we discuss the conjecture (supported by the results of
[17]) that for a unique pair of values of the parameters in the additional conditions the
gradient of the solution is continuous in the closed strip.

The paper is organized as follows: in Section 2 we write the equations for the three-
dimensional flow potential and describe the linearization procedure for the case of a flat
obstacle; from the resulting linear problem (problem P) we deduce the sequence of two
dimensional elliptic problems (for the Fourier coefficients of the potential) and provide
a well-posed formulation for a generic problem in the sequence (problem Py ,).

In Section 3 we prove some a priori properties of the solutions of the two-dimensional
problem. In particular, we show that in general there are non-trivial oscillations at
infinity behind the obstacle. The properties of finite energy solutions are also considered.
In the subsequent Sections 4 - 5 we prove theorems on the unique solvability and on
the regularity of solutions, starting from the discussion of a variational problem for
finite energy solutions. Finally, in Section 6 we provide sufficient conditions for the
solvability of the linearized three-dimensional problem and discuss the relevance of the
results obtained for the nonlinear problem.
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2. Statement of the problem

We choose a reference frame such that the z-axis is directed as the unperturbed flow,
the undisturbed free surface is represented by

Doz{(x,y,z): reR, 0<y<L, z:O}
and the channel’s bottom is the plane region
{(w,y,z) creR, 0<y<L, z:—H}.
We assume that the surface of the obstacle is described by the equation

z=c¢ef(z,y) (2.1)

where € > 0 is a small parameter and f is a C'! function defined in a domain Dy C Do.
We take

D ={(z,y,2): 2€J, 0<y<L, 2=0}

where J C R is an interval containing the origin. We further assume that f is strictly
negative for = in some subinterval contained in J (see Figures 1 and 2). The fluid surface
has equation z = h(x,y), where h is an unknown function defined on a disconnected
subset Dy C Dy.

Figure 1: Longitudinal section of the system fluid - obstacle

We set
Dy ={(z,y,2): 0<y <L, x<g_(y), 2=0}

U{(z,y,2): 0<y <L, 2>g:(y), 2=0} (2.2)

where the two curves z = g4 (y) (0 <y < L) represent the projection on the plane z = 0
of the lines where the free surface meets the obstacle. Then, we have the conditions

g+(y) € J, 9_(y) <0< gy (y) and

h(g+(),y) = ef(9=(v),y)  (0<y < L). (2.3)
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Figure 2: Channel and obstacle cross sections at x = 0

The functions g+ are also unknown and their determination is part of the problem.
We denote by 2 the region filled with the fluid, i.e.

TEeER, 0<y<L

Q=4 (z,y,2)| —H<z<ef(z,y)if g-(y) <z <g4+(y) : (2.4)
—H <z<h(z,y)if » < g_(y) or x > g1 (y)

Assuming the flow irrotational, we can state the problem in terms of a velocity
potential ®, which must be a harmonic function in £ by incompressibility. Further
conditions on ® follow by additional assumptions on the interaction of the fluid with
the obstacle and with the channel’s boundaries. In the case of a rigid obstacle, at every
wetted point of its surface the velocity vector V@ lies in the tangent plane. Similarly,
we require the vanishing of the components of V& orthogonal to the channel’s bottom
and to the lateral walls, respectively. Moreover, it is known that the velocity field must
be tangent at every (regular) point of the free surface. Finally, the height of a point
on the free surface is related to the velocity field at the same point by the Bernoulli
condition (see equation (2.5) below).

Then, the problem has the following form: find two real functions g, > 0 and
g— < 0in [0, L], a real function h in D} and a harmonic function ® in  such that

%\V@(x,y, h(z,y))|? + gh(x,y) = const  for {2 igf(yl; or &> g4 (y) (2.5)
V&(z,y,h(z,y)) -n, =0 for {2 ZZ?;; or z > g4 (y) (2.6)
Vo(r,y,ef(,y)) ng=0 forO0<y<L,g (y) <z<gi(y) (2.7)

P, (x,0,2) = ®y(z,L,2) =0 (2.8)

b, (r,y,—H) =0 (2.9)

mli}r_noo Vo(z,y,z) = ci (2.10)

lim h(xz,y) =0 (2.11)

r—r— 00
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where . .
nh(xay) = h:l:(x7y) 1+ h’y(xay).] -k

nf(l’,y) = 5f$(x7y)i+5fy(x7y)j - k.

Equations (2.5) - (2.6) are, respectively, the Bernoulli condition and the kinematic
condition on the free surface. Equations (2.7) - (2.9) represent the previously discussed
boundary conditions on the obstacle and on the channel’s walls. Equations (2.10) -
(2.11) state that the fluid is unperturbed at infinity upstream. Finally, we recall the
condition (2.3) connecting the free surface and the obstacle.

Taking account of the limit conditions (2.10) - (2.11) in relation (2.5) we find that
the constant at the right-hand side is %02. As one can readily check, when ¢ = 0 problem
(2.5) - (2.11) has the solution

O(z,y,2) =cx

h(z,y) =0

so that in the limit case of a rectangular plate the problem is solved by the free parallel
flow. For small enough ¢ it is reasonable to look for small perturbations of the above
solution. Then we introduce new variables ¢ and h through the relations

O =cr+eyp

- 2.12
h = ¢h. ( )

Clearly, the function ¢ has to satisfy
Ap =0 (2.13)

in Q.

In order to get a well defined linearized problem, we must specify the limit for
¢ — 0 of boundary conditions (2.5) - (2.11). Let us first consider the particular case
f(z,y) = fo(z) in condition (2.7); this corresponds to an obstacle with longitudinal
section independent of y. In this case it is reasonable to assume that a small perturbation
of the free parallel flow is described by a solution independent of y, so that we can put
o(z,y,2) = po(z,z) and h(z,y) = ho(x) in (2.12). Consequently, the functions g+ in
relations (2.2) - (2.7) will be equal to the (unknown) constants x4. Then, letting e — 0
and assuming that x4+ — 4, we get from (2.5) - (2.7) the limit conditions

Ozo(,0) + Zho(x) =0 (x>T4, 0 <Z_) (2.14)
0.00(x,0) =chy(z) (x>T4, <T_) (2.15)
D.00(x,0) =c fi(z) (Z_- <z <Ty). (2.16)

These boundary conditions, involving the (two-dimensional) potential ¢g, are more
conveniently written in terms of the harmonic conjugate field components uy = 0.0
and vg = 0,¢q as

ug(x,0) + Zho(z) =0 (x>Zp,x<T_) (2.17)

vo(z,0) = chy(x) (x>Zp,x<T_). (2.18)
vo(z,0) = ¢ fi(z) (T- <z <Ty). (2.19)
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Moreover, differentiating (2.17) and using (2.18), we can eliminate the unknown function
ho and obtain

8mu0(:1:,0)+c%vo(a:,0) =0 (x>Z4,x<Z_).
By the Cauchy-Riemann equations, we now get the condition
0,vp(x,0) — %vo(a:,O) =0 (x>T4, 0 < ). (2.20)
Finally, from (2.9) - (2.11) we easily obtain the additional boundary condition
vo(z,—H) =0 (x € R) (2.21)
and the asymptotic conditions

xli)moo uo(x, z) = Ili)moo vo(zx, z) = 0. (2.22)
Summing up the above discussion, the linearized problem in the case of an obstacle
with constant longitudinal section amounts to find a harmonic function vy (= 0.¢g) in
a two-dimensional strip, satisfying boundary conditions (2.19) - (2.21) and asymptotic
condition (2.22) (with its harmonic conjugate). The unique solvability of this problem
have been stated in both the cases of supercritical (i.e. ¢ > y/gH) and subcritical (i.e.
¢ < +/gH) flow velocities (see [14]). By these results, the proof of the solvability of
the two-dimensional nonlinear free boundary problem has been achieved (at least for
the case ¢ > /gH, see [12]). As a consequence, it can be proved that for every datum
efo(x) in (2.7) (independent of y and smooth enough in z) there exist two functions
vo = wo(z,2z) and hg = ho(z) and constants x4 with the following properties:

1) For small enough ¢, the set of four functions ¢ + epq, chg, y — g+(y) = x4
is a solution independent of y of the nonlinear, free boundary problem (2.5) - (2.11)
with additional condition (2.3). Moreover, ¢q is harmonic in a C' domain (the upper
boundary being a C! streamline formed by the profiles of the obstacle fy and of the free
boundary hg, see [12]) and with continuous derivatives up to the boundary.

2) For € — 0, the values x4 tend to finite limits 4 € J, with Z_ < 0 < Z4, and ¢
converges to a harmonic function in the two-dimensional strip R x (—H,0), satisfying
the linear boundary value problem (2.19) - (2.21).

Let us now go back to the three-dimensional problem and make the further assump-
tion that the function f in (2.1) has the form:

f(@,y) = folx) + e F(z,y) (2.23)

where 0 < a < 1 and F is defined in Dy (see below equation (2.1)). Hence, it is
reasonable to look for a perturbed field ¢ which, in the limit ¢ — 0, approaches a
solution independent of y. This in turn justifies the assumption that the two functions
g+ in (2.2) - (2.7) tend to finite constant limits for € — 0. More precisely, we will write
for the perturbed field and the free boundary in (2.12)

o(z,y,2) = po(z,2) + eV (z,y, 2) (2.24)

h(z,y) = ho(x) + e*=E(z, y) (2.25)
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where ¢ and hg satisfy properties 1) and 2). Then condition (2.3) is satisfied in the
limit ¢ — 0 if the two functions g+ converge to the constant limits £+ (depending on
o). Assuming this, let us consider conditions (2.5) - (2.7) up to the terms of order
glt@ Letting ¢ — 0 and taking account of (2.14) - (2.16) we find that the function
VU is harmonic in the three-dimensional domain R x (0, L) x (—H,0) and satisfies the
boundary conditions

V. (z,y,0) + 2E(z,y) =0 (r<Z_,x>24,0<y<L) (2.26)
U, (z,y,0) =cZy(x,y) (x<z_,xz>24,0<y<L) (2.27)
U, (x,y,0) =cFu(x,y) (- <zx<ii,0<y<L). (2.28)

Note that, due to our choice of the exponent « in (2.23) - (2.25), the limit problem
for the perturbed potential ¥ depends on the first order term ¢g only through the two
constants 4. We can get rid of the unknown function E, differentiating (2.26) with
respect to x and using (2.27). Hence we obtain

Uoo(r,,0) + 5V, (2,9,0) =0 (z>24,2<2_;0<y<L). (2.29)

The above relation is the well known Neumann-Kelvin condition for the (perturbed)
velocity potential ¥ [6 - 10].

Finally, again from (2.8) - (2.11) we get the additional boundary conditions

U, (x,0,2) =V, (x,L,2) =0 (xeR,—H < 2<0) :
U, (z,y,—H)=0 (xeR,0<y<L) (2.31)

and the asymptotic condition

lim VV¥(z,y,2)=0. (2.32)

r——00

Thus, the "flat obstacle linearization” of the flow equations lead us to the following
boundary value problem:

Problem P. Find a harmonic function ¥ in the three-dimensional domain ¢ =
R x (0,L) x (—H,0) satisfying boundary conditions (2.28) - (2.31) and asymptotic
condition (2.32).

The geometry of the domain 2y and conditions (2.30) lead us to represent a solution
of problem P by a Fourier expansion of the form

- mm
\IJ(.CE,y,Z) = Z wm(lC,Z) COS (Ty) (233)
m=0
Correspondingly, we will write
= mm
Flx,y) = Z Fm(x) cos (Ty) (2.34)
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Then, assuming that the right sides of (2.33) - (2.34) are convergent and (two times)
term-wise differentiable up to the boundary of €, we find that the Fourier coefficients
Y, solve the two-dimensional problems

2.2

At (2, 2) = mL—;T@Dm(x, 2) ((z,2) € R x (—H,0)) (2.35)
Orstom (2,0) + 500 (2,0) =0 (2> 54,0 <7) (2.36)
0.¢bym (2, 0) = cf;,l(x) (G- <z <iy) (2.37)

Dstbm (2, —H) = 0 (z € R) (2.38)

lim Y(2,2) = lim Vi (z,2) =0 (2.39)

with m > 1. For m = 0, only the condition lim,_,_, Vi)g(z,z) = 0 is required in
(2.39); in this case, we have the same problem solved by ¢o. For m > 1 we have a
boundary value problem in a two-dimensional strip for the elliptic operator (—A + A,;,)
where \,, = % As clarified in [6 - 8] for the Neumann-Kelvin problem, relations
(2.35) - (2.39) must be supplemented with two conditions at the obstacle endpoints in
order to get a well-posed problem; we will show later (see also [7]) that for smooth
enough boundary data a solution of problem (2.35) - (2.39) is continuous at the points
(£x0,0). Then we can state:

Definition 2.1 We say that a function v, is a solution of problem Py, (m > 1)
if it satisfies conditions (2.35) - (2.39) and

wm(i':b O) = Q4, at+ € R. (2_40)

The role of (2.40) in connection with problem P above will be discussed in the last
section.

Remark 2.1 Note that no additional conditions are required in problem Py, since
it can be solved in terms of the harmonic conjugate field components (see (2.19) - (2.22)
and the subsequent discussion) avoiding the Neumann-Kelvin condition (2.36); in this
way, one selects the ”least singular potential” which has continuous derivatives up to
the boundary.

In this paper we provide a precise statement of problem Py, (m > 1) and discuss
its unique solvability in a suitable functional space of Sobolev type; to this aim, some
definitions and notations are in order. We first note that, possibly translating the origin,
we can take T3 = +x( in (2.36) - (2.37). Moreover, we will drop the index m in all the
equations and consider the problem for a generic A > 0 and with a Neumann datum G.
Finally, we put v = %.

Let us now denote the strip
Sp={(z,2) eR*: —H < 2 < 0}.

We will call B =R x {—H} the bottom. On the upper margin R x {0} we denote by
I the open interval (—zg, o) x {0} and set F' = {R\[—z0, zo]} x {0}. Then, for every
fixed A > 0 and v > 0, we consider the following problem.
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Problem P, ,. Given a function G € L?*(I) and two real numbers o, find v
satisfying ¢ € H'(A) for every bounded domain A C Sy, and such that

A = Mp in Sy (2.41)
Y.=G onl (2.42)
Vpw + v, =0 on F (2.43)
v, =0 on B. (2.44)
Moreover, the trace 1|z is continuous up to the points (£, 0) and
Y(£20,0) = . (2.45)
Finally, v fulfills the asymptotic conditions
im (z,z) = lim |Vi(z,2)[=0 (2.46)
uniformly with respect to z € [-H, 0] and
sup (e, )| + [Ve(a, 2)]) < o (2.47)

(z,2)eSH\A

where A is any neighborhood of I.

We will discuss the solvability of the above problem for every positive value of A
in (2.41) and of v in (2.43). We remark that the solutions of problem Py, must be
locally in H' and bounded together with their derivatives outside any neighborhood of
the beam (inequality (2.47)). The first condition is necessary for the local finiteness
of the kinetic energy of the perturbed potential (2.33). The latter one can be related
to the boundedness of the velocity field VWU, at least outside any neighborhood of the
obstacle. Finally, note that we only require continuity of the trace on F' in order to give
meaning to (2.45).

3. The two-dimensional problem:
a priori properties of the solutions

In the present section, we discuss some a priori properties of the solution to problem Py ,,
which play a crucial role in the proof of solvability. To begin with, we shall consider in
more detail the asymptotic properties. Let us denote with 6 the characteristic function
of the interval (0, 400). Then we have

Proposition 3.1. Let ¢ € H. (Sy) be a solution to problem Py . Then, for any

loc

neighborhood A of I, 1 is smooth in S\ A and there are real constants A and B such
that

sup eV Atatlelly(z, 2) — 6(2) [Asin(prz) + Beos(uaz)] coshlva(z + H)]| < oo (3.1)
Sr\A
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where oy € (0, 57) and vy > VA satisfy, respectively,

tan(agH) = + (a0 + 2-) 3.2
tanh(vy H) = 1 (v) — %) (3.3)

and
px =\/V3 — A (3.4)

Proof. The smoothness properties of 1 follow by standard regularity results for
weak solutions of elliptic boundary value problems. Let us fix R > x¢ and solve equation
(2.41) with boundary conditions (2.43) -(2.44) by separation of variables in the regions
(R,00) x (—H,0) and (—oo, —R) x (—H,0). In this way, we will get series expansions
for ¢ in the two regions (see [14]). By elementary calculations, we have the following
eigenvalue problem (see also [3]) depending on the two parameters A\ and v:

~2"(z) = KZ(2) in (—H,0)
AZ(0) + vZ'(0) = —/@Z(O) . (3.5)
Z'(-H) =0

It can be shown that this problem is self-adjoint (in a suitably defined Hilbert space,
see Remark 3.1 below). We find a unique negative eigenvalue & = —v)2 < —\ where v,
is the unique (positive) solution of equation (3.3). The relative eigenspace is generated
by the function

Z(z) = cosh[vy(z + H)].

Moreover, there is a sequence of positive eigenvalues k, = a2 (n > 1) with

tan(a, H) = L (o, + %), an € (n—1)%,(2n—1)5) (3.6)
whose eigenspaces are generated by the functions
Zn(z) = cos[a,(z + H).
Then, equations (2.41), (2.43) - (2.44) are satisfied by the functions
Yo (2, 2) = eFVATOR cos|an, (2 + H))
3 (x, 2) = cos(urx) cosh[vy(z + H)] (3.7)
32(x, z) = sin(uax) cosh[vy(z + H)).

Taking account of asymptotic condition (2.46) - (2.47) we obtain the expansions

[Asin(uaz) + Beos(uaz)] coshlva(z + H)]

Wz, 2) = +300 ane” VAT cos|ay, (2 + H)) ifx >R (3.8)
S bpeVATORT cosay, (2 + H)) if r < —R

where the coefficients A, B and a,,, b, are uniquely determined by ¥(R,-) and ¥(—R, )
n [—H,0]. Then the proposition follows il



Solvability of a Plane Elliptic Problem 367

Remark 3.1. Let us define the bilinear form

0
1
(u,v)x, = / u(2)v(z)dz — —ux,0a (3.9)
_H 14
in L?(—H,0) where
y 0
D S h H))dz.
Uy, cosh (s ) /_H u(z) cosh(vy(z + H)) dz

By Holder inequality and by (3.3) it follows that (3.9) is a positive scalar product (see
also Lemma 4.1 below). Let us now consider the domain D of the C? functions satisfying
u'(—H) =0 and u(0) = uy , and define (T'u)(z) = —u"(z) for u € D. Using again (3.3)
it is readily verified that (u”)x, = vu/(0) + Au(0) for every u € C2. Then we can
consider (3.5) as the eigenvalue problem for T. As can be readily verified, the operator
T is symmetric (with respect to the scalar product (3.9)) and the associated quadratic
form
0 A
q(u,v) = / o (2)v'(2) dz + ;u(O)v(O)
—H

is positive (actually, it is equivalent to the scalar product of H!(—H,0) by the Poincaré
inequality). By standards results [1, 2], for any A > 0 and v > 0 the functions Z and Z,,
form a complete system, orthogonal with respect to scalar product (3.9). In particular,
we have the relations

/_H cos (an(z + H)) cos (am(z + H))dz = % cos(ap H) cos(ay, H) (3.10)

for n # m.

Remark 3.2. By Proposition 3.1, it turns out in particular that a solution to
problem P, , is also bounded in the strip Sy outside any neighborhood of the interval
I. Furthermore, from (3.8) it follows that any solution ¢ € H'(Sg) of problem P ,
satisfies the bound

sup eVAtaTlzly (2. 2)| < oo (3.11)
|z|>R,—H<z<0
for every R > x.

Solutions satisfying (3.11) will be called waveless solutions of problem P, ,,, since the
corresponding flow does not produce wave pattern at infinity behind the obstacle (see
[9, 13]). Finally, we remark that such solutions satisfy a further property, which play a
crucial role in our proof of the solvability of problem P, , in the following sections.

Proposition 3.2. If¢ € H'(Sy) solves problem Py, then for any x with |x| > zq
the equation

(@, 0) = — )/_Hw(a:,s)cosh[uA(s—i—H)] ds (3.12)

cosh(vyH
holds.

The proof follows by Green’s theorem, taking account of the boundary conditions
and of (3.11) (see also [13, 15]).
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4. A variational problem for waveless solutions

In this section we consider a weak formulation of problem (2.41) — (2.45) in a suitable
Sobolev-type space contained in H!(Sy). Although a solution of problem Py, does
not in general belong to H' (see (3.1)), it turns out that existence (and uniqueness) of
variational solutions is the basic result for the proof of the solvability of problem P, ,
in the next section.

Let us consider the space of the restriction to Sy of functions xy € C§°(R?) and
make the closure with respect to the norm

Il = /S (VX + [x[?) dedz + /F e [?de. (4.1)

We denote by H(Sp) the resulting space. Note that, for the sake of simplicity, we
used in the above equation the symbol x, to denote the (weak) derivative of the trace
X(z,0) on F. Actually, the trace of the partial derivative x, need not exist for a generic
x € H(Sg). On the other hand, the trace x(z,0) is absolutely continuous on F (with
square integrable derivative in F') so that it is meaningful to consider the limits x(£xg,0)
of x(z,0) when x — x(‘; and x — —x , respectively. We will denote by Hy the closed
subspace of functions y € H such that x(£xg,0) = 0. Assume now that G € L(I) in
(2.42) (more generally, we can take G € H2(I), see below). Then multiplication of
(2.41) by a test function in Hy and integration by parts taking account of (2.42) - (2.44)
lead us to the relation

/ (V¢ -Vx + )\wx)dllidz — % / Ve X2dr = /QX dx. (4.2)
Sy F I

For any pair of real constants a4 let us fix 1, € H such that ¥, (£x9,0) = a4.
Then we can state our weak form of problem P ,:

Given a4 € R and G € L?(I), find vy € Ho such that 1) = 1 + 1), satisfies (4.2),
that is

| (Ve Vxt Mo dedz - & [ vooxada

S F (4.3)

= —/ (Vipa - VX + Mpax)dzdz + %/ Vo XodT + /QX dx
SuH F I

for every x € Hp.

It is readily verified that the left-hand side of (4.3) is a continuous bilinear form in
H(Sy) endowed with norm (4.1). Moreover, the right-hand side is clearly a bounded
linear functional on Hy. However, it is not difficult to see that the bilinear form is not
coercive in this space. To overcome this problem, we remark that the a priori condition
(3.12) suggests a possible subspace of Hy where coercivity is restored. As it will be clear
in the sequel, the delicate point is to check whether a weak solution in this subspace is
a (finite energy) solution of problem Pj ,.
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Therefore, we set
Z,
Vo= vY€eHo: Y(z,0) = —%—+ Y(x,s)coshlva(s+ H)|ds (|x| > zo) . (4.4)
H

coshvy H

We note that the condition defining the subspace Vj is meaningful since, as previously
remarked, the trace on F' of a function in H(Sy) is continuous up to the points +z.
W

We have now

Lemma 4.1. For every pair of constants A > 0 and v > 0, the bilinear form

a(, X) = /S (V4 - Vx + Adby) dedz — L /F Poxnde (4.5)

18 coercive on V.

Proof. Differentiating the condition in (4.4) we get

0
vl 0) = /_ (o 3) coshlp s + ) ds (4.6)

which holds in L?(F) for every ¢ € V. By the Holder inequality, we get
1
- / [a(, 0)|*da
vVJF
v
<

< W/F{/_OHCOSM(W(HH))CZS /_OH |w$(x,s)|2ds}dx

1 vH v
—(—————— + = tanh(v, H) ) ||V % )
- 2<cosh2(l/>\H> U (3 )>” ez

Eliminating v using (3.3) we find the identity
vH v A 2u\H
——i——tanhl/H:(l——)(l-l——, )
cosh®(vaH) = vx (vAH) v} sinh(2vy H)

Thus, the coefficient in the last inequality is strictly less than one for every A > 0 and
vy > 0. Hence, our claim follows B

The above result lead us to consider the restriction of (4.3) to the subspace V.
Thus, we introduce the following

Definition 4.1. A function ¢ € H is a solution of the problem II, , if, given a
function G € L?(I) and a pair of real constants a, the following conditions hold:

a) 1 solves (4.2) for every x € Vj.

b) w<:|:x070) = Q4.
c) 1 satisfies the relation

Y(2,0) = oomorm /_H Y(x, s) coshlvy(s + H)] ds (4.7)

for every |z| > xg.

Now, we can prove
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Theorem 4.1. There is a unique solution in H of problem II, , .

Proof. By Lemma 4.1 and the Lax-Milgram theorem, given v, € H with ¢, (£x¢,0)
at+ and G € L?(I), there is a unique solution ¢y € Vj of equation (4.3), for every
x € Vo. We now show that v, can be chosen to satisfy (4.7). Let ¢, € H'(R) such
that ¢n(+z9) = ax and let n be a smooth function on [—H, 0] satisfying 7(0) = 1 and

0
m/ n(s)coshlva(s + H)]ds = 1.
—-H

Then, our claim follows by taking ta(z,2) = ¢a(z)n(z). Now, it is clear that ¢ =
Yo +1), satisfies (4.2) (for every x € V) with the additional conditions 1, (£zo,0) = ax
and (4.7). Finally, if ¢ is another solution of problem IIy, with the same data, the
function ¢ — ¢ belongs to Vj and solves the homogeneous equation (4.3). Then v=1u1

The next step is to investigate the properties of a weak solution given by Theorem
4.1.

Proposition 4.1. Let ¢ € 'H be a solution of problem Il ,. Then 1 satisfies the
boundary conditions (2.42) — (2.44) and there exist real constants oy such that

(=A 4+ N(z, 2) = [046(x — m0) + 0_0(z + 20)] coshlva(z + H)]. (4.8)

Moreover, ¢ satisfies bound (3.11) and therefore it vanishes as |z| — co.

Proof. We first prove (4.8). For this let us consider a test function ¢ € D(Sg)
satisfying

0
/ (20, 2) coshlva (= + H)] dz = 0 (4.9)
—H
and define
x(z,2) =
o(z, 2) if |x| < g
o(xz,2) + Ky fEH o(x,8) cosh[va(s + H)|ds cosh[vy(z+ H)| if || > xo

where

2 {I/>2\ + Asinh(2v3H) 1}—1

Ky=—
A HWI X 2H

By (4.9) and an elementary calculation, it can be verified that yx is continuous and
belongs to the subspace V{ defined in (4.4). Then we get

/ [VyVx + x| dzdz
SH
Sy (4.10)

= % cosh(z/,\H)/F@bx(x,O)(/oH vz (x, s) cosh[vy(s + H)] ds) dx.
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On the other hand, by direct calculation, using (4.7) and integration by parts with
respect to z, we also obtain

/ VoV + A dedz
SH
_ / (VY + Aby] dzdz
SH

+ 22 comontt) [ v 0)( [ uliss)coslins + 1] ds )t

2
A
+ K |:I/)\ sinh(vyH) — V—;‘ cosh(vyH) + > cosh(uAH)}

/1/) z,0) (/ o(z, s) cosh[va(s + H)| ds)dx
0
= —cosh (vaH) / VY (z,0) (/ z(x,s)cosh[va(s + H)] ds> dx
—H
where the last identity follows by (3.3). Comparison with (4.10) yields
/ Vi) Vo + Mpp|dedz =0 (4.11)
SH

for every test function ¢ satisfying (4.9). In particular, (—A + A)p = 0 in Sy N {x #
ZEIE()}.

Let us now fix ny € D(Sy) such that suppny C {x > —z¢} and
0
/ no (o, s) cosh[va(s + H)]ds = 1.
—H

Then for every ¢ € D(Sy N{z > —xp}) the function
0

volx, z) = o(x,2) —no(x, 2) /H ©(x0, s) coshlvy(s + H)] ds

belongs to D(Sy) and satisfies (4.9). Therefore,
/ [V Vo + A\ ol dedz = 0.
SH

Now, by defining
oy = / [VYVng + o) dedz
SH

we find
0

/ ViV + Mol dzdz = o4 / coshlvy(s + H)]p(xo, s) ds (4.12)
Su -H
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for any smooth ¢ with support contained in the half strip Sy N {z > —xz¢}. This
statement and the analogous one for functions with support in Sy N {z < z¢} are
readily shown to be equivalent to (4.8).

We now check boundary conditions (2.42) - (2.44). To this aim we remark that
every restriction to Sy of a function x € D(R?) with support non-intersecting the lines
x = 2 can be represented in the form x = xo + ¢1 on Sy where xo € V; and ¢, is a
smooth function with support in Sy N {x # z¢}. In fact, this follows by setting

0 v
p1(x,2) = { /_H x(z,s)cosh{va(s + H)| ds — Mx(aa O)}C(Z)

where ¢ € D(—H, 0) satisfies fEH ((s)cosh[va(s+ H)]ds = 1. Then, by (4.11) and (4.2)
we obtain

ViV x + Mpx] dzdz = / Vi)V xo + Mbxo] dedz
Su

= %/ 1/1mX0xd$+/XodSC
F g

:%/@Z)wxmdx-l—/xdx
F g

for every smooth x with support in Sz N {x # z¢}. Now boundary conditions (2.42) -
(2.44) follow by standard arguments.

SH

Finally, since v is in ‘H and satisfies (3.1) for |z| > x¢, the conclusions of Remark
3.2 apply so that v satisfies (3.11) B

The following result is crucial for the discussion of the next section.

Proposition 4.2. Given a function G € L?(I) and a pair of real constants o,
there is a unique function ¥ € H(Sg) satisfying equation (4.8), boundary conditions
(2.42) — (2.44) and additional condition (2.45). Moreover, if G € HY?(I) in condition
(2.42), the trace ¥ (x,0) has continuous derivative on F' up to the points (£x¢,0), and
the constants o in equation (4.8) are given by

O — 00—

2
= C’(z/,\){ /IO [1/,\ sinh(vaH)y(z,0) — cosh(u,\H)g(x)] sin(uxz) dx

—x

sin(paxo)

+ % cos(pxxo) cosh(vyH)(ay — a_) (4.13)
— % sin(paao) cosh(vaH) [¢. (g, 0) + ¥z (—24,0)] }

and

oy +o
2

= C(I/)\){ /l‘o [I/)\ sinh(vyH)y(z,0) — cosh(uAH)g(x)] cos(urz) dz

—x

— cos(puazo)
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_ sin(paxo) cosh(vyH)(ay + o) (4.14)
v

_ %COS(kao) cosh(vaH) [tz (27, 0) — tho(—ag, 0>]}

where .
C(vx) = va[vaH + sinh(vyH) cosh(vah)] .

Proof. We note that for any function 1 satisfying equation (4.8) one has

/ X(—A + N dzdz
SH

0

0
=0y /H X(zo, z) cosh[va(z + H)]dz + o /H X(—xo, z) cosh[va(z + H)] dz

_ %:AH) (04 x (0, 0) + 7 x(—0,0)]

=0

for every x € V. Assume now that (! satisfies the same boundary conditions as ¢ and
solves equation (4.8) (with constants ail )). Then integration by parts in the previous
relation shows that ¢ — /(1) is a solution of the homogeneous problem ITy .. Hence,

p) =y,

Let us now define the function

d(x,2) =(xz,2) + a—+9(m — o) sin[uy(x — xg)] cosh[vy(z + H)]
HA (4.15)

_ Z_;Q(—x — xo) sin[ux (2 + zo)] coshlvy(z + H)] :

By direct computation and by (4.8) we get (—A + A)¢p(z,2) = 0 in Sy. Moreover, ¢
belongs to H}. .(Sg) and satisfies the same boundary conditions as 1. Suppose now that
G € Hz(I) and consider a small neighborhood B of the point (zg,0) in Sy. Defining
T = 0BN{z = 0}, we can regard Z as a polygonal boundary with angle w = 7 at (z¢,0).
Then the function ¢ satisfies

Ap(z,z) = Ap(x, 2) € Hl(B)
¢-(,0) = G(x) € HZ(ZN1)
Gua(2,0) = —vd,(2,0) € H 2(INF).

Now we can apply regularity arguments (see [14] and references therein) relying on
known results for elliptic problems in polygonal domains [4, 5] and conclude that

¢(x,2) — Cr2 cos § € H*(B) (4.16)

where C' is a constant and (r,6) equal the polar coordinates around the point, with
@ =0on I and § = w on F. In particular, one gets from (4.16)

¢z, 2) — Crz sin § € H'(B).
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Letting § — 7 we find that ¢.(z,0) — Clz — xo|~2 belongs to Hz(Z N F). Using again
the boundary condition on F' we conclude that

¢4(7,0) — Clz — 20|2 € H2 (TN F).

Obviously, an analogous result holds in a neighborhood of (—x0,0). Hence, we have the
continuity of ¢,(-,0) on F. Recalling (4.15), the same is true for 1, (-, 0).

Finally, let Qo = (—x0,x0) X (—H,0) and consider the functions

1

2l

(x,z) = cos(puxx) cosh[va(z + H)]
?(z,2) = sin(uxz) cosh[vy (2 + H).

Y

Since ¢ and 4 (i = 1,2) satisfy (3.1) in Qq, we can apply Green’s theorem and obtain

/{)QO [ ' _ v‘g—f]dz —0 (4.17)

on

where dl is the line element on the boundary of Q)g. We can now explicitly evaluate
(4.17) using the boundary conditions and observing that (4.15) and the regularity of ¢
in Sy imply

gii% (Vo (20 + €, 2) — Yu(£x0 — €,2)] = —04 cosh[va(z + H)] (4.18)

for every z € (—H,0). Then by elementary calculations and taking account of (4.7) we
obtain (4.13) - (4.14)

Remark 4.1. From the uniqueness result of the above proposition, it follows that
problem P, , has a solution in H'(Sy) (waveless solutions, see Remark 3.2) if and only
if 0. = o0_ = 0. Moreover, the solution is uniquely determined by G and a..

As it is clear from the previous proof, the function ¢ defined in (4.15) satisfies the
requirements of problem Py, except asymptotic condition (2.46). Now, in order to
establish existence (and uniqueness) of problem P, ,, we will proceed as follows: first,
we prove that there exists a non-trivial, two-dimensional subspace of H. lloc(S p) made
of solutions of homogeneous problem (2.41) - (2.45). Then we show that a solution of
problem P, , can be obtained by adding to ¢ a suitable function in the above space, if
certain compatibility conditions hold.
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5. Existence and uniqueness of the solution to problem P, ,

To begin with, we introduce two special solutions of problem II, ,: We denote by 1)
the solution to problem IIy , with ay = fta, = £sin(urzg) and

G(x) = vy tanh(vyH) sin(ppx).
Similarly, 1. is the solution to problem II , with ay = a. = cos(urzo) and
G(x) = vy tanh(vyH) cos(purz).

Then, ¥ and 1), satisfy (2.42) - (2.45) with the above data in conditions (2.42), (2.45).
Moreover, by symmetry properties of the data and by uniqueness, we have ¢4(—z, z) =
—s(x, z) and Y.(—x, z) = V.(x, 2), so that ¥ and ). satisfy (4.8) with o, = —0_ = 0
and 04 = o_ = o, respectively. Finally, the regularity properties of Proposition 4.2
hold and from (4.13) - (4.14) we get the relations

Zo

ossin(puxxg) = C’(w\){ / vasinh(vaH) [¢s(x, 0) — sin(paz)] sin(paz) dx
e (5.1)

+ %[u,\ cos(pazo) — Vse (g, 0)] sin(pazo) cosh(y,\H)}

and

Zo

o cos(axo) = C(V,\){ / vy sinh(vyH) [wc(a:, 0) — cos(u)\x)} cos(urz) dz
oo (5.2)

_ %[lb\ sin(pazo) + Vs (23, 0)] cos(azo) cosh(y,\H)}

where C(vy) is the same as in Proposition 4.2.

Remark 5.1. It is worthwhile to remark that the functions 1, 1. and the constants
0s,0. depend only on xy, H and v. Moreover, the pairs v, 05 and 1., 0. can be explicitly
evaluated for special values of the parameter p5. In fact, let us choose iy = nZ- (n > 1)
and set

Pala,z) = { st Sm(ia) cosh[va (= + H)] - if o] < o

0 if |z| > 0.

Similarly, for uy = (n — )= (n > 1) we define

2%0

belz,2) = { cosh(lzo\H_) sin(ua) coshlva(z + H)| if |z| < x0

0 if |x| > xo.

Then it is readily verified by direct calculations that both these functions belong to
H and verify the required boundary conditions and equation (4.8). The corresponding
values of o, and o, are

o (n%) B (_1)ncosh (;(}I;—O) (5:3)
(0 WE) =V o T 50
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where n > 1. Then, our claim follows by Proposition 4.2.

Now, following (4.15) we define

Ps(,2) = Ps(, 2)
+ 2 [9(:1: — xo) sin[ux(x — z9)] + 0(—x — xo) sin[ur (z + x0)]
X
x cosh[vy(z + H)]

and

ez, 2) = Ye(z, 2)

n % 0(x — xo) sinfu(x — z9)] — O(—2 — x0) sinfux(x + :Co)]]

x coshlvy(z + H)).

Then the functions

cosh([va(z + H)]

Gu(0,2) = 6,2 —sin(pr) AL (5.5)
6o = 6l,2) — cos() At T (5:6)

solve the homogeneous problem (2.41) - (2.44) and satisfy
Cs(£x0,0) = ((£20,0) = 0. (5.7)

By exploiting the asymptotic behaviour of the functions (s and (. we will obtain a
condition of unique solvability to problem Py ,. To this aim, the next lemma is crucial:

Lemma 5.1. The representations

Cs(z,2) = [Assin(puaz) + B, cos(uaz)] cosh[va(z + H)| + §(, 2) (5.8)
Ce(z, 2) = [ £ Acsin(paz) + Be cos(paz)] coshva(z + H)| + (§(z, 2) (5.9)

hold for £x > x¢ where (§ and (§ are rapidly decreasing as |x| — oo and

__ Osg 1 — Os o1
As = e cos(pazo) — RNz By =—= sin(pxzo) (5.10)
A, = e cos(urzo) Be=—7= sin(pazo) — m

Proof. It follows by elementary calculations from (5.5) - (5.6) and recalling the
asymptotic properties of ¢, and 1. i

We can now state our condition of unique solvability:
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Proposition 5.1. Let A > 0 and v > 0 be given and let puy = \/Vi — X\, where vy,
is the solution of tanh(vyH) = L(vy — %) Assume that the condition
KX

cosh(vyH) (5.11)

05 cos(uazo) — oesin(urzg) #

holds, where o5 and o. satisfy (5.1) — (5.2). Then problem Py, is uniquely solvable.

Proof. We first prove uniqueness of the solution. For this, assume that g is a
solution to problem P, with G = 0 and that ¢o(£z0,0) = 0. Let Ay and By be the
coefficients of the oscillating terms in the asymptotic expansion (3.1) for 1. We apply
Green’s formula to 1 and to each of the functions ¢* and (¢ defined by (5.3) - (5.4)
in the bounded rectangle (—R, R) x (—H,0), with R > x(. Then, taking account of
Lemma 5.1, we get

0= lim [ [C*utbo — 00’ dl

R—o0 8QR

R—o0

= lim { / [CS(Z,O)@/JO’Z(l‘,O) - %(9070)@(%0)} dzx
[—R,—zo]U[zo,R]

0
[ [C R 0alR2) — (R zﬂdz}

—-H

_ lim {_g / [ (@, 0002 (2, 0) — o, 005, (2,0)]dz (5.12)
[—R,—zo]U[z0,R]

R—oo

+ / [gs(Ra Z)Tbo,x (R, Z) - wo(R, Z)C; (R, Z)} dz}

—-H

~ Jim {—HCS(RaOWo@(R,U)—wo(RaO)Ci(R:O)]

R—o0

b R R2) (R G (R )]s

—-H

Explicit calculation of the last term using representations (3.8) and (5.8) lead us to the
relation

/’L)\{l COShQ(l/AH) . 1 [H + COSh(V)\H) Slnh(V/\H):| }[ASBO B AOBS]

v 2 N

oot B (L Ay B Ve e
= ) 1 5 (1 V§> (1 + Sinh(sz)) [A By — AgBs] = 0.

Clearly, the above equation is equivalent to
AsBy — ApgBs = 0. (5.13)
An analogous calculation with (. and g gives

ABy — AgB. = 0. (5.14)
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System (5.13) - (5.14) is equivalent to Ay = By = 0 if and only if
AB. — AcBs # 0. (5.15)
By (5.10) this is equivalent to (5.11). In this case, 1o is a solution in H*(Sg) of the

homogeneous problem P, ,. Then 1y = 0 by Remark 4.1.

We now show that the same condition (5.11) guarantees the existence of a solution.
Take 1 as in Proposition 4.2 and consider the function ¢ defined by (4.15). For every
pair of real constants v and § we set

P = ¢ — ¢ - 5¢° (5.16)

where ¢ and (¢ are defined by (5.5) - (5.6). Then by Lemma 5.1 and recalling the
properties of ¢ one verifies that 1)(7%) satisfies all the relations of problem P, ,, including
asymptotic condition (2.46) if the pair (v, d) solves the linear system

YA, — 6A, = —— cos(urzo)
Hx

By — 6B, = 7= sin(puao).
2D

Clearly, this system admits a (unique) solution if and only if (5.11) holds B

We now investigate the validity of condition (5.11) as uy varies in the interval
(0,+00). By (5.3) - (5.4) we see that (5.11) fails for px = kg3~ (k > 1), that is for

vy = /A + (kg5 )?. We can prove that there are no other singular values of ix (or vy).

Lemma 5.2. For every vy and uy as in Proposition 5.1, the relation

25

cosh(v, 1) T D) sin(uazo) cos(urzo) - (5:17)

05 cos(uaxo) — oesin(purzg) =

holds where D(vy) > 0.

The proof is given in the appendix of [15] and is similar to the proof of an analogous
result [14: Proposition 4.8] for the case A\ = 0. We remark here that the crucial point
of the proof is the variational characterization of the weak solutions 15 and 1. defined
in Section 5 as the minimum points of the functionals representing the coefficients o
and o, respectively.

Theorem 5.1. Let A > 0 and v > 0 be a pair of constants and let puy = I//Q\ — A,
where vy is the positive solution of tanh(vAH) = - (vy — %) Assume that
T
k— k>1). 5.18
[ 7 520 (k=1) (5.18)

Then, for every G € L*(I) and ax € R, problem Py, is uniquely solvable. Moreover, if

g e H%(I), the solution 1) is continuous and bounded in the closed strip Sy, and the
trace ¥ (x,0) (|x| > xo) has continuous derivative up to the points (£xg,0).

Proof. Assuming (5.18), unique solvability of problem P, , follows by Proposition
5.1 and by Lemma 5.2. If G € H=(I) in condition (2.42), the regularity properties of
the solution can be readily verified from representation (5.16) and by the second part
of the proof of Proposition 4.2 i
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6. The solvability of the three-dimensional problem

In this final section, we discuss the solvability of the three-dimensional problem P (see
Section 2) in terms of Fourier expansion (2.33). We will also make some comments
on the physical interpretation of the results obtained. We point out that (2.33) solves
problem P if one can differentiate the series term by term and if each coefficient 1), is
a solution of problem Py (m > 0), with A\, = % Now, from Theorem 5.1 and by
elementary calculations (recalling that v = %) we find that problem P, is solvable for
every m > 1, provided ¢ # ¢y, (k> 1) where

2

1

2z g(m2 k )% m?  k?\27)?2
mge = =2 (0 ) b [wr (T 4 )] 6.1
Cmak k{ﬂ Iz T gz) T T (6.1)

Moreover, the solution 1, depends on two parameters fixing the values of ., (£xg,0)
and is continuous in a closed, two-dimensional strip, if the boundary datum in (2.37)

belongs to Hz (Z_, 7).

Remark 6.1. Note that the right-hand side of (6.1) depends on the geometric
features of problem P: the depth H and the width L of the domain €2y, and the length
of the interval (—xzg,z(). We further remark that (6.1) provides the correct ”singular
values” of the velocity also for m = 0 (see [14]). In this case we have ¢y < \/gH for
k > 1 so that the singular velocities are all subcritical.

Thus, if ¢ # ¢,k for every m > 0 and k£ > 1, we are left with the proof of suitable
estimates on the functions v,,, allowing differentiation term by term of series (2.33).
By the results of the previous sections, these estimates will depend on the functions F,,
(which are determined by the shape of the obstacle’s surface, see (2.34)) and by the
values of i, (£xo,0) with m > 1.

For the sake of brevity, we will not discuss the problem in this general setting
and consider only those functions F with finite number of terms different from zero in
expansion (2.34). Then, it is natural to require the additional condition t,,(£x¢,0) =0
for every m such that 7/ = 0. In this way, by Theorem 5.1, we have v, = 0 for the
same m so that also series (2.33) has a finite number of terms different from zero.
Clearly, in this case we get solutions of problem P, which however still depend on a
finite number of parameters (fixing the values of the perturbed potential ¥ on the lines
x = +x0,2 =0,0 <y < L). We conjecture that this arbitrariness could be eliminated
by looking for best regular solutions. Actually, recalling the results of Sections 4 and 5,
every solution ¢ of problem Py, with datum G € Hz(I) in condition (2.42) satisfies

¢ —Cyny —C_n_ € H*(Su) (6.2)

where C are constants and n4 are two functions defined in the strip Sy and vanishing
respectively outside a neighborhood of (£z¢,0). Moreover, by exploiting the boundary
conditions as in the proof of Proposition 4.12, it can be shown that every solution in
H?(Sy) (and with smooth enough boundary datum on the interval I) has bounded
and continuous derivatives up to the boundary of Sy. Hence, it is an interesting open
problem to find out if the values of ¥(£x¢,0) can be fixed in such a way that C =
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C_ = 0in (6.2). In that case, we could conclude that the solution with everywhere
bounded velocity field is uniquely determined.

We make a final comment on the interpretation of the condition ¢ # ¢;, x from the
point of view of the nonlinear problem discussed in Section 2. We note that, in the case
m = 0, relation (6.1) gives the values of the critical velocities for the existence of two-
dimensional water waves (in fluid without obstacles) bifurcating from the trivial parallel
flow and with wave lengths A; =~ 452 (see [18: Chapter 71]). On the other hand, by
our linearization assumptions (see Section 2) the boundary length of any longitudinal
section of the surface-piercing obstacle converges to the limit D = 2x( for € — 0. Then
we get the values 2% for the wave lengths at the bifurcation points cg ;. Thus, the
condition ¢ # co  appears as a “non-resonance condition” between the limit length
of the obstacle and the gravitational waves bifurcating from the free parallel flow at
the same velocity. For m > 0 we have a similar relation involving the dimensions of
the obstacle at ¢ = 0 (i.e. in the limit of a plane, rectangular domain) and the linear
steady waves in the channel. We stress that values (6.1) should not be considered as
singular velocities for the exact nonlinear problem. They rather suggest that, fixing
¢ > 0 and letting € — 0 in the equations of the nonlinear problem, the lines of contact
between the free surface and the obstacle cannot approach arbitrary limit positions if
the assumptions of Section 2 hold.
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