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Decay Bounds for Solutions
of Second Order Parabolic Problems

and Their Derivatives III

L.E. Payne and G.A. Philippin

Abstract. Further extending investigations carried out in previous papers, the
authors deal in this paper with another non-linear initial-boundary value problem
whose solution, without appropriate data restrictions, might blow up at some finite
time. The purpose of this paper is to determine conditions on the geometry and data
sufficient to insure that the solution remains bounded and with those conditions to
derive exponential decay bounds for the solution and its gradient.
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1. Introduction

Let u(x, t) be the classical solution of the initial-boundary value problem
∇(D(x)∇u)− u,t = −f(u) x ∈ Ω , t ∈ (0, τ)

u(x, 0) = g(x) ≥ 0 x ∈ Ω

u(x, t) = 0 x ∈ ∂Ω

(1)

supposed to exist for t ∈ (0, τ). In (1), Ω is a bounded convex domain in
RN , N ≥ 2, and f , g, D are given nonnegative functions. Clearly we have
u(x, t) ≥ 0 in Ω× (0, τ) as a consequence of the maximum principle. Without
appropriate data restrictions, the solution of (1) may blow up at some finite
time t∗ [1, 3]. The goal of this paper is to determine conditions on the data
and on the geometry of Ω sufficient to insure that the solution remains bounded
for all time and to establish exponential decay (in time) bounds for u(x, t) and
|∇u| under these conditions.
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The particular case D(x) = 1 has already been investigated in an earlier
paper [5] via a maximum principle that we are going to modify in order to cover
the more general case D(x) 6= 1.

The notations u,i := ∂u
∂xi

and u,ik := ∂2u
∂xi∂xk

will be used in the remainder of
the paper, and summation from 1 to N over repeated indices will be assumed.

Using these notations, we have for instance u,iu,i =
∑N

i=1

(
∂u
∂xi

)2

= |∇u|2.

2. A modified version of the maximum principle

The following lemmas are basic in our investigation.

Lemma 2.1. Let u(x, t) be a classical solution of the parabolic PDE

∇(D∇u)− u,t = −f(u), x ∈ Ω ⊂ RN , t ∈ (0, τ),

where f is a differentiable function assumed to satisfy the conditions

f(s) ≥ 0, f(0) = 0, f ′(s) ≥ 0,
f(s)

s
non-decreasing for s > 0, (2)

and D ∈ C2(Ω) is assumed to satisfy the condition D(x) ≥ D0 > 0 for x ∈ Ω.
Let Φ(x, t) be the auxiliary function defined as

Φ(x, t) :=
{
|∇u|2 + αβu2 + 2βF (u)

}
e2αt (3)

with F (u) :=
∫ u

0
f(s)ds. In (3), α and β are parameters subject to the restric-

tions

α ≥ α0 :=
ε

1− ε
max

Ω

{
N |∇D|2

4D(1− ε)
+

√
D,ikD,ik

}
(4)

β ≥ β0 :=
1

εD0

for some constant ε ∈ (0, 1). Then the function Φ(x, t) satisfies a parabolic
partial differential inequality of the form

LΦ := ∇(D∇Φ)− Φ,t + · · · ≥ 0 , (x, t) ∈ Ω× [0, τ ]\ω, (5)

where ω := {(x, t) ∈ Ω× (0, τ) | ∇u(x, t) = 0} is the set of critical points of u.
In (5) dots stand for terms containing first order derivatives of Φ.

Complement to Lemma 2.1: Suppose in addition that the function D is
concave in Ω, then Lemma 2.1 holds with

α0 :=
Nε

4(1− ε)2
max

Ω

|∇D|2

D
. (6)
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Proof. We compute successively

Φ,k = 2 {u,iku,i + αβuu,k + βfu,k} e2αt (7)

∇(D∇Φ) = 2
{
Du,iku,ik + (Du,ik),ku,i + Dβ(α + f ′)|∇u|2

+β(αu + f)∇(D∇u)} e2αt.
(8)

Differentiating equation (1), we obtain (D,iu,k + Du,ki),k = (Du,k),ki = u,ti −
f ′u,i, from which we compute

(Du,ik),ku,i = u,tiu,i − f ′|∇u|2 −D,iku,iu,k −∆u∇D∇u. (9)

Inserting (9) in (8) and making use of (1), we obtain

∇(D∇Φ) = 2
{
Du,iku,ik + [f ′(βD − 1) + αβD]|∇u|2

+ β(αu + f)(u,t − f)

+u,itu,i −D,iku,iu,k −∆u∇u∇D} e2αt.

(10)

Moreover, we compute

Φ,t = 2
{
u,itu,i + βu,t(αu + f) + α|∇u|2 + α2βu2 + 2αβF

}
e2αt. (11)

Combining (10) and (11), we obtain

∇(D∇Φ)− Φ,t = 2
{
Du,iku,ik + (Dβ − 1)(α + f ′)|∇u|2 − βf(αu + f)

− D,iku,iu,k −∆u∇u∇D − α2βu2 − 2αβF
}

e2αt.
(12)

We now combine the following two inequalities

u,iku,ik ≥ |∇u|−2u,iku,ku,iju,j = β2(αu + f)2 + · · ·

u,iku,ik ≥ (∆u)2

N

(13)

to obtain

u,iku,ik ≥ εβ2(αu + f)2 +
1− ε

N
(∆u)2 + · · · (14)

valid for arbitrary ε ∈ [0, 1], where dots stand for terms containing Φ,k. We note
that the last equality in (13) follows from (7) rewritten as u,iku,k = −β(αu +
f)u,k + · · · for k = 1, . . . , N. From assumption (2), we have

f(s) ≤ f(u)

u
s , 0 ≤ s ≤ u. (15)

Integrating both sides of (15) from 0 to u, we obtain the inequality

F (u) :=

∫ u

0

f(s)ds ≤ 1

2
uf(u). (16)
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Inserting (14) and (16) in (12), we obtain after some reduction

LΦ := ∇(D∇Φ)− Φ,t + · · ·

≥ 2

{
β(Dεβ − 1)(αu + f)2 +

D(1− ε)

N
(∆u)2

−∆u∇u∇D + (Dβ − 1)(α + f ′)|∇u|2 −D,iku,iu,k

}
e2αt .

(17)

Finally, we make use of the inequalities

D(1− ε)

N
(∆u)2 −∆u∇u∇D =

D(1− ε)

N

[
∆u− N∇u∇D

2D(1− ε)

]2

− N(∇u∇D)2

4D(1− ε)

≥ −N(∇D∇u)2

4D(1− ε)

≥ − N |∇D|2

4D(1− ε)
|∇u|2,

and D,iku,iu,k ≤
√

D,ikD,ik|∇u|2 to obtain the differential inequality

LΦ ≥ 2

{
β(Dεβ − 1)(f + αu)2

+

[
α(Dβ − 1)− N |∇D|2

4D(1− ε)
−

√
D,ikD,ik

]
|∇u|2

}
e2αt .

With β ≥ β0 :=
1

εD0

, we obtain

LΦ ≥ 2

{
α(1− ε)

ε
− N |∇D|2

4D(1− ε)
−

√
D,ikD,ik

}
|∇u|2e2αt ≥ 0,

valid for α ≥ α0 defined in (4). Moreover if D is concave in Ω, we may drop
the term D,iku,iu,k in (17), so that α0 reduces to (6).

We note that if D is constant in Ω, the inequality LΦ ≥ 0 directly follows
from (17) with ε := 1, β ≥ D−1, α ≥ 0.

As a direct application of Nirenberg’s maximum principle [4, 6], we conclude
then that under the assumptions of Lemma 2.1, Φ defined in (3) takes its
maximum value either

(i) at a point P̂ := (x̂, t̂) with x̂ ∈ ∂Ω, or

(ii) at a point P̄ := (x̄, t̄) ∈ ω, or

(iii) at a point P̃ := (x̃, 0), x̃ ∈ Ω.
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The next Lemma shows that the first possibility (i) implies (iii) under some
appropriate conditions.

Lemma 2.2. Assume that u(x, t) is the classical solution of problem (1), and
that D(x) satisfies the following boundary condition

(N − 1)KD +
∂D

∂n
≥ 0 , x ∈ ∂Ω, (18)

with ∂Ω ∈ C2+δ, where K is the average curvature of ∂Ω and ∂D
∂n

is the outward

normal derivative of D. Then the maximum value of Φ cannot occur at P̂ unless
the equality sign in (18) holds there, in which case the maximum will also occur
at P̃.

Proof. We compute the outward normal derivative of Φ on ∂Ω

∂Φ

∂n
= 2ununne

2αt , x ∈ ∂Ω. (19)

Since ∂Ω ∈ C2+δ, the differential equation (1) is satisfied on ∂Ω. Using normal
coordinates, we compute from (1)

D∆u +∇D∇u = D{unn + (N − 1)Kun}+∇D∇u = 0 , x ∈ ∂Ω,

from which we obtain

unn = −(N − 1)Kun −
1

D
∇D∇u , x ∈ ∂Ω. (20)

Combining (19) and (20), we obtain

∂Φ

∂n
= − 2

D

{
(N − 1)KD +

∂D

∂n

}
|∇u|2e2αt ≤ 0 , x ∈ ∂Ω,

in view of assumption (18), so that the maximum of Φ could occur at P̂ only
if ∂Φ

∂n
= 0 there. But from Friedman’s maximum principle [2, 6], we would then

conclude that Φ = const in Ω×(0, t̂), so that Φ would already take its maximum
initially.

3. Application to the linear case

The goal of this section is to derive explicit decay bounds for the solution u(x, t)
of problem (1) in the linear case f = 0. As a consequence of Lemmas 2.1 and
2.2, we know that the auxiliary function

Φ(x, t) := {|∇u|2 + αβ0u
2}e2αt
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with β0 = 1
εD0

, α ≥ α0, takes its maximum either at a critical point (x̄, t̄), or
initially. Suppose now that Φ takes its maximum at a critical point (x̄, t̄), i.e.
suppose we have

|∇u(x, t̄)|2 ≤ αβ0[u
2
m − u2(x, t̄)] , x ∈ Ω, (21)

with um := maxΩ×[0,∞) u < ∞. Rewriting inequality (21) as

|du(x, t̄)|√
u2

m − u2(x, t̄)
≤

√
αβ0d|x|, (22)

and integrating (22) from x̄ to the nearest point x∗ on ∂Ω, we obtain

π

2
≤

√
αβ0|x̄− x∗| ≤

√
αβ0d,

where d is the radius of the largest ball contained in Ω, i.e.

αβ0 ≥
π2

4d2
. (23)

Inequality (23) is a necessary condition for Φ to take its maximum value at a
critical point. Clearly if (23) is violated, i.e. if we have (α0β0 ≤) αβ0 < π2

4d2 , the
auxiliary function Φ cannot take its maximum at a critical point (x̄, t̄), so that
the maximum must occur initially. This leads to the explicit decay bounds

|∇u|2 + αβ0u
2 ≤ G2e−2αt (24)

with

G2 := max
Ω
{|∇g|2 + αβ0g

2}. (25)

Letting α → π2

4β0d2 in (24), (25), we obtain the inequality

|∇u|2 +
π2

4d2
u2 ≤ Γ2 exp

(
− π2εD0

2d2
t
)

(26)

with

Γ2 := max
Ω

{
|∇g|2 +

π2

4d2
g2

}
. (27)

We note that the above computation makes sense only if we have

α0 :=
ε

1− ε
max

Ω

{
N |∇D|2

4D(1− ε)
+

√
D,ikD,ik

}
≤ π2

4d2β0

=
π2εD0

4d2
,

for some ε ∈ (0, 1).
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4. Application to the nonlinear case

In the nonlinear case, f 6≡ const. it is well known that the solution u(x, t) may
blow up at some finite time t∗. In this section, we use Lemmas 2.1 and 2.2
and establish some conditions on the data of problem (1) in order to constrain
its solution u(x, t) to exist for all time. Moreover, we shall prove that u and
|∇u| decay exponentially in time under appropriate restrictions on the data of
problem (1). Our investigation makes use of the following estimate.

Lemma 4.1. Let u(x, t) be the solution of problem (1) where f(s) satisfies (2).
Then if τ is any time prior to blow-up time t∗, there holds the estimate

0 ≤ u(x, t) ≤ U exp

{
−

(
π2

4β0d2
− µ

)
t

}
, x ∈ Ω , 0 ≤ t ≤ τ (28)

with

µ :=
f(um)

um

, um := max
Ω×[0,τ ]

u(x, t)

and

U := max
Ω

√
g2 +

4d2

π2
|∇g|2. (29)

Proof. We introduce the auxiliary function v(x, t) defined as

u(x, t) = v(x, t) exp(µt), (30)

and we compute

[∇(D∇v)− v,t] exp(µt) = ∇(D∇u)− u,t + u
f(um)

um

≥ ∇(D∇u)− u,t + f(u) = 0,

since we have f(um)
um

≥ f(u)
u

in view of (2). We obtain
∇(D∇v)− v,t ≥ 0 , x ∈ Ω, 0 ≤ t ≤ τ

v(x, t) = 0 , x ∈ ∂Ω, 0 ≤ t ≤ τ

v(x, 0) = g(x) , x ∈ ∂Ω.

From a standard comparison theorem [6], we have v(x, t) ≤ w(x, t) for x ∈ Ω
and 0 ≤ t ≤ τ, where w(x, t) is the solution of (1) with f = 0. By making use
of (26), (27), we obtain

w(x, t) ≤ U exp
(
− π2

4β0d2
t
)
, (31)

where U is defined in (29). Combining (30) and (31), we obtain the desired
upper bound (28).
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Lemma 4.2 will be used to establish the following result.

Lemma 4.2. Let u(x, t) be the solution of problem (1). Let f(s) satisfy (2).
Assume moreover that the initial data is small enough in the sense

f(U)

U
<

π2

4β0d2
=: γ0, (32)

where U , β0, and d have the same meaning as in Lemma 4.1. Then t∗ = ∞,
i.e. u(x, t) does not blow up in finite time. Moreover, we have

max
Ω

f(u(x, t))

u(x, t)
< γ0 , 0 ≤ t < ∞. (33)

Proof. We consider two possibilities.

First case: µ ≤ γ0. In this case, we conclude from (28) that 0 ≤ u(x, t) ≤
U for x ∈ Ω and 0 ≤ t < ∞.

Second case: µ > γ0. In this case, we suppose that u(x, t) blows up at
finite time t∗. Then by continuity there exists a first time τ at which we have

max
Ω

f(u(x, τ))

u(x, τ)
= γ0.

It then follows from Lemma 4.1 that u(x, τ) ≤ U for x ∈ Ω, from which we
obtain

f(u(x, τ))

u(x, τ)
≤ f(U)

U
< γ0 , x ∈ Ω,

thanks to (2) and (28). We are then led to the inequality

max
Ω

f(u(x, τ))

u(x, τ)
< γ0,

in contradiction to the definition of τ .

Under the assumptions of Lemmas 2.1, 2.2, 4.1 and 4.2, we know that the
solution u(x, t) of (1) exists and remains bounded for all time. Moreover the
auxiliary function Φ with α ≥ α0, β = β0, defined for all time in (3), takes its
maximum either at a critical point P̄ := (x̄, t̄) or initially. We shall see that
if the parameter α(≥ α0) is small enough, Φ must assume its maximum value
initially, which implies that u(x, t) and |∇u| decay exponentially in time.

Lemma 4.3. Assume that g(x) is small enough in the following sense

f(U)

U
<

π2

4β0d2
− α = γ0 − α (34)

for some α ≥ α0, where α0, β0, U , d have already been defined. Then the
function Φ cannot take its maximum value at a critical point of u.
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Proof. We assume that Φ takes its maximum value at a critical point P̄ :=
(x̄, t̄), i.e. that we have Φ(x, t) ≤ Φ(x̄, t̄), x ∈ Ω, t > 0. Evaluated at t = t̄, this
inequality may be rewritten as

|∇u|2 ≤ αβ0[u
2
m − u2(x, t̄)] + 2β0[F (um)− F (u(x, t̄))] (35)

with um := maxΩ×[0,∞) u(x, t). Using the generalised mean value theorem and
(2), we obtain

2[F (um)− F (u(x, t̄))] =
2[F (um)− F (u(x, t̄))]

u2
m − u2(x, t̄)

[u2
m − u2(x, t̄)]

=
f(ξ)

ξ
[u2

m − u2(x, t̄)]

≤ f(um)

um

[u2
m − u2(x, t̄)],

(36)

where ξ is some intermediate value in (u, um). From (35) and (36), we obtain
the inequality

|∇u(x, t̄)|2 ≤ β0

[
α +

f(um)

um

]
(u2

m − u2(x, t̄)) , x ∈ Ω.

Rewriting the above inequality in the form

|du(x, t̄)|√
u2

m − u2(x, t̄)
≤

√
β0

(
α +

f(um)

um

)
d|x|,

and integrating along a straight line segment from the critical point x̄ to the
nearest boundary point x∗, we obtain the inequality

α +
f(um)

um

≥ π2

4d2β0

= γ0, (37)

where d is the inradius of Ω. Inequality (37) is a necessary condition on α to
be satisfied for Φ to take its maximum value at a critical point. To establish
the conclusion of Lemma 4.3, it remains to show that (37) is violated if (34)

is satisfied. Indeed, (34) implies the inequality f(U)
U

< γ0. It then follows from

(33) that f(um)
um

< γ0, and from Lemma 4.1 that um < U, so that we have in
view of (2) and (34)

f(um)

um

≤ f(U)

U
< γ0 − α,

in contradiction to (37).

The result of this paper may be sumarised as follows.



818 L.E. Payne and G.A. Philippin

Theorem 4.4. Let u(x, t) be the solution of (1) with f(s) satisfying the condi-
tions (2). Assume that D(x) in (1) satisfies the conditions

D(x) ≥ D0 > 0 , x ∈ Ω

(N − 1)KD +
∂D

∂n
≥ 0 , x ∈ ∂Ω,

where K is the average curvature of ∂Ω. Assume that the initial data are com-
patible with the inequalities

α0 ≤ α ≤ γ0 −
f(U)

U
=: α1,

where

γ0 :=
π2

4d2β0

=
π2D0

4d2ε

U := max
Ω

√
|∇g|2 +

π2

4d2
g2

for some ε ∈ (0, 1). Then the decay estimate

|∇u|2 + α1β0u
2 + 2β0F (u) ≤ Λ exp(−2α1t)

with Λ := maxΩ{|∇g|2 + α1β0g
2 + 2β0F (g)} holds.
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