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Conditions for Correct Solvability

of a Simplest Singular Boundary Value Problem

of General Form. I

N. A. Chernyavskaya and L. A. Shuster

Abstract. We consider the singular boundary value problem

−r(x)y′(x) + q(x)y(x) = f(x), x ∈ R

lim
|x|→∞

y(x) = 0,

where f ∈ Lp(R), p ∈ [1,∞] (L∞(R) := C(R)), r is a continuous positive function on
R, 0 ≤ q ∈ Lloc1 . A solution of this problem is, by definition, any absolutely contin-
uous function y satisfying the limit condition and almost everywhere the differential
equation. This problem is called correctly solvable in a given space Lp(R) if for any
function f ∈ Lp(R) it has a unique solution y ∈ Lp(R) and if the following inequality
holds with an absolute constant cp ∈ (0,∞) :

‖y‖Lp(R) ≤ cp‖f‖Lp(R), f ∈ Lp(R).

We find minimal requirements for r and q under which the above problem is correctly
solvable in Lp(R).
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1. Introduction

We consider the singular boundary value problem

−r(x)y′(x) + q(x)y(x) = f(x), x ∈ R (1.1)

lim
|x|→∞

y(x) = 0. (1.2)
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Here and throughout the sequel f ∈ Lp(R), p ∈ [1,∞] (L∞(R) := C(R)) and

0 < r ∈ C loc(R), 0 ≤ q ∈ Lloc1 (R). (1.3)

(In (1.3), we use the symbol C loc(R) to denote the set of functions defined
and continuous for x ∈ R.) Throughout the paper, we assume that the above
conventions are satisfied. We also define a solution of problem (1.1)–(1.2) as
any absolutely continuous function y satisfying (1.2) and satisfying (1.1) almost
everywhere on R. The main result of the work is a criterion for correct solvability
of (1.1)–(1.2) in Lp(R). Note that we call problem (1.1)–(1.2) correctly solvable
in a given space Lp(R) (see [6, Chapter III, §6, no. 2]), if the following conditions
hold:

I) For every function f ∈ Lp(R), there exists a unique solution y ∈ Lp(R)
of(1.1)–(1.2);

II) The solution y ∈ Lp(R) of(1.1)–(1.2) satisfies the following inequality with
an absolute constant cp ∈ (0,∞) :

‖y‖p ≤ cp‖f‖p, ∀ f ∈ Lp(R). (1.4)

We now discuss the main feature of problem(1.1)–(1.2). Its solution y, if it
exists, has the form (see Lemma 4.1 in Section 4):

y(x) = (Gf)(x)
def
=

∫ ∞

x

1

r(t)
exp

(

−

∫ t

x

q(s)

r(s)
ds

)

f(t) dt, x ∈ R. (1.5)

Thus, in order to study (1.1)–(1.2) one has to find minimal requirements to r
and q under which the integral operator G : Lp(R) → Lp(R) is bounded, and,
in addition, all the functions from its image vanish on ±∞. We emphasize that
conditions for an integral operator of the form (1.5) to be bounded in Lp(R)
may be found by means of Hardy-type inequalities (see [11] and Theorems 3.1
and 3.2 in Section 3). Therefore, it is necessary to strengthen them by a criterion
for the validity of (1.2). Note that such a restriction of the initial question does
not make it less meaningful. This a priori statement is based on our papers
[3], [4] where it is shown that the study of boundary properties of solutions of
singular differential equations is a problem separate from the problem of correct
solvability of a differential equation in a given space, and thus it requires special
analysis.

Let us now brieflydescribe our work. The requirements I)–II) for p ∈(1,∞),
p = 1 and p =∞ are studied separately since the known statements on estimat-
ing the norm of the operator (1.5) can be divided into exactly three cases (see
Section 3). Thus in Section 2, we give three groups of theorems, each of which
contains a general (unconditional) criterion for correct solvability of (1.1)–(1.2):
Theorems 2.1, 2.5 and 2.8 and a particular criterion of Theorems 2.4, 2.7 and 2.9,
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which can be applied under a certain a priori assumption on r and q (see Sec-
tion 2, (2.9)). Theorems 2.1, 2.5 and 2.8 contain conditions expressed in a
non-local form, and it might be hard to check them in concrete cases. The
statements of Theorems 2.4, 2.7 and 2.9 contain only conditions expressed in a
local form. It is much easier to check them in concrete cases since one can use
standard tools of local analysis (see Section 8).

In addition, following a suggestion of S. Luckhaus, we complement Theo-
rems 2.1 – 2.9 by Theorem 1.1 (see below). This theorem presents an example
of the relationship between r, q and the parameter p ∈ [1,∞], which guarantees
the correct solvability of the problem(1.1)–(1.2) in Lp(R).

Theorem 1.1. Suppose that the following conditions hold:

1) The functions r(x) and q(x) are positive and continuous for x ∈ R.

2) There exist a ≥ 1 and b > 0 and an interval (α, β) such that

1

a
≤
r(t)

r(x)
,
q(t)

q(x)
≤ a for |t− x| ≤ b

r(x)

q(x)
, x /∈ (α, β);

and, moreover, 3a2 exp
(

− b
a2

)

≤ 1.

Then problem(1.1)–(1.2) is correctly solvable in Lp(R), p ∈ [1,∞], if and only
if the conditions from the following table are satisfied:

Space L1(R) Lp(R), 1 < p <∞ C(R)

Conditions for r0 > 0 σp′ > 0 q(x)→∞

correct solvability q0 > 0 q0 > 0 as |x| → ∞

Here p′ = p(p− 1)−1 for p ∈ (1,∞) and

r0 = inf
x∈R

r(x), q0 = inf
x∈R

q(x), σp′ = inf
x∈R

r(x)
1
p q(x)

1
p′ .

Remark. This article is the first of two parts. In this part, we state general
criteria and give an example of their application. In the second part, we shall
state the theorems which supplement the first part. Some statements in this
part are given without proofs. (Proofs can be found in [5]). Finally, note that
this work is a development of [1], in which the problem (1.1)–(1.2) with r(x) ≡ 1
was studied. Proofs of the statements of [1], which can be obtained from the
results of this article, are available in the preprint [5].

Acknowledgement. The authors thank Z. S. Grinshpun and S. Luckhaus, and
the anonymous referee for useful remarks and suggestions which significantly
improved the paper.
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2. Main results

Below we give the main results of the first part of this work. Here and through-
out the sequel, the symbols c, c(·), c1, c2, . . . denote absolute positive constants
which are not essential for exposition and may differ even within a single chain of
calculations. Let us introduce an auxiliary function d. We temporarily assume
that in addition to (1.3), we have also

S1 =∞, S1
def
=

∫ 0

−∞

q(t)

r(t)
dt. (2.1)

Then for every x ∈ R, we have a uniquely determined function d where

d(x) = inf
d>0
{d : Φ(x, d) = 2}, Φ(x, d) =

∫ x+d

x−d

q(t)

r(t)
dt. (2.2)

The functions of type (2.2) were introduced by M. Otelbaev (see [10, 12]).

Theorem 2.1 (§4). Let p ∈ (1,∞), p′ = p(p − 1)−1. Problem (1.1)–(1.2) is
correctly solvable in Lp(R) if and only if the following conditions hold together:

1)Mp <∞. HereMp = sup
x∈R

Mp(x), where (2.3)

Mp(x) =

[
∫ x

−∞

exp

(

− p

∫ x

t

q(ξ)

r(ξ)
dξ

)

dt

]
1
p

·

[
∫ ∞

x

1

r(t)p′
exp

(

− p′
∫ t

x

q(ξ)

r(ξ)
dξ

)

dt

]
1
p′

(2.4)

2)S1 =∞ (see (2.1)) (2.5)

3)Ap′ <∞. Here Ap′ = sup
x∈R

Ap′(x), where (2.6)

Ap′(x) =

∫ x+d(x)

x−d(x)

dt

r(t)p′
, x ∈ R. (2.7)

Corollary 2.1.1 ([5]). Let p ∈ (1,∞), and suppose that problem(1.1)–(1.2) is
correctly solvable in Lp(R). Then its solution y satisfies the inequality

∥

∥

∥

∥

(

q

r

)
1
p

y

∥

∥

∥

∥

p

≤ c(p)‖f‖p, ∀ f(x) ∈ Lp(R).

Remark 2.2. Theorem 2.1 is “not convenient” for application to concrete prob-
lems (1.1)–(1.2) since the condition (2.3) is non-local, and therefore may be hard
to check. At the same time, under an additional assumption (to (1.3)),

d0 <∞, d0 = sup
x∈R

d(x), (2.8)
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conditions (2.3) and (2.5) hold automatically(see Theorem 2.4 below), and the
checking of 3) can be made by local tools (see (2.7), (2.8). In the following
lemma we obtain the properties of r and q guaranteeing (2.8).

Lemma 2.3 (§3). The conditions S1 = ∞ and d0 < ∞ (see (2.1) and (2.8))
hold together if and only if

∃ a ∈ (0,∞) : B(a) > 0, B(a)
def
= inf

x∈R

∫ x+a

x−a

q(t)

r(t)
dt. (2.9)

In the next statement, conditions for correct solvability of (1.1)–(1.2) in
Lp(R) contain only local requirements.

Theorem 2.4 (§4). Let p ∈ (1,∞), and (2.9) holds. Then problem (1.1)–(1.2)
is correctly solvable in Lp(R) if and only if Ap′ <∞ (see (2.6)).

Now we give conditions for correct solvability of(1.1)–(1.2) in L1(R).

Theorem 2.5 (§5). Problem(1.1)–(1.2) is correctly solvable in L1(R) if and
only if the following conditions hold together:

1) S1 =∞ (see (2.1)) (2.10)

2) r0 > 0, r0 = inf
x∈R

r(x) > 0 (2.11)

3)M1 <∞. Here M1 = sup
x∈R

M1(x) <∞, where (2.12)

M1(x) =
1

r(x)

∫ x

−∞

exp

(

−

x
∫

t

q(ξ)

r(ξ)
dξ

)

dt, x ∈ R. (2.13)

Corollary 2.5.1 ([5]). Suppose that (1.1)–(1.2) is correctly solvable in L1(R).
Then its solution y satisfies the following inequality (see (2.11))

‖y′‖1 +

∥

∥

∥

∥

q

r
y

∥

∥

∥

∥

1

≤
3

r0
‖f‖1, ∀ f ∈ L1(R). (2.14)

Remark 2.6. Inequality (2.14) shows that on the set of solutions of problem
(1.1)–(1.2), equation (1.1) has the property of separability in the space L1θ(R)
where θ(x) = 1

r(x)
, x ∈ R. Note that the problem of separability of singular

differential operators was first considered in [7], [8].

In the next theorem, conditions for correct solvability of (1.1)–(1.2) in L1(R)
contain only local requirements.

Theorem 2.7 (§5). Suppose that condition (2.9) holds. Then the problem (1.1)–
(1.2) is correctly solvable in L1(R) if and only if r0 > 0 (see (2.11)).
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In the following theorem, we give conditions for correct solvability of prob-
lem (1.1)– (1.2) in C(R).

Theorem 2.8 (§6). Problem (1.1)–(1.2) is correctly solvable in C(R) if and
only if A0 = 0, where A0 = lim

|x|→∞
A(x). Here

A(x) =

∫ ∞

x

1

r(t)
exp

(

−

∫ t

x

q(ξ)

r(ξ)
dξ

)

dt, x ∈ R. (2.15)

Moreover, if A0 = 0, then S1 =∞ (see (2.1)).

A local form of the condition for correct solvability of (1.1)–(1.2) is given
in the following theorem.

Theorem 2.9 (§6). Under assumption (2.9), problem (1.1)–(1.2) is correctly
solvable in C(R) if and only if Ã0 = 0, where Ã0 = lim

|x|→∞
Ã(x). Here

Ã(x) =

∫ x+d(x)

x−d(x)

dt

r(t)
, x ∈ R.

In the next theorem, we give conditions for correct unsolvability in Lp(R),
p ∈ [1,∞] of the problem (1.1)–(1.2).

Theorem 2.10 (§7). Let p ∈ [1,∞]. Then under the conditions (2.9) and

lim
x→−∞

q(x) = 0 or lim
x→∞

q(x) = 0, (2.16)

the problem(1.1)–(1.2) cannot be correctly solvable in Lp(R).

To conclude the section, we give a statement of the estimates for d.

Theorem 2.11 (§3). Suppose that there exist a continuous positive function q1
and a function q2 ∈ L

loc
1 (R) such that q(x) = q1(x) + q2(x) for x ∈ R and, in

addition, κ1(x)→ 0, κ2(x)→ 0 as |x| → ∞, where

κ1(x) = sup
|z|≤2

r(x)
q1(x)

∣

∣

∣

∣

∫ z

0

[

q1(x+ t)

r(x+ t)
− 2

q1(x)

r(x)
+
q1(x− t)

r(x− t)

]

dt

∣

∣

∣

∣

(2.17)

κ2(x) = sup
|z|≤2

r(x)
q1(x)

∣

∣

∣

∣

∫ x+z

x−z

q2(t)

r(t)
dt

∣

∣

∣

∣

. (2.18)

Then the following relations hold:

q1(x)

r(x)
d(x) = 1 + ε(x), |ε(x)| ≤ c1[κ1(x) + κ2(x)], |x| À 1 (2.19)

c−12 ≤
q1(x)

r(x)
d(x) ≤ c2, x ∈ R. (2.20)
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3. Auxiliary results and technical assertions

In the first part of this section, we present various assertions used in the proofs
of Theorems 2.1–2.10. In the second part, we prove some of them.

3.1. Statement of auxiliary results.

Theorem 3.1 ([11, Chapter I, §6, no. 6.5]). Let AC(R)(+) be the set of abso-
lutely continuous functions F on R such that F (x) → 0 as x → ∞, and let w
and v be measurable and positive functions in R. Then the Hardy inequality

∥

∥w
1
pF
∥

∥

p
≤ C

∥

∥v
1
pF ′
∥

∥

p
(3.1)

holds for all F ∈ AC(R)(+) if and only if H (p) <∞. Here H(p) = sup
x∈R

H(p)(x),

H(p)(x) =

(
∫ x

−∞

w(t) dt

)
1
p
(
∫ ∞

x

v(t)−p′/p dt

)
1
p′

, x ∈ R,

and p ∈ (1,∞), p′ = p
p−1

.Moreover, the following estimates hold for the smallest

constant C in (3.1):

H(p) ≤ C ≤ (p)
1
p (p′)

1
p′H(p).

Theorem 3.2 ([12, Chapter 2, §7]). Let p ∈ (1,∞) and let µ, θ be continuous
and positive functions on R. Denote by K the integral operator

(Kf)(t) = µ(t)

∫ ∞

t

θ(ξ)f(ξ)dξ, t ∈ R. (3.2)

Then the operator K : Lp(R)→ Lp(R) is bounded if and only if Hp <∞. Here
Hp = sup

x∈R

Hp(x),

Hp(x) =

[
∫ x

−∞

µ(t)p dt

]
1
p

·

[
∫ ∞

x

θ(t)p
′

dt

]
1
p′

, p′ =
p

p− 1
. (3.3)

The following inequalities hold:

Hp ≤ ‖K‖p→p ≤ (p)
1
p (p′)

1
p′Hp. (3.4)

Theorem 3.3 ([9, Ch.V, §2, no. 4–5]). Let K be the integral operator (3.2).
Then

‖K‖1→1 = sup
x∈R

θ(x)

∫ x

−∞

µ(t) dt (3.5)

‖K‖C(R)→C(R) = sup
x∈R

µ(x)

∫ ∞

x

θ(t) dt. (3.6)
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Lemma 3.4. Let S1 = ∞ (see (2.1). Then the function d(x) is defined for
x ∈ R. Moreover, d is continuous and positive and

|d(x+ h)− d(x)| ≤ |h| if |h| ≤ d(x), x ∈ R. (3.7)

Definition 3.5. Suppose that there are given x ∈ R, a positive continuous
function κ, a sequence {xn}n∈N ′ , N

′ = {±1,±2, . . . }. Consider the segments
∆n = [∆−

n ,∆
+
n ], ∆

±
n = xn±κ(xn).We say that a sequence of segments {∆n}

∞
n=1

({∆n}
−1
n=−∞) forms anR(x,κ)-covering of [x,∞) (resp., (−∞, x]) if the following

conditions hold:

1) ∆+n = ∆−
n+1 for n ≥ 1 (resp., ∆+n−1 = ∆−

n for n ≤ −1)

2) ∆−
1 = x (resp., ∆+−1 = x),

⋃

n≥1∆n = [x,∞) (resp.,
⋃

n≤−1∆n = (−∞, x]).

Lemma 3.6. Suppose that a positive continuous function κ satisfies the follow-
ing relations

lim
t→∞

(t− κ(t)) =∞ (resp., lim
t→−∞

(t+ κ(t)) = −∞). (3.8)

Then for every x ∈ R there exists an R(x,κ)-covering of [x,∞) (resp., an
R(x,κ)-covering of (−∞, x]).

Lemma 3.7. Let S2 =∞ (resp., S1 =∞, see (2.1)), where

S2 =

∫ ∞

0

q(t)

r(t)
dt. (3.9)

Then for every x ∈ R there exists an R(x, d)-covering of [x,∞) (resp., an
R(x, d)-covering of (−∞, x]).

3.2. Proofs of auxiliary assertions.

Proof of Theorem 3.2. Necessity: Let p ∈ (1,∞), and suppose that the op-
erator K : Lp(R) → Lp(R) is bounded. Denote by [t1, t2] the arbitrary finite
interval and

f0(ξ) =

{

θ(ξ)p
′−1, if ξ ∈ [t1, t2]

0, if ξ /∈ [t1, t2].

From the continuity of θ, it follows that f0 ∈ Lp(R) and

‖f0‖
p
p =

∫ t2

t1

θ(ξ)p(p
′−1)dξ =

∫ t2

t1

θ(ξ)p
′

dξ. (3.10)

Moreover,

‖(Kf0)‖
p
p ≥

∫ t1

−∞

[

µ(t)

∫ ∞

t

θ(ξ)f0(ξ)dξ

]p

dt

≥

(
∫ t1

−∞

µ(t)p dt

)(
∫ t2

t1

θ(ξ)p
′

dξ

)p

. (3.11)
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Now using (3.10) and (3.11), we obtain

‖K‖p→p ≥

(
∫ t1

−∞

µ(t)p dt

)

1
p
(
∫ t2

t1

θ(ξ)p
′

dξ

)

1
p′

. (3.12)

Since t1, t2 are arbitrary, from (3.12) we obtain the lower estimate of (3.4).

Sufficiency: In (3.1), set w(x) = µ(x)p, v(x) = θ(x)−p. Then H(p)=Hp<∞
and (3.1) holds for every F ∈ AC(R)(+) by Theorem 3.1. Denote

F (x) =

∫ ∞

x

θ(s)f(s) ds, ∀f ∈ Lp(R), x ∈ R. (3.13)

Since Hp < ∞, then θ ∈ Lp′(x,∞) for every x ∈ R; by Hölder’s inequality
the integral (3.13) converges for every x ∈ R, F is absolutely continuous, F ∈
AC(R)(+), F (x)→ 0 as x→∞. In addition, almost everywhere

−
1

θ(x)
F ′(x) = f(x), f ∈ Lp(R). (3.14)

Thus Theorem 3.1 together with (3.14) reduce to (3.4):

‖(Kf)‖p = ‖µF‖p ≤ (p)
1
p (p′)

1
p′Hp

∥

∥

∥

1

θ
F ′
∥

∥

∥

p
= (p)

1
p (p′)

1
p′Hp‖f‖p.

Proof of Lemma 3.4. Clearly, Φ(x, 0) = 0, Φ(x, d)→∞ as d→∞. For a fixed
x ∈ R, the function Φ(x, d) is continuous, non-negative and does not decrease
on (0,∞). Then the equation Φ(x, d) = 2 has at least one solution and therefore
the function d is defined.

Let us verify (3.7) for h ∈ [0, d(x)]. The following two relations are obvious:

2 =

∫ x+d(x)

x−d(x)

q(t)

r(t)
dt ≥

∫ (x+h)+(d(x)−h)

(x+h)−(d(x)−h)

q(t)

r(t)
dt, (3.15)

2 =

∫ x+d(x)

x−d(x)

q(t)

r(t)
dt ≤

∫ (x+h)+(d(x)+h)

(x+h)−(d(x)+h)

q(t)

r(t)
dt. (3.16)

From (3.15) and (3.16), we obtain, respectively,

d(x+ h) ≥ d(x)− h, d(x+ h) ≤ d(x) + h. (3.17)

Clearly, (3.17) is equivalent to (3.7). The case h ∈ [−d(x), 0] can be treated
similarly. From(3.7) it follows that the function d(x) is continuous for x∈R.
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Proof of Lemma 3.6. Let us verify that an R(x,κ)-covering exists for [x,∞)
(the case (−∞, x] can be treated in a similar way). Set ϕ(t) = t − κ(t) − x.
Then ϕ(x) = −κ(x) < 0, and by (3.8) there is an a > x such that ϕ(a) > 0.
Since κ is continuous, so is ϕ, and ϕ(x) < 0, ϕ(a) > 0. Hence there is an
x1 ∈ (x, a) such that ϕ(x1) = 0, i.e., x = x1 − κ(x1). Set ∆±

1 = x1 ± κ(x1),
and the segment ∆1 = [∆−

1 ,∆
+
1 ] is constructed. The segments ∆n, n ≥ 2,

with the property ∆+n = ∆−
n+1 are constructed in a similar way. Let us verify

that
⋃

n≥1∆n = [x,∞). If this is not the case, then there is a z ∈ (x,∞)
such that ∆+n < z for all n ≥ 1. Since the sequence {xn}

∞
n=1 is increasing (by

construction) and bounded (xn < ∆+n < z, n ≥ 1), it has a limit x0 ≤ z.
Moreover, ∞ > z − x ≥ 2

∑∞
n=1 κ(xn), and hence κ(xn)→ 0 for n→∞. Then

κ(x0) = 0, a contradiction. The lemma is proved.

Remark 3.8. Lemma 3.6 is proved by M. O. Otelbaev’s method (see [12, Chap-
ter 1, §4], [10, Chapter III, §1]).

Proof of Lemma 3.7. According to Lemma 3.6, it is enough to verify that

lim
x→∞

(x− d(x)) =∞,

(

lim
x→−∞

(x+ d(x)) = −∞

)

. (3.18)

Equalities (3.18) are checked in the same way. Let us obtain, say, the first one.
Assume that lim x→∞(x−d(x)) = c <∞. Then there exists a sequence {xn}

∞
n=1

such that xn → ∞ as n → ∞ and xn − d(xn) ≤ c + 1 for n ≥ 1. Together
with (2.2), this implies

2 =

∫ xn+d(xn)

xn−d(xn)

q(t)

r(t)
dt ≥

∫ xn+d(xn)

c+1

q(t)

r(t)
dt→∞ as n→∞,

a contradiction. Therefore (3.18) is verified.

Below we need the following lemma.

Lemma 3.9. Let S1 =∞ (see (2.1)). The inequality η ≥ d(x) (resp., 0 ≤ η ≤
d(x)) holds if and only if

∫ x+η

x−η

q(t)

r(t)
dt ≥ 2

(

resp.,

∫ x+η

x−η

q(t)

r(t)
dt ≤ 2

)

. (3.19)

Proof. Necessity: Let η ≥ d(x). Then by (2.2), we have
∫ x+η

x−η

q(t)

r(t)
dt ≥

∫ x+d(x)

x−d(x)

q(t)

r(t)
dt = 2.

Sufficiency. Suppose that (3.19) holds; however, η < d(x). Then by (2.2),
we get

2 ≤

∫ x+η

x−η

q(t)

r(t)
dt <

∫ x+d(x)

x−d(x)

q(t)

r(t)
dt = 2,

a contradiction. Hence η ≥ d(x).
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Proof of Lemma 2.3. Necessity: Let S1 = ∞, d0 < ∞ (see (2.1), (2.8)). Set
a = d0. Then

B(d0) = inf
x∈R

∫ x+d0

x−d0

q(t)

r(t)
dt ≥ inf

x∈R

∫ x+d(x)

x−d(x)

q(t)

r(t)
dt = 2.

Sufficiency: Let B(a) > 0 for some a ∈ (0,∞), and let k be the smallest
natural number such that (2k + 1)B(a) ≥ 2. Let x be an arbitrary point from
R, xn = x+ 2na, n = ±1,±2, . . . ± k. Then

∫ x+(2k+1)a

x−(2k+1)a

q(t)

r(t)
dt =

∫ x+a

x−a

q(t)

r(t)
dt+

k
∑

n=1

∫ xn+a

xn−a

q(t)

r(t)
dt+

−1
∑

n=−k

∫ xn+a

xn−a

q(t)

r(t)
dt

≥ (2k + 1)B(a) ≥ 2.

Lemma 3.9 and the above inequality imply d(x) ≤ (2k+1)a, i.e., d0 = supx∈R
d(x)

≤ (2k + 1)a <∞. Since d0 <∞, we conclude that S1 =∞.

Proof of Theorem 2.11. For x ∈ R and η ≥ 0, we get (see (2.2))

2Φ(x, η)

= 2
q1(x)

r(x)
η +

∫ η

0

[

q1(x+ t)

r(x+ t)
− 2

q1(x)

r(x)
+
q1(x− t)

r(x− t)

]

dt+

∫ x+η

x−η

q2(t)

r(t)
dt.

(3.20)

Set η1(x) = (1 + κ1(x) + κ2(x))
r(x)
q1(x)

. Then κ1(x) + κ2(x) ≤ 1 for |x| À 1, and

the equation (3.20) implies

2Φ(x, η1(x)) ≥ 2(1 + κ1(x) + κ2(x))− κ1(x)− κ2(x) ≥ 2. (3.21)

From here d(x) ≤ η1(x) for |x| À 1 (see Lemma 3.10 and (3.21)). Similarly, we

set η2 = (1−κ1(x)−κ2(x))
r(x)
q1(x)

. Then η2(x) > 0 for |x| À 1, and (3.20) implies

2Φ(x, η2(x)) ≤ 2(1− κ1(x)− κ2(x)) + κ1(x) + κ2(x) ≤ 2.

Together with Lemma 3.9, this implies d(x) ≥ η2(x) for |x| À 1. We thus
get (2.19). Estimates (2.20) are easily derived from (2.19) taking into account
that the functions r, q1 and d are continuous and positive on R.
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4. Proof of the main results in the case p ∈ (1,∞)

In this section we prove Theorems 2.1 and 2.4. Below we need the following
assertion.

Lemma 4.1. Let f ∈ Lp(R), p ∈ [1,∞]. If the problem (1.1)–(1.2) is solvable
(not necessarily correctly solvable), then its solution y is unique and can be
represented by formula (1.5).

Proof. Let y be a solution of (1.1)–(1.2). Then

d

dξ

[

y(ξ) exp

(

−

∫ ξ

x

q(s)

r(s)
ds

)]

= −
1

r(ξ)
exp

(

−

∫ ξ

x

q(s)

r(s)
ds

)

f(ξ). (4.1)

Let a ∈ (0,∞). We integrate (4.1) along the segment [x, x+ a] and get

y(x+ a) exp

(

−

∫ x+a

x

q(s)

r(s)
ds

)

− y(x)

= −

∫ x+a

x

1

r(ξ)
exp

(

−

∫ ξ

x

q(s)

r(s)
ds

)

f(ξ)dξ.

(4.2)

In (4.2) we take the limit as a→∞. From (1.2) it follows that the limit in the
left-hand side of (4.2) exists. This proves (1.5).

Proof of Theorem 2.1. Necessity. Suppose that(1.1)–(1.2) is correctly solvable
in Lp(R). Then (see (1.5) and (3.2)), its solution y can be written in the form

y(x) = (Gf)(x) = (Kf)(x) = µ(x)

∫ ∞

x

θ(t)f(t) dt, ∀ f ∈ Lp(R), (4.3)

where

µ(x) = exp

(
∫ x

0

q(s)

r(s)
ds

)

, θ(x) =
1

r(x)
exp

(

−

∫ x

0

q(s)

r(s)
ds

)

, x ∈ R (4.4)

The operator G ≡ K : Lp(R) → Lp(R) in the case (4.3)–(4.4) is bounded, and
therefore Hp <∞ (see (3.3)). Clearly, Hp(x) =Mp(x), x ∈ R, and this implies
Mp = Hp < ∞. Let us check (2.5). If S1 < ∞, then using (2.3) we obtain for
x ∈ R

Mp ≥

[
∫ x

−∞

exp

(

−p

∫ x

t

q(s)

r(s)
ds

)

dt

]
1
p
[
∫ ∞

x

1

r(t)p′
exp

(

−p′
∫ t

x

q(s)

r(s)
ds

)

dt

]

1
p′

≥ exp(−S1) sup
x∈R

[
∫ x

−∞

1 dx

]
1
p
[
∫ ∞

x

1

r(t)p′
exp

(

−p′
∫ t

x

q(s)

r(s)
ds

)

dt

]

1
p′

=∞,
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a contradiction. Hence S1 =∞. Let us check that (2.6) holds for

Tp′ =∞, Tp′
def
=

∫ ∞

0

dt

r(t)p′
. (4.5)

Then we get analogously S2 = ∞ (see (3.9)). Let us now turn to (2.6) and
prove it ad absurdum. Let Ap′ = ∞ (see (2.6)). Let us show that there exists
F ∈ Lp(R) such that (GF ) 6→ 0 as |t| → ∞, i.e., (1.2) does not hold for all
f ∈ Lp(R). This contradicts the correct solvability of(1.1)–(1.2) in Lp(R). Let β
be a positive number which will be chosen later, and let ap′ = infx∈RAp′(x).
Clearly, 0 ≤ ap′ <∞, and for every integer k ≥ ap′ + 1 there is a point xk such
that

kβ ≤ Ap′(xk) ≤ (k + 1)β, k ≥ ap′ + 1. (4.6)

Since Ap′(x) is continuous (see Lemma 3.4 and (2.7)), then |xk| → ∞ as k →∞.
Since S1 = S2 =∞ (see (2.1), (3.9)), from (3.18) it follows that one can choose
a subsequence {xkn}

∞
n=1 such that |xkn | → ∞ as n→∞, and the segments

∆kn =
[

∆−
kn
,∆+kn

]

=
[

xkn − d(xkn), xkn + d(xkn)
]

, n = 1, 2, . . .

are disjoint. Let α be another positive number (also to be chosen later), and

fkn(t) =

{

1
(1+kn)α

1
r(t)p

′−1 , t ∈ ∆kn

0, t /∈ ∆kn

, n = 1, 2, . . . (4.7)

F (t) =
∞
∑

n=1

fkn(t), t ∈ R. (4.8)

Let us verify that F ∈ Lp(R) for α > 1+β
p
. Indeed, we have

‖F‖pp =
∞
∑

n=1

1

(1 + kn)αp

∫

∆kn

dt

r(t)p′
≤

∞
∑

n=1

1

npα−β
<∞. (4.9)

Let us estimate (GF )(t) from below for t = ∆−
kn

= xkn−d(xkn). By (1.5), (4.8),
(2.2) and (4.7), we get

(GF )(∆−
kn
) ≥

∫

∆kn

1

r(t)
fkn(t) exp

(

−

∫ t

∆−
kn

q(s)

r(s)
ds

)

dt

≥ exp

(

−

∫

∆kn

q(s)

r(s)
ds

)
∫

∆kn

fkn(t)

r(t)
dt

≥ exp(−2)
kβn

(1 + kn)α

≥ c−1(kn + 1)β−α.

(4.10)
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For β ≥ α we obtain from (4.10) that (GF )(t) 6→ 0 as |t| → ∞. Let α ∈
(

1+β
p
, β
]

,
β > (p−1)−1. Then (4.9) and (4.10) imply that problem (1.1)–(1.2) is correctly
non-solvable in Lp(R), a contradiction. Hence Ap′ < ∞. Let now Tp′ < ∞
(see (4.5)). First, let us show that (regardless of the value of Tp′) there exists
c0 ∈ R such that the inequality

x− d(x) ≥ c0 (4.11)

holds for all x ≥ 0. Assume the contrary. Then there is a sequence {xn}
∞
n=1 such

that xn − d(xn) ≤ −n, xn ≥ 0, n = 1, 2, . . . . Together with (2.2) and (2.5), this
implies

2 =

∫ xn+d(xn)

xn−d(xn)

q(t)

r(t)
dt ≥

∫ 0

−n

q(t)

r(t)
dt→∞ as n→∞,

a contradiction. Hence (4.11) is true. Then the function Ap′(x) is absolutely
bounded for x ≥ 0. Indeed, from (4.11) we get for x ≥ 0

Ap′(x) =

∫ x+d(x)

x−d(x)

dt

r(t)p′
≤

∣

∣

∣

∣

∫ 0

c0

dt

r(t)p′

∣

∣

∣

∣

+

∫ ∞

0

dt

r(t)p′
= c+ Tp′ <∞. (4.12)

Taking into account (4.12), let us assume now that Ãp′ = ∞, where Ãp′ =
supx≤0Ap′(x). We then can repeat all the arguments from the preceding case
(Tp′ = ∞). The only difference is that the initial sequence {xk}

∞
k=1 (see (4.6))

is known to satisfy the property xk → −∞ as k →∞. Taking into account this
remark, we reduce this case (Tp′ <∞) to the preceding one (Tp′ =∞).We thus
proved the necessity of all the conditions of the theorem.

Sufficiency. Since Mp < ∞, then Jν(x)
∣

∣

ν=p′
< ∞ for x ∈ R. Here (see

(2.3)–(2.4))

Jν(x) =

∫ ∞

x

1

r(t)p′
exp

(

−ν

∫ t

x

q(s)

r(s)
ds

)

dt <∞, x ∈ R. (4.13)

Therefore, from Hölder’s inequality, it follows that the integral (Gf)(x) con-
verges for f ∈ Lp(R) and x ∈ R. Hence, the function (Gf)(x), x ∈ R is
defined and, obviously, satisfies (1.1) almost everywhere on R. From the equal-
ity Mp(x) = Hp(x), x ∈ R, (see (4.4), (3.3) and (2.4)) and Theorem 3.2, we
get (1.4).

Now we consider (1.2). Below we need the following lemma.

Lemma 4.2. Suppose that conditions (2.5)–(2.6) hold. Then Jν < ∞ for any
ν > 0 where Jν = supx∈R

Jν(x) (see (4.13)).

Proof. If Tp′ = ∞ (see (4.5)), then S2 = ∞ (see above), and by Lemma 3.7
there is an R(x, d)-covering {∆n}

∞
n=1 of [x,∞). Then

∫ t

x

q(s)

r(s)
ds ≥ 2(n− 1) for t ∈ ∆n, n ≥ 1. (4.14)
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Indeed, for n = 1 estimate (4.14) is obvious, and for n ≥ 2 we have

∫ t

x

q(s)

r(s)
ds =

n−1
∑

k=1

∫

∆k

q(s)

r(s)
ds+

∫ t

∆−n

q(s)

r(s)
ds ≥

n−1
∑

k=1

2 = 2(n− 1). (4.15)

By the properties of {∆n}
∞
n=1 and by (4.15) and (2.6), we get

Jν(x) =
∞
∑

n=1

∫

∆n

1

r(t)p′
exp

(

−ν

∫ t

x

q(s)

r(s)
ds

)

dt

≤
∞
∑

n=1

exp
(

− 2(n− 1)ν
)

∫

∆n

dt

r(t)p′

≤ Ap′

∞
∑

n=1

exp
(

− 2(n− 1)ν
)

= cνAp′ <∞.

Let now Tp′ <∞. Since S1 =∞ (see (2.5)), by Lemma 3.7 there is an R(0, d)-
covering {∆n}

∞
n=1 of (−∞, 0]. When estimating Jν(x), first consider the case

x < 0. Then x ∈ ∆n0 , n0 ≤ −1 and (2.2) imply

∫ 0

x

1

r(t)p′
exp

(

−ν

∫ t

x

q(s)

r(s)
ds

)

dt

= exp

(

ν

∫ x

∆−n0

q(s)

r(s)
ds

)
∫ 0

x

1

r(t)p′
exp

(

− ν

∫ t

∆−n0

q(s)

r(s)
ds

)

dt

≤ exp(2ν)

∫ 0

∆−n0

1

r(t)p′
exp

(

− ν

∫ t

∆−n0

q(s)

r(s)
ds

)

dt

= exp(2ν)
−1
∑

k=n0

∫

∆k

1

r(t)p′
exp

(

− ν

∫ t

∆−n0

q(s)

r(s)
ds

)

dt

≤ exp(2ν)
−1
∑

k=n0

∫

∆k

1

r(t)p′
exp

(

− ν

∫ ∆−
k

∆−n0

q(s)

r(s)
ds

)

dt

≤ exp(2ν)Ap′

−1
∑

k=n0

exp
(

− 2ν|n0 − k|
)

≤ exp(2ν)Ap′

∞
∑

m=0

exp(−2νm)

= c(ν)Ap′ .

(4.16)
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Using (4.16), we now get for x ≤ 0

Jν(x) =

∫ ∞

x

1

r(t)p′
exp

(

−ν

∫ t

x

q(s)

r(s)
ds

)

dt

=

∫ 0

x

1

r(t)p′
exp

(

−ν

∫ t

x

q(s)

r(s)
ds

)

dt+

∫ ∞

0

1

r(t)p′
exp

(

−ν

∫ t

x

q(s)

r(s)
ds

)

dt

≤ c(ν)Ap′ +

∫ ∞

0

dt

r(t)p′

= c(ν)Ap′ + Tp′ .

For x ≥ 0, Jv(x) ≤ Tp′ is obvious. Thus, Jν ≤ c(ν)Ap′ + Tp′ <∞.

Now it is easy to see that y = (Gf)(x)→ 0 as x→∞. Indeed from Hölder’s
inequality and Lemma 4.2, it follows that

0 ≤ |(Gf)(x)| ≤ J
1
p′

1

[
∫ ∞

x

|f(t)|p dt

]
1
p

→ 0 as x→∞.

To check (1.2) for x→ −∞, we use the following two lemmas.

Lemma 4.3. Let S1 = ∞ (see (2.1)). Then for every η ∈ (0,∞), there is an
x0(η) ≤ 0 such that for every x ≤ x0(η) the equation in d ≥ 0

Φ̂(d)
def
=

∫ x+d

x

q(s)

r(s)
ds = η (4.17)

has at least one solution d̂(x, η) and x+ d̂(x, η) ≤ 0.

Proof. Clearly, for d ∈ [0,∞) the function Φ̂(d) is continuous, non-negative,
and Φ̂(0) = 0. Since S1 =∞, there is an x0(η) < 0 such that

∫ 0

x0(η)

q(s)

r(s)
ds ≥ 2η.

Set µ(x) = −x for every x ≤ x0(η). Then

∫ x+µ(x)

x

q(s)

r(s)
ds ≥

∫ 0

x0(η)

q(s)

r(s)
ds ≥ 2η > η.

Thus Φ̂(0) = 0, Φ̂(µ(x)) > η and therefore, since Φ̂ is continuous, in the segment
[0, µ(x)] there is at least one root d = d̂(x, η) of equation (4.17), and since
d̂(x, η) ≤ µ(x) = −x, we have x+ d̂(x, η) ≤ 0.
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Let d(x, η), x ≤ x0(η) be the smallest root of equation (4.17):

d(x, η) = inf
d>0

{

d :

∫ x+d

x

q(s)

r(s)
ds = η, x ≤ x0(η)

}

. (4.18)

Lemma 4.4. Let S1 =∞ (see (2.1)). Then

lim
x→−∞

(x+ d(x, η)) = −∞, η ∈ (0,∞). (4.19)

Proof. Let limx→−∞(x + d(x, η)) = c, c ∈ R. Then c ≤ 0 (by Lemma 4.3 and
(4.18)). Furthermore, there is a sequence {xn}

∞
n=1 such that xn → −∞ as

n→∞ and xn + d(xn, η) ≥ c− 1 for all n ≥ 1. Hence

η =

∫ xn+d(xn,η)

xn

q(s)

r(s)
ds ≥

∫ c−1

xn

q(s)

r(s)
ds→∞ for n→∞,

a contradiction. Thus lim
x→−∞

(x+d(x, η))=−∞. This equality implies (4.19).

Fix now η ∈ (0,∞). Let x0(η) be the number defined in Lemma 4.3 and
x ≤ x0(η). From (4.18), Lemma 4.2 and Hölder’s inequality, it follows that

0 ≤ |(Gf)(x)|p ≤ J
p

p′

1

∫ ∞

x

|f(t)|p exp

(

−

∫ t

x

q(s)

r(s)
ds

)

dt

≤ c

∫ x+d(x,η)

x

|f(t)|p dt+ c exp

(

−

∫ x+d(x,η)

x

q(s)

r(s)
ds

)

·

∫ ∞

x+d(x,η)

|f(t)|p exp

(

−

∫ t

x+d(x,η)

q(s)

r(s)
ds

)

dt

≤ c

∫ x+d(x,η)

x

|f(t)|p dt+ c exp(−η)‖f‖pp.

Since f ∈ Lp(R), from (4.19) we obtain

0 ≤

∫ x+d(x,η)

x

|f(t)|p dt ≤

∫ x+d(x,η)

−∞

|f(t)|p dt→ 0 as x→ −∞,

which implies

0 ≤ lim
x→−∞

|(Gf)(x)|p ≤ c exp(−η)‖f‖pp. (4.20)

In (4.20) the number η ∈ (0,∞) is arbitrary. Hence in (4.20), we can take the
limit η →∞. We get lim x→−∞ |(Gf)(x)| = 0, hence 0 ≤ lim x→−∞ |(Gf)(x)| ≤

lim x→−∞ |(Gf)(x)| = 0. The last relations finish the proof of Theorem 2.1.
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Proof of Theorem 2.4. Necessity: The necessity of the condition Ap′ < ∞ (see
(2.6)) for correct solvability of problem(1.1)–(1.2) in Lp(R) follows from Theo-
rem 2.1.

Sufficiency: Suppose that (2.9) holds. Then S1 =∞, d0 <∞, by Lemma 2.3.
Then by Lemma 3.7, for every x ∈ R there exist R(x, d)-coverings {∆n}

−1
n=−∞

for (−∞, x]. Below we need the following lemma.

Lemma 4.5. Let S1 =∞ and d0 <∞ (see (2.1) and (2.8)). Then Iν <∞ for
every ν > 0, where Iν = supx∈R

Iν(x),

Iν(x) =

∫ x

−∞

exp

(

−ν

∫ x

t

q(s)

r(s)
ds

)

dt, x ∈ R.

Proof. If t ∈ ∆n, n ≤ −1, then

∫ x

t

q(s)

r(s)
ds ≥ 2(|n| − 1), n ≤ −1. (4.21)

The proofs of (4.21) and (4.14) are similar. Further

Iν(x) =
−1
∑

n=−∞

∫

∆n

exp

(

−ν

∫ x

t

q(s)

r(s)
ds

)

dt

≤ 2
−1
∑

n=−∞

d(xn) exp
(

− 2(|n| − 1
)

ν)

≤ 2d0

∞
∑

n=1

exp
(

− 2(n− 1)ν
)

= c(ν)d0 <∞.

From Lemmas 4.2 and 4.5, it follows that Mp <∞ :

Mp(x) = (Ip(x))
1
p (Jp′(x))

1
p′ ≤ (Ip)

1
p (Jp′)

1
p′ <∞.

Thus the conditions of Theorem 2.1 are satisfied and therefore the problem
(1.1)–(1.2) is correctly solvable in Lp(R).

5. Proof of the main results in the case p = 1

In this section, we prove Theorems 2.5 and 2.7.

Proof of Theorem 2.3. Necessity: Suppose that problem (1.1)–(1.2) is correctly
solvable in L1(R). By Lemma 4.1, its solution y is of the form (4.3)–(4.4), and
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therefore (3.5) implies (2.12)–(2.13). Furthermore, if S1 < ∞ (see (2.10), then
M1 <∞ and

M1 = sup
x∈R

1

r(x)

∫ x

−∞

exp

(

−

∫ x

t

q(s)

r(s)
ds

)

dt ≥ exp(−S1) sup
x∈R

1

r(x)

∫ x

−∞

1 dt =∞,

a contradiction, and hence S1 =∞. Further, let r0 = 0 and let α be a positive
number which will be chosen later. Since r0 = 0, from (1.3) it follows that
there is a sequence {xn}

∞
n=1 such that r(xn) = n−α, n = 1, 2, . . . , and clearly,

|xn| → ∞ as n→∞. From (1.3) it also follows that there are numbers δn > 0,
n = 1, 2, . . . , such that

1

2nα
≤ r(t) ≤

2

nα
, t ∈ [xn − δn, xn + δn], n = 1, 2, . . . .

Let ωn = min{δn, d(xn), 1}, n = 1, 2, . . . . Making δn smaller (if necessary),
we can choose ωn, n = 1, 2, . . . so that the segments ∆n =]xn − ωn, xn + ωn],
n = 1, 2, . . . , are disjoint. We introduce the functions

fn(t) =

{

1
2ωn

1
nα
, t ∈ ∆n

0, t /∈ ∆n

, n = 1, 2, . . .

F (t) =
∞
∑

n=1

fn(t), t ∈ R.

Let us verify that F ∈ L1(R) for α > 1. Indeed,

‖F‖1 =
∞
∑

n=1

∫

∆n

|fn(t)| dt =
∞
∑

n=1

1

nα

2ωn

2ωn

=
∞
∑

n=1

1

nα
<∞.

We now estimate (GF )(t) from below for t = tn = xn − ωn, n = 1, 2, . . . :

(GF )(tn) ≥

∫ xn+ωn

xn−ωn

1

r(t)
exp

(

−

∫ t

xn−ωn

q(s)

r(s)
ds

)

fn(t)dt

≥
1

2ωn · nα

∫ xn+ωn

xn−ωn

1

r(t)
exp

(

−

∫ xn+ωn

xn−ωn

q(s)

r(s)
ds

)

dt

≥
exp(−2)

2
.

Thus, (GF )(t) 6→ 0 as |t| → ∞, a contradiction. Hence r0 > 0.

Sufficiency: Consider the function y = (Gf)(x), x ∈ R, f ∈ L1(R) (see (1.5)).
Since r0 > 0 (see (2.11)), the integral (Gf)(x) converges for all x ∈ R, and we
have

|(Gf)(x)| ≤
1

r0

∫ ∞

x

exp

(

−

∫ t

x

q(s)

r(s)
ds

)

|f(t)| dt ≤
1

r0

∫ ∞

x

|f(t)| dt. (5.1)
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Thus, the function y = (Gf), x ∈ R is defined for f ∈ L1(R) and, obviously,
satisfies (1.1) almost everywhere on R. From (4.3)–(4.4), (3.5) and (2.12)–(2.13),
it follows that the operator G : L1(R)→ L1(R) is bounded, and we obtain (1.4).
The inequality (5.1) implies (1.2) as x → ∞. The proof of (1.2) as x → −∞
for p = 1 and p ∈ (1,∞) is similar (see §4).

Proof of Theorem 2.7. Necessity: If problem(1.1)–(1.2) is correctly solvable in
L1(R), then r0 > 0 by (2.11).

Sufficiency: Suppose that condition (2.9) holds. Then S1 =∞, d0 <∞ by
Lemma 2.3, and there is a R(x, d)-covering {∆n}

−1
n=−∞ of (−∞, x], x ∈ R (see

Lemma 3.7). Then (4.21) implies

M1 ≤
1

r0
sup
x∈R

−1
∑

n=−∞

∫

∆n

exp

(

−

∫ x

t

q(s)

r(s)
ds

)

dt

≤
2

r0
sup
x∈R

−1
∑

n=−∞

d(xn) exp
(

− 2(|n| − 1)
)

≤
2d0
r0

∞
∑

n=1

exp
(

− 2(n− 1)
)

=
cd0
r0

<∞.

To complete the proof, it remains to use Theorem 2.5.

6. Proofs of the main results in the case p = ∞

In this section we prove Theorems 2.8 – 2.9.

Proof of Theorem 2.8. Necessity: Suppose that problem(1.1)–(1.2) is correctly
solvable in C(R) and y = (Gf)(x), x ∈ R is its solution (see Lemma 4.1). Then
if f(x) ≡ 1, x ∈ R, we obtain (Gf)(x) = (G1)(x)→ 0 as |x| → ∞, i.e., A0 = 0.

Sufficiency. Since A0 = 0, A(x) ∈ C(R) (see (1.3)). Then from (4.3)–
(4.4) and (3.6), we obtain that the operator G : C(R) → C(R) is bounded.
Therefore, the function y = (Gf)(x), x ∈ R, is defined for f ∈ C(R) and
satisfies (1.4) and, obviously, (1.1) almost everywhere on R. Since A0 = 0, the
estimate |(Gf)(x)| ≤ A(x)‖f‖C(R), x ∈ R, implies (1.2). It remains to check
that S1 = ∞. Let S1 < ∞. If x ≤ 0, then (see below) (6.1) follows from (2.6),
and (6.1) implies (6.2) by the condition A0 = 0 :

A(x) ≥

∫ ∞

x

1

r(t)
exp

(

−

∫ t

x

q(s)

r(s)
ds

)

dt ≥ exp(−S1)

∫ 0

x

dt

r(t)
, (6.1)
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and hence

0 = lim
x→−∞

A(x) ≥ exp(−S1) lim
x→−∞

∫ 0

x

dt

r(t)
> 0, (6.2)

a contradiction. Hence S1 =∞. Theorem 2.8 is proved.

Proof of Theorem 2.9. Necessity: Let B(a) > 0 for some a ∈ (0,∞). Then
S1 = ∞, d0 < ∞ by Lemma 2.3. Since the problem(1.1)–(1.2) is correctly
solvable in C(R), then A0 = 0 and

0 = lim
|x|→∞

A(x− d(x)) ≥ lim
|x|→∞

∫ ∞

x−d(x)

1

r(t)
exp

(

−

∫ t

x−d(x)

q(s)

r(s)
ds

)

dt

≥ lim
|x|→∞

exp

(

−

∫ x+d(x)

x−d(x)

q(s)

r(s)
ds

)

·

∫ x+d(x)

x−(d(x)

dt

r(t)

= exp(−2) lim
|x|→∞

∫ x+d(x)

x−d(x)

dt

r(t)
≥ 0.

Thus Ã(x)→ 0 as |x| → ∞.

Sufficiency: Let B(a) > 0 for some a ∈ (0,∞) and Ã0 = 0. Then S1 = ∞,
d0 < ∞ by Lemma 2.3, S2 = ∞ (because d0 < ∞), there is a R(x, d)-covering
{∆n}

∞
n=1 of [x,∞), x ∈ R, (see Lemma 3.7) and, finally, Ã = ‖Ã‖C(R) < ∞.

Furthermore, for a given ε > 0, there is an x0(ε) À 1 such that Ã(x) ≤ ε
4
for

|x| ≥ x0(ε). Let n0 be a natural number such that 4Ã exp(−2n0) ≤ ε. Then the
following relations are fulfilled for |x| ≥ x̃0(ε) = x0(ε) + 2n0d0 :

n0
⋃

k=1

∆k ⊆ [x, x+ 2n0d0], [x, x+ 2n0d0] ∩ [−x0(ε), x0(ε)] = ∅.

Consequently, for |x| ≥ x̃0(ε), we obtain

A(x) =
∞
∑

n=1

∫

∆n

1

r(t)
exp

(

−

∫ t

x

q(s)

r(s)
ds

)

dt

≤
∞
∑

n=1

exp
(

− 2(n− 1)
)

∫

∆n

dt

r(t)

=

n0
∑

n=1

exp
(

− 2(n− 1)
)

∫

∆n

dt

r(t)
+

∞
∑

n=n0+1

exp
(

− 2(n− 1)
)

∫

∆n

dt

r(t)

≤
ε

4

∞
∑

n=1

exp
(

− 2(n− 1)
)

+ Ã exp(−2n0)
∞
∑

n=1

exp
(

− 2(n− 1)
)

≤ ε.

(6.3)

From (6.3) it follows that A0 = 0. It remains to apply Theorem 2.8.
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7. Correct non-solvability of the boundary value problem

In this section we prove Theorem 2.10.

Proof of Theorem 2.10. By Lemma 2.3 we have S1 =∞, d0 <∞. Let q(x)→ 0
as x → ∞ (the second case of (2.16) can be considered in a similar way).
Then for a given ε > 0, there is x0(ε) such that q(x) ≤ ε for x ≥ x0(ε).
Below x ≥ x0(ε) + d0. Obviously, q(t) ≤ ε for t ≥ x − d(x) since x − d(x) ≥
x0(ε) + d0 − d(x) ≥ x0(ε). Let the problem (1.1)–(1.2) be correctly solvable for
some p ∈ [1,∞]. Further we study separately the following cases: I) p ∈ (1,∞);
II) p = 1; III) p =∞. In each case, we obtain a contradiction which proves the
statement of the theorem.

Case I): Since Ap′ <∞, then (2.2), (2.7) and (2.15) imply

2 ≤ ε

∫ x+d(x)

x−d(x)

dt

r(t)
≤ cεd(x)

1
p

[

∫ x+d(x)

x−d(x)

dt

r(t)p′

]
1
p′

≤ cεd(x)
1
p′A

1
p′

p .

Thus, d(x)→∞ as x→∞, a contradiction, since d0 <∞.

Case II): Since r0 > 0 (see (2.11)), then from (2.2) it follows that

2 =

∫ x+d(x)

x−d(x)

q(t)

r(t)
dt ≤ ε

∫ x+d(x)

x−d(x)

dt

r(t)
≤

2ε

r0
d(x).

Thus, d(x)→∞ as x→∞, a contradiction, since d0 <∞.

Case III): From (2.2) and (2.14), it follows that

2 =

∫ x+d(x)

x−d(x)

q(t)

r(t)
≤ ε

∫ x+d(x)

x−d(x)

dt

r(t)
.

Thus, Ã(x) 9 0 as x→∞, a contradiction, since Ã = 0.

8. Example

Let α, β ∈ R, γ > 0, and

r(x) = eα|x|, q(x) = eβ|x| + eβ|x| cos eγ|x|, x ∈ R. (8.1)

In this section, we study a condition of correct solvability in Lp(R), p ∈ [1,∞],
for problem(1.1)–(1.2) in the case (8.1) (below for brevity, we write “problem
(8.1)”).
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8.1. Necessary conditions for correct solvability.

Lemma 8.1. The problem (8.1), is correctly solvable in Lp(R), p ∈ [1,∞], only
if β ≥ α and β ≥ 0. In the latter case, S1 =∞, d0 <∞ (see (2.1), (2.8)).

Proof. By Theorems 2.1, 2.5 and 2.8, the problem(1.1)–(1.2) is correctly solvable
in Lp(R), p ∈ [1,∞] only if S1 =∞. It is clear that in our case S1 =∞ only if
β ≥ α. We shall show that in this case (2.9) is fulfilled. Let a = 3

2γ
, x ≥ a and

ξ is some point on the segment [x− a, x+ a]. We denote

f(t) = eθt + eθt cos eγt, t ≥ 0, θ = β − α ≥ 0. (8.2)

Below we use the mean value theorem [13, §12.3] and get

F (x) =

∫ x+a

x−a

q(t)

r(t)
dt =

∫ x+a

x−a

f(t) dt

≥

∫ x+a

x−a

(1 + cos eγt) dt

= 2a+
1

γ

∫ x+a

x−a

e−γt[γeγt cos eγt] dt

= 2a+
1

γex−a

(

sin eγt
∣

∣

ξ

x−a

)

≥ 2a−
2

γ
=

1

γ
> 0.

For z ∈ [0, a], the function F (z) is continuous and positive. Therefore F0(a) =
minz∈[0,a] F (z) > 0. Let α = min {γ−1, F0(a)} . Then F (z) ≥ α for all z ≥ 0.
The case z ≤ 0 can be considered in a similar way. Thus, (2.9) holds. By
Lemma 2.3, we have d0 <∞. Moreover, β ≥ 0 by Theorem 2.10, and therefore
the lemma is proved.

8.2. Estimates of the auxiliary function of growth. Below we assume
that conditions β > α, β ≥ 0 hold. We shall establish inequalities for d on R

in three separate cases: θ < γ, θ = γ, θ > γ. We need the following notation.
Let the functions ϕ and ψ be positive and continuous on R. We write ϕ ³ ψ if
there is a c ∈ [1,∞) such that c−1ϕ(x) ≤ ψ(x) ≤ cϕ(x), x ∈ R. Moreover, in
the proofs, we consider only the case x ≥ 0 where the functions r and q in (8.1)
are even.

Lemma 8.2. Let 0 ≤ θ ≤ γ, θ = β − α. Then

d(x) ³ e−θ|x|, x ∈ R. (8.3)
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Proof. To apply Theorem 2.11, set

q1(x) = eβ|x|, q2(x) = eβ|x| cos(eγ|x|), x ∈ R.

Let θ < γ. Let us estimate κ1(x) (see (2.17)) for x→∞ :

κ1(x) = sup
|z|≤2e−θx

∣

∣

∣

∣

∫ z

0

[

eθ(x+t) − 2eθx + eθ(x−t)
]

dt

∣

∣

∣

∣

= eθx sup
|z|≤2e−θx

∣

∣

∣

∣

∫ z

0

[

θ2t2 + . . .
]

dt

∣

∣

∣

∣

≤ ce−2θx.

Below, when estimating κ2(x), xÀ1, we use the mean value theorem [13, §12.3]:

κ2(x) = sup
|z|≤2e−θx

∣

∣

∣

∣

∫ x+z

x−z

eθt cos(eγt) dt

∣

∣

∣

∣

= sup
|z|≤2e−θx

∣

∣

∣

∣

∫ x+z

x−z

e(θ−γ)t

γ

[

γeγt cos(eγt)
]

dt

∣

∣

∣

∣

≤ ce(θ−γ)x.

(8.4)

Since θ < γ, we have κ1(x) → 0, κ2(x) → 0 as x → ∞. By Theorem 2.11
this implies (8.3). Consider now the cases θ = 0 and θ = γ. If θ = 0, then
κ1(x) = 0 and (8.4) holds. Therefore, we obtain (8.3) as above. Let θ = γ. We
set η(x) = (1 + γ−1)e−γx, xÀ 1. Then

∫ x+η(x)

x−η(x)

f(t) dt = eγx
eγη(x) − e−γη(x)

γ
+

sin(eγx)

γ

∣

∣

∣

∣

x+η(x)

x−η(x)

≥
eγx

γ

[

2γη(x) + 2
(γη(x))3

3!
+ . . .

]

−
2

γ
≥ 2.

From here d(x) ≤ η(x) for x À 1 (see (3.19)). Let ε = min{4−1, (2γ)−1},
η(x) = εe−γx. Then, for xÀ 1, we obtain

∫ x+η(x)

x−η(x)

f(t) dt ≤ 2

∫ x+η(x)

x−η(x)

eγt dt =
4

γ
eγx
[

γη(x) +
(γη(x))3

3!
+ · · ·

]

< 2.

Hence d(x) ≥ η(x) for xÀ 1 (see (3.19)). This implies (8.3).

Lemma 8.3. Let θ > γ. Denote by {xk}
∞
k=−∞ a sequence of points such that

|xk| = γ−1 ln[(2|k|+ 1)π], k = 0,±1,±2, . . . . Then

dk
def
= d(xk) ³ (2|k|+ 1)−

θ+2γ
3γ , k = 0,±1,±2, . . . . (8.5)
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Proof. Let k À 1, d ∈ [0, 1], t ∈ ωk = [xk − d, xk + d]. Since f(xk) = f ′(xk) = 0
(see (8.2)), by Taylor’s formula we obtain

∫

ωk

f(t) dt =
f ′′(xk)

3
d3 +

1

3!

∫

ωk

f ′′′(ξ(t))(t− xk)
3 dt. (8.6)

The following relations are obvious:

f ′′(xk) = γ2[(2k + 1)π]
θ+2γ
γ ³ k

θ+2γ
γ , k À 1, (8.7)

|f ′′′(ξ)| ≤ ce(θ+3γ)ξ ≤ ce(θ+3γ)xk ≤ ck
θ+3γ
γ , k À 1, ξ ∈ ωk, (8.8)

and hence
∣

∣

∣

∣

∫

ωk

f ′′′(ξ(t))(t− xk)
3 dt

∣

∣

∣

∣

≤ ck
θ+3γ
γ d4. (8.9)

Let µ ∈ (0,∞) and ηk = µ[f ′′(xk)]
− 1

3 . Then due to (8.6), (8.7) and (8.9), we get

for µ = (9
2
)

1
3 and k À 1

∫ x+ηk

x−ηk

f(t) dt ≤
3

2
+ ck−

θ−γ
3γ < 2.

Hence, dk ≥ ηk by Lemma 3.9. Similarly, we have for µ = 9
1
3

∫ xk+d

xk−d

f(t) dt ≥ 3− ck−
θ−γ
3γ ≥ 2, k À 1,

and hence dk ≤ ηk by Lemma 3.9. The relation (8.5) then follows.

Lemma 8.4. The following inequalities hold:

d(x) ≤ cdk for x ∈ [xk, xk+1], k = 0,±1,±2, . . . . (8.10)

To prove (8.10) (for x ≥ 0), we need Lemmas 8.5 – 8.10 below. The case
x ≤ 0 can be studied in a similar way.

Lemma 8.5. For all k = 0, 1, 2, . . . , the function f(t) (see (8.2)) has a unique
extremum (maximum) on the interval (xk, xk+1). If z̃k is a corresponding ex-
treme point, then

zk < z̃k < zk + µk−2 for k À 1. (8.11)

Here µ is some absolutely positive constant, zk = γ−1 ln[(2k + 2)π].

Proof. The equality f ′(t) = 0 can be easily brought to the form

γ
(

cos
1

2
eγt
)2

e−γtϕ(t) = 0, ϕ(t)
def
= θγ−1e−γt − tg

(1

2
eγt
)

. (8.12)
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Since f(t) > 0, t ∈ (xk, xk+1) and f(xk) = f(xk+1) = 0, then f(t) has maximum
on the interval (xk, xk+1). Furthermore, the first two factors in (8.12) are positive
on (xk, xk+1), and ϕ′(t) < 0 for t ∈ (xk, xk+1), ϕ(xk)ϕ(xk+1) < 0. This means
that ϕ(t) has a unique root on (xk, xk+1), as desired. The lower estimate (8.11)
follows from an inequality f ′(zk) > 0. Let k À 1, ẑk = zk + µk−2. By Taylor’s
formula, we obtain (8.13) with ξ ∈ (zk, ẑk)

f ′(ẑk) = f ′(zk)

[

1 +
f ′′(zk)

f ′(zk)

µ

k2
+

1

2!

f ′′′(ξ)

f ′(zk)

µ2

k4

]

. (8.13)

Together with the obvious relations

f ′(zk) ³ k
θ
γ , |f ′′(zk)| ³ k

θ+2γ
γ , f ′′(zk) < 0, k À 1, (8.14)

we use (8.13) and (8.8) and obtain

f ′(ẑk) ≤ f ′(zk)
(

1− c−1µ+ cµ2k−1
)

.

Clearly, f ′(ẑk) < 0 for µ = 2c and k À 1. Therefore, the upper estimate (8.11)
is true.

Lemma 8.6. For all k À 1, the following inequality holds:

f(xk + dk) ≥ f(xk − dk). (8.15)

Proof. The inequality (8.15) is equivalent to (see (8.2))

eθdk
[

1 + cos eγ(xk+dk)
]

≥ e−θdk
[

1 + cos eγ(xk−dk)
]

, k À 1. (8.16)

From (8.16) and the obvious equalities

cos
[

eγ(xk+dk)
]

= − cos
[

(2k + 1)π(eγdk − 1)
]

, k À 1

cos
[

eγ(xk−dk)
]

= − cos
[

(2k + 1)π(e−γdk − 1)
]

, k À 1,

it follows that (8.16) is equivalent to

eθdk ≥

∣

∣

∣

∣

∣

sin
[(

k + 1
2

)

π(eγdk − 1)e−γdk
]

sin
[(

k + 1
2

)

π(eγdk − 1)
]

∣

∣

∣

∣

∣

, k À 1. (8.17)

In this connection, we note that

0 <
(

k + 1
2

)

π(eγdk − 1) ≤ ckdk ≤ ck−
θ−γ
3γ → 0 as k →∞.

This means that in (8.17), the arguments of both sines tend to zero (as k →∞)
and are positive. Therefore, (8.17) follows from the monotonicity of the function
sin x in the neighborhood of the point x = 0.
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Lemma 8.7. The following equalities hold:

lim
k→∞

z̃k − xk

dk
=∞, lim

k→∞

xk+1 − z̃k
dk

=∞.

Proof. Below we use (8.5) and (8.11) to get

z̃k − xk

dk
>
zk − xk

dk
=

1

γ

ln
(

1 + 1
2k+1

)

dk
≥ ck

θ−γ
3γ →∞

xk+1 − z̃k
dk+1

≥
xk+1 − zk − µk

−2

dk+1
≥

1

γ

ln
(

1 + 1
2k+2

)

dk
−

µ

k2dk
≥ c−1k

θ−γ
3γ →∞

as k →∞.

Corollary 8.7.1. For all k À 1, the function f(t) decreases monotonically on
the segment [xk−dk, xk] and increases monotonically on the segment [xk, xk+dk].

Lemma 8.8. The following equality holds:

lim
k→∞

f(z̃k)

f(zk)
= 1. (8.18)

Proof. It is obvious that f(z̃k) = f(zk)+f
′(ξ)(z̃k−zk), ξ ∈ (zk, z̃k) and |f

′(ξ)| ≤

ce(θ+γ)ξ ≤ ce(θ+γ)zk ≤ ck
θ+γ
γ for k À 1. From here and taking into account (8.11),

we obtain
∣

∣

∣

∣

f(z̃k)

f(zk)
− 1

∣

∣

∣

∣

≤ c
|f ′(ξ)|

f(zk)

1

k2
≤ ck

θ+γ
γ
− θ

γ
−2 =

c

k
→ 0 as k →∞.

Lemma 8.9. For k À 1, the following inequalities hold:

f(z̃k + dk) ≥ f(xk + dk), f(z̃k − dk+1) ≥ f(xk+1 + dk+1).

Proof. Both inequalities can be verified in the same way. We prove, for example,
the first one. Below we use Taylor’s formula, the estimates of type (8.14) and
equality (8.18):

f(z̃k + dk) ≥ f(z̃k)

(

1−
|f ′′(ξ)|

2f(z̃k)
d2k

)

≥ c−1f(zk)
(

1− ck
θ+2γ
γ
− θ

γ
− 2

3
θ+2γ
γ

)

≥ c−1k
θ
γ ,

for k À 1. Below we again use Taylor’s formula f(xk + dk) = f ′′(ξ)
2!

d2k, ξ ∈
(xk, xk + dk), and estimates of type (8.7) to get

f(xk + dk) =
f ′′(ξ)

2!
d2k ≤ ck

θ+2γ
γ
− 2

3
θ+2γ
γ = ck

θ+2γ
3γ , k À 1.

Based on what we have found, we obtain for k À 1

f(z̃k + dk) ≥ c−1k
θ
γ ≥ ck

θ+2γ
3γ ≥ f(xk + dk).
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Lemma 8.10. The following inequality is true:

f(xk − 2dk) ≥ f(xk + dk), k À 1. (8.19)

Proof. The following relations are obvious:

2f(xk − 2dk)

f ′′(xk) d2k
= 4−

8

3

f ′′′(ξ1)

f ′′(xk)
dk ≥ 4−

8

3

|f ′′′(ξ1)|

f ′′(xk)
dk

2f(xk + dk)

f ′′(xk)d2k
= 1 +

f ′′′(ξ2)

3f ′′(xk)
dk ≤ 1 +

|f ′′′(ξ2)|

3f ′′(xk)
dk.

Here ξ1 ∈ (xk − 2dk, xk), ξ2 ∈ (xk, xk + dk). Clearly, (8.19) holds if

4−
8

3

|f ′′′(ξ1)|

f ′′(xk)
dk ≥ 1 +

|f ′′′(ξ2)|

f ′′(xk)
dk, k À 1. (8.20)

From (8.5), (8.7) and (8.8), it follows that (8.20) is indeed true for all k À 1.

Proof of Lemma 8.4. Below we consider (8.10) separately in the cases
I) x ∈ [xk, z̃k] and II) x ∈ [z̃k, xk+1]. Furthermore, we assume that k ≥ k0 À 1.
Here k0 is chosen so that for k ≥ k0 it is possible to use Lemmas 8.5 – 8.10. It
should be noted that inequality (8.10) is obvious for k ≤ k0.

Case I): If x ∈ [xk, xk + 2dk], then [xk − dk, xk + dk] ⊆ [x− 3dk, x+ 3dk]; and
therefore

∫ x+3dk

x−3dk

f(t) dt ≥

∫ xk+dk

xk−dk

f(t) dt = 2.

From here d(x) ≤ 3dk by Lemma 3.10. If x ∈ [xk+2dk, z̃k], then [x−dk, x+dk] ⊆
[xk + dk, z̃k + dk]. Hence if t ∈ [x − dk, x + dk] and ξ ∈ [xk − dk, xk + dk], then
f(t) ≥ f(ξ) by Lemmas 8.6, 8.9 and Corollary 8.7.1. Thus, we get

∫ x+dk

x−dk

f(t) dt ≥

∫ xk+dk

xk−dk

f(ξ)dξ = 2,

and d(x) ≤ dk by Lemma 3.10.

Case II): If x ∈ [xk+1 − 3dk+1, xk+1], then [xk+1 − dk+1, xk+1 + dk+1] ⊆
[x− 4dk+1, x+ 4dk+1]; and we have

∫ x+4dk+1

x−4dk+1

f(t) dt ≥

∫ xk+1+dk+1

xk+1−dk+1

f(t) dt = 2.

From here it follows that d(x) ≤ 4dk+1 by Lemma 3.10. If x ∈ [z̃k, xk+1−3dk+1],
then [x−dk+1, x+dk+1] ⊆ [z̃k−dk+1, xk+1−2dk+1]. Hence if t ∈ [x−dk+1, x+dk+1]
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and ξ ∈ [xk+1 − dk+1, xk+1 + dk+1], then f(t) ≥ f(ξ) by Lemmas 8.6, 8.9, and
8.10 and by Corollary 8.7.1. From here we obtain

∫ x+dk+1

x−dk+1

f(t) dt ≥

∫ xk+1+dk+1

xk+1−dk+1

f(ξ)dξ = 2

and d(x) ≤ dk+1 by Lemma 3.10. It remains to note that dk ³ dk+1 (see
(8.5)).

8.3. Precise conditions for correct solvability of problem (8.1). Below
we study problem (8.1) with the help of Theorems 2.4, 2.7 and 2.9 and Lem-
mas 2.3 and 8.1. Since the requirement d0 <∞ in the case (8.1) is fulfilled “by
necessity” (see Lemma 8.1), then r(t) ³ r(x) for |t−x| ≤ d(x), x ∈ R (see (2.8)
and (8.1)). We use these relations together with conditions β ≥ α, β ≥ 0 (see
Lemma 8.1), without additional stipulation.

Theorem 8.11. Let p ∈ (1,∞). Then problem (8.1) is correctly solvable in
Lp(R) if and only if one of the following conditions hold:

1) β = α = 0 (8.21)

2) β > 0, γ ≥ β − α ≥ 0, p ≥ 1− α
β

(8.22)

3) β > 0, β − α > γ, β + 2α + 2γ > 0, p > 1− 3α
β+2α+2γ

. (8.23)

Proof. Let γ ≥ β − α. Then (2.7) and (8.3) imply:

Ap′(x) =

∫ x+d(x)

x−d(x)

dt

r(t)
³

d(x)

eαp′|x|
³

1

e(β−α+αp′)|x|
.

Therefore, Ap′ < ∞ if and only if β − α + αp′ ≥ 0. Then, by Theorem 2.4, we
have the following relations:

β ≥ α, β ≥ 0

β − α− γ ≤ 0

β − α + αp′ ≥ 0











⇒

{

a) if β = 0 ⇒ α ≤ 0, α(p′ − 1) ≥ 0 ⇒ β = α

b) if β > 0 ⇒ 0 ≤ β − a ≤ γ, p ≥ 1− α
β
.

Thus conditions (8.21) and (8.22) are obtained. Let now β − α > γ. We use
(2.6), (2.7) and (8.5) to obtain

Ap′ ≥ sup
|k|≥0

Ap′(xk) ≥ c−1 sup
|k|≥0

dk
eαp′|xk|

≥ c−1 sup
|k|≥0

(2|k|+ 1)−
θ+2γ
3γ

−αp′

γ .

where Ap′(xk) = sup|k|≥0
∫ xk+dk
xk−dk

dt
eαp

′|t| . On the other hand, if x ∈ [xk, xk+1], then

from (8.10) and (8.5) it follows that

Ap′(x) =

∫ x+d(x)

x−d(x)

dt

eαp′|t|
≤ c

d(x)

eαp′|x|
≤ c

dk
eαp′|xk|

≤ c(2|k|+ 1)−
θ+2γ
3γ

−αp′

γ
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and hence

Ap′ ≤ c sup
|k|≥0

(2|k|+ 1)−
θ+2γ
3γ

−αp′

γ .

Thus, Ap′ <∞ if and only if the following relations are fulfilled:

β ≥ 0, β − α > γ
β−α+2γ
3γ

+ αp′

γ
≥ 0

}

⇒











β > 0, β − α > γ

β + 2α + 2γ > 0

p ≥ 1− 3α
β+2α+2γ

which implies (8.23). It remains to quote Theorem 2.4.

Theorem 8.12. The problem (8.1) is correctly solvable in L1(R) if and only if
β ≥ α ≥ 0.

Proof. This statement follows from Lemma 8.1 and Theorem 2.7.

Theorem 8.13. The problem (8.1) is correctly solvable in C(R) if and only if
either one of the following conditions hold:

1) β > 0, γ ≥ β − α ≥ 0 (8.24)

2) β > 0, β − α > γ, β + 2α + 2γ > 0. (8.25)

Proof. Let γ ≥ β − α. Then as above, we obtain
∫ x+d(x)

x−d(x)

dt

eα|t|
³
d(x)

eα|x|
³

1

eβ|x|
, x ∈ R.

Therefore, Ã0 = 0 (see Theorem 2.9) if and only if β > 0 and (8.24) is fulfilled.

Let β − α > γ. If Ã0 = lim
|x|→∞

∫ x+d(x)

x−d(x)
dt

eα|t|
= 0, then (see (8.5))

0 = lim
|k|→∞

∫ xk+dk

xk−dk

dt

eα|t|
≥ c−1 lim

|k|→∞

dk
eα|xk|

≥ c−1 lim
|k|→∞

(2|k|+ 1)−
β−α+2γ

3γ
−α

γ ≥ 0.

This implies β + 2α + 2γ > 0. On the other hand, for x ∈ [xk, xk+1] by (8.5)
and (8.10), we obtain

∫ x+d(x)

x−d(x)

dt

eα|t|
≤ c

d(x)

cα|x|
≤ c

dk
eα|xk|

≤ c(2|k|+ 1)−
β−α+2γ

3γ
−α

γ ,

and therefore the condition β + 2α + 2γ > 0 must fulfill the equality Ã0 = 0.
Thus, Ã0 = 0 if and only if

β ≥ 0, β − α > γ

β + 2α + 2γ > 0

}

⇒

{

β > 0, β − α > γ

β + 2α + 2γ > 0

which implies (8.25). It remains to use Theorem 2.9.
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