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Integral Equations
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of the Kernel
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Abstract. We study the smoothness and the singularities of the solution to Fredholm
and Volterra integral equations of the second kind on a bounded interval. The kernel
of the integral operator may have diagonal and boundary singularities, information
about them is given through certain estimates. The weighted spaces of smooth func-
tions with boundary singularities containing the solution of the integral equation are
described. Examples show that the results cannot be improved.

Keywords. Fredholm integral equation, Volterra integral equation, weakly singu-
lar integral equation, boundary singularities, smoothness of the solution, compact
operators

Mathematics Subject Classification (2000). Primary 45M05, secondary 45B05,
45D05

1. Introduction, formulation of main results, comments

1.1. Introduction. It is well understood how a diagonal singularity of the ker-
nel of an integral equation of the second kind generates boundary singularities
of the solution (more precisely, of the derivatives of the solution). The case of
one dimensional Fredholm integral equations has been analysed in [1], [6]–[10],
[14], [18]–[20], [23, 24], the case of Volterra integral equations in [2]–[5], [13]
and the case of multidimensional integral equations in [11, 15, 17, 21, 22]. In
the present paper, we examine a more complicated situation for the integral
equation

u(x) =

∫ b

a

K(x, y)u(y)dy + f(x), a < x < b, (1.1)

where K(x, y) is a Cm-smooth kernel on ((a, b)× (a, b)) \diag which, in addition
to a diagonal singularity (a singularity as y → x), may have different boundary
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singularities (singularities as y → a, y → b, x→ a or x→ b). Here −∞ < a <
b <∞, diag = diag(R2) = {(x, y) ∈ R

2 : x = y}.

To formulate the results of the paper, we first characterise more precisely
the possible diagonal and boundary singularities of the kernel and introduce the
classes of weighted spaces of Cm-smooth functions on (a, b) to which a solution
of equation (1.1) occurs to belong. Without proofs, a formulation of main results
of Sections 1.4, 1.6 and 1.7 of the present paper is given also in [16]. Moreover,
[16] contains a formulation of some results about integral equations on a system
of intervals not included into the present paper.

1.2. Classes of kernels. We denote R = (−∞,∞), R+ = [0,∞), Z =
{. . . ,−1, 0, 1, 2, . . .}, Z+ = {0, 1, 2, . . .}. By c, c′, c1 etc. we denote generic
constants that may have different values by different occurrances; we write cK
if we want to point out that the constant may depend on the kernel K.

For s ∈ R, denote

κs(r) =











1, s < 0

1 + |log r|, s = 0

r−s, s > 0

(r > 0).

In the sequel m, k, l ∈ Z+ whereas λ, µ, ν ∈ R. Introduce the following three
classes of kernels:

Wm,ν =Wm,ν ((a, b)× (a, b)) consists ofm times continuously differentiable
functions K on ((a, b)× (a, b)) \diag that satisfy there, for all k, l, k + l ≤ m,
the inequalities

∣
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∣
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K(x, y)
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∣

∣

∣

∣

≤ cm,Kκν+k(|x− y|); (1.2)

Wm,ν;λ,µ = Wm,ν;λ,µ ((a, b)× (a, b)) consists of m times continuously dif-
ferentiable functions K on ((a, b)× (a, b)) \diag that satisfy there, for all k, l,
k + l ≤ m, the inequalities
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∣

∣

∣

∣

≤ cm,Kκν+k(|x− y|)(y − a)−λ−l(b− y)−µ−l, (1.3)

moreover, in case ν < 0, the derivatives
(

∂
∂x

)k
K(x, y) with ν + k < 0, k ≤ m,

have continuous extensions onto the square (a, b)×(a, b) including the diagonal;

Wm,ν;λ,µ
? =Wm,ν;λ,µ

? ((a, b)× (a, b)) consists of K∈Wm,ν;λ,µ that in addition
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to (1.3) satisfy for all k, l, k + l ≤ m, the strengthened inequalities
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K(x, y)

∣

∣

∣

∣

≤ cm,Kκν+k(|x− y|)















(y − a)−λ−l(b− y)−µ−l

1 + | log(y − a)|
if λ+ l > 0

(y − a)−λ−l(b− y)−µ−l

1 + | log(b− y)|
if µ+ l > 0

(1.4)

(both inequalities (1.4) must be fulfilled if λ+ l > 0 and µ+ l > 0).

For instance, K ∈ Wm,ν;0,0
? means that, for 0 ≤ k ≤ m,

∣

∣

∣

∣

(

∂

∂x

)k

K(x, y)

∣

∣

∣

∣

≤ cκν+k(|x− y|),

and, for l ≥ 1, k + l ≤ m,

∣

∣
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)k(
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∂x
+

∂

∂y

)l

K(x, y)

∣

∣

∣

∣

≤ cκν+k(|x− y|)
(y − a)−l(b− y)−l

1 + | log(y − a)(b− y)|
,

and
(

∂
∂x

)k
K(x, y) is continuous on (a, b)× (a, b) if ν + k < 0, k ≤ m. Clearly,

Wm,ν ⊂ Wm,ν;0,0
? ⊂ Wm,ν;0,0 for ν ≥ 0

Wm,ν;λ,µ
? ⊂ Wm,ν;λ,µ ⊂ Wm,ν;λ′,µ′

? for λ < λ′, µ < µ′

Wm,ν;λ,µ
? =Wm,ν;λ,µ for λ ≤ −m, µ ≤ −m.

For k = l = 0, condition (1.2) yields

|K(x, y)| ≤ cm,Kκν(|x− y|) = cm,K











1, ν < 0

1 +
∣

∣log|x− y|
∣

∣, ν = 0

|x− y|−ν , ν > 0 ,

thus a kernel K ∈ Wm,ν is at most weakly singular for ν < 1; for ν < 0, the
kernel is bounded but its derivatives may have diagonal singularities. Most
important examples of weakly singular kernels K ∈ Wm,ν are given by

K(x, y) = g(x, y)|x− y|−ν for 0 < ν < 1

K(x, y) = g(x, y) log |x− y| for ν = 0,

where g is a Cm-smooth function on [a, b]× [a, b]. For a K ∈ Wm,ν , 0 ≤ ν < 1,
the kernel K(x, y)(y − a)−λ(b − y)−µ belongs to Wm,ν;λ,µ whereas the kernel
K(x, y)log(y − a)log(b− y) belongs to Wm,ν;λ′,µ′

? for any λ′, µ′ > 0.
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Under the conditions ν < 1, λ < min{1, 1− ν}, µ < min{1, 1− ν}, a kernel
K ∈ Wm,ν;λ,µ is still at most weakly singular in the sense that

sup
a<x<b

∫ b

a

|K(x, y)|dy ≤ c0,K sup
a<x<b

∫ b

a

κν(|x− y|)(y − a)−λ(b− y)−µdy <∞

(see Section 2), and by (TKu)(x) =
∫ b

a
K(x, y)u(y)dy, a < x < b, it is defined

an integral operator TK : L
∞(a, b)→ L∞(a, b), for m ≥ 1 even TK : L

∞(a, b)→
C[a, b]. Although we assumed in the definitions of the classes Wm,ν;λ,µ and
Wm,ν;λ,µ

? that K is given only for (x, y) ∈ ((a, b)× (a, b)) \diag, actually a ker-
nel K ∈ Wm,ν;λ,µ and its derivatives up to the order m − 1 have continuous
extensions to ([a, b]× (a, b)) \diag.

1.3. Weighted spaces of smooth functions. For s ∈ R, denote

ws(r) =
1

κs(r)
=











1, s < 0
1

1+|log r|
, s = 0

rs, s > 0

, w?
s(r) =

{

1, s < 0
rs

1+|log r|
, s ≥ 0

(r > 0);

for s, t ∈ R, define the following weight functions on (a, b):

ws,t(x) = w
(a,b)
s,t (x) = ws(x− a)wt(b− x), w?

s,t(x) = w?
s(x− a)w?

t (b− x).

Clearly, ws,t(x) ³ ws(x− a) as x→ a, ws,t(x) ³ wt(b− x) as x→ b, i.e., in the
vicinities of a and b we have, respectively,

c1ws(x− a) ≤ ws,t(x) ≤ c2ws(x− a), c1ws(b− x) ≤ ws,t(x) ≤ c2ws(b− x),

where 0 < c1 < c2 < ∞. Similar relations hold for w?
s,t(x). For s, t ∈ R, we

introduce the following two Banach spaces:

Cm,s,t=Cm,s,t(a, b) consists of m times continuously differentiable functions
u on (a, b) that have a finite norm

‖u‖m,s,t =
m
∑

k=0

sup
a<x<b

wk+s−1,k+t−1(x)|u
(k)(x)|; (1.5)

Cm,s,t
? =Cm,s,t

? (a, b) consists of m times continuously differentiable functions
u on (a, b) that have a finite norm

‖u‖?m,s,t =
m
∑

k=0

sup
a<x<b

w?
k+s−1,k+t−1(x)|u

(k)(x)|. (1.6)

Clearly, Cm,s,t(a, b) ⊂ Cm,s,t
? (a, b) ⊂ Cm,s′,t′(a, b) for s < s′, t < t′.We introduce

also the following standard spaces of continuous functions:
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C[a, b] is the Banach space of contiuous functions u on the closed interval
[a, b] equipped with the norm ‖u‖C[a,b] = maxa≤x≤b |u(x)|;

BC(a, b) is the Banach space of bounded continuous functions u on the
open interval (a, b) equipped with the norm ‖u‖BC(a,b) = supa<x<b |u(x)|;

UC(a, b) is the closed subspace of BC(a, b) that consists of uniformly con-
tinuous functions on (a, b), equipped with the same supremum norm .

Clearly, a continuous function u on (a, b) has a continuous extension to [a, b]
if and only if u is uniformly continuous on (a, b). This enables to identify the
spaces UC(a, b) and C[a, b]. Notice that Cm,s,t(a, b) ⊂ Cm,s,t

? (a, b) ⊂ C[a, b] for
m ≥ 1, s < 1, t < 1 (where we identify C[a, b] with UC(a, b)). Moreover, it
follows by the Arzela Lemma that the imbeddings

Cm,s,t(a, b) ⊂ C[a, b], Cm,s,t
? (a, b) ⊂ C[a, b] (1.7)

are compact for m ≥ 1, s < 1, t < 1.

1.4. Main results. For the sake of a comparison, we first formulate a known
result (Theorem 1.1). Namely, the singularities of a solution to equation (1.1)
are well understood in the case of kernels K ∈ Wm,ν , the result reads as follows
(see [22]–[24]).

Theorem 1.1. Let K ∈ Wm,ν((a, b)× (a, b)) and f ∈ Cm,ν,ν(a, b) where m ≥ 1,
ν < 1. Then any solution u ∈ C[a, b] of equation (1.1) belongs to Cm,ν,ν(a, b).

The main results of this paper concern equation (1.1) with kernels from the
classes Wm,ν;λ,µ and Wm,ν;λ,µ

? .

Theorem 1.2. Let K ∈ Wm,ν;λ,µ((a, b)× (a, b)) where

m ≥ 1, ν < 1, λ < min{1, 1− ν}, µ < min{1, 1− ν}. (1.8)

Assume that equation (1.1) has a solution u ∈ C[a, b]. Then the following is
true:

(i) if ν /∈ Z and f ∈ Cm,ν+λ,ν+µ(a, b), then u ∈ Cm,ν+λ,ν+µ(a, b);

(ii) if f ∈ Cm,ν+λ,ν+µ
? (a, b), then u ∈ Cm,ν+λ,ν+µ

? (a, b) (for ν ∈ Z as well as for
ν /∈ Z).

For ν ∈ Z, claim (i) occurs to be wrong. In the following theorem we
strengthen the condition on the kernel.

Theorem 1.3. Let ν ∈ Z, K ∈ Wm,ν;λ,µ
? ((a, b) × (a, b)), f ∈ Cm,ν+λ,ν+µ(a, b)

with the parameters satisfying (1.8), and let u ∈ C[a, b] be a solution of equa-
tion (1.1). Then u ∈ Cm,ν+λ,ν+µ(a, b).
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Remark 1.4. Assuming f ∈ Cm[a, b] (or even f ∈ C∞[a, b]), the solution
of (1.1) still does have the characteristic singularities of functions from the
classes Cm,ν+λ,ν+µ(a, b) or Cm,ν+λ,ν+µ

? (a, b), in general, hence the claims of The-
orems 1.1–1.3 cannot be strengthened.

Comparing Theorems 1.2–1.3 with Theorem 1.1, we observe that the bound-
ary singularity factors (y−a)−λ−l(b−y)−µ−l in estimates (1.3) shift the solution
from Cm,ν,ν(a, b) into Cm,ν+λ,ν+µ(a, b) or into Cm,ν+λ,ν+µ

? (a, b). The singulari-
ties of the solution are stronger for greater λ and µ. On the other hand, for
negative λ and µ the solution has milder singularities than the functions from
Cm,ν,ν(a, b) have. For instance, if the conditions of Theorem 1.2 are fulfilled
with λ, µ < −m− ν + 1, then all derivatives up to the order m of the solution
are bounded in (a, b).

Remark 1.5. We have not assumed the uniqueness of the solution u in The-
orems 1.1–1.3. With f = 0, these theorems can be applied to characterise
the singularities of eigenfunctions of the operator TK corresponding to nonzero
eigenvalues. Recurrently, Theorem 1.1–1.3 are applicable also to generalised
eigenfunctions. Thus we obtain, e.g., the following result from Theorem 1.2: if
K ∈ Wm,ν;λ,µ((a, b)×(a, b)),m ≥ 1, ν < 1, λ < min{1, 1−ν}, µ < min{1, 1−ν},
then the generalised eigenspace {u ∈ C[a, b] : (z0I − TK)

Nu = 0} of the integral
operator TK corresponding to a nonzero eigenvalue z0 belongs to Cm,ν+λ,ν+µ(a, b)
in case ν /∈ Z and to Cm,ν+λ,ν+µ

? (a, b) in case ν ∈ Z.

1.5. Proof ideas for the main results. For the proof of Theorems 1.2
and 1.3, we will use the technique of compact operators, see Lemmas 1.6–1.9 be-
low. Note that for 0 ≤ ν < 1, Theorem 1.1 is a consequence of Theorems 1.2 (i)
and 1.3 with λ = 0, µ = 0, so we obtain a new proof of Theorem 1.1 in this
case.

Lemma 1.6. Let E and F be Banach spaces such that E ⊂ F densely and
continuously, i.e., E is dense in F and ‖u‖F ≤ c‖u‖E for every u ∈ E. Let T
be a linear operator in F that maps E into E and, moreover, let T : E → E
and T : F → F be compact. Assume that the equation u = Tu+ f with a given
f ∈ E has a solution u ∈ F . Then u ∈ E.

This Lemma follows from the Fredholm theory for compact operators; see
[24] for a detailed proof. The claim of the Lemma is clear in the case where
the homogenous eqation u = Tu has only the trivial solution u = 0. But we
avoid this assumption in order to have a possibility to tackle the smoothness
properties of eigenfunctions of the integral operator TK , see Remark 1.5.

For the proof of Theorems 1.2 and 1.3 we use Lemma 1.6 with F = C[a, b]
and either E = Cm,ν+λ,ν+µ(a, b) or E = Cm,ν+λ,ν+µ

? (a, b). Due to (1.7), (1.8),
the corresponding imbeddings E ⊂ F are continuous, even compact; these
imbeddings are also dense since Cm,ν+λ,ν+µ(a, b) contains Cm[a, b].
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Lemma 1.7. Let K∈ W0,ν;λ,µ([a, b]×(a, b)) with ν<1 and λ, µ < min{1, 1−ν},
i.e., K is continuous on ([a, b]× (a, b))\diag and

|K(x, y)| ≤ cKκν(|x−y|)(y−a)−λ(b−y)−µ, (x, y) ∈ ([a, b]×(a, b))\diag, (1.9)

with parameters ν, λ, µ that satisfy

ν < 1, λ < 1, λ+ ν < 1, µ < 1, µ+ ν < 1. (1.10)

Then TK : L
∞(a, b) → C[a, b] is compact, i.e., TK maps L∞(a, b) into C[a, b]

and is compact between these spaces.

In the sequel, there will be many quotings to Lemma 1.7, not only in the
proof of Theorems 1.2 and 1.3 but also in the proof of Lemmas 1.8 and 1.9.

Lemma 1.8. Let K ∈ Wm,ν;λ,µ((a, b)× (a, b)) with parameters m, ν, λ, µ satis-
fying (1.8). Then the following is true:

(i) TK : C
m,ν+λ,ν+µ(a, b)→ Cm,ν+λ,ν+µ(a, b) is compact for ν /∈ Z;

(ii) TK : C
m,ν+λ,ν+µ
? (a, b)→ Cm,ν+λ,ν+µ

? (a, b) is compact (for ν ∈ Z as well as
for ν /∈ Z).

Lemma 1.9. Let K ∈ Wm,ν;λ,µ
? ((a, b) × (a, b)) where the parameters m, ν, λ,

µ satisfy (1.8) and ν ∈ Z. Then TK : Cm,ν+λ,ν+µ(a, b) → Cm,ν+λ,ν+µ(a, b) is
compact.

Theorem 1.2 immediately follows from Lemmas 1.6–1.8, whereas Theo-
rem 1.3 follows from Lemmas 1.6, 1.7 and 1.9. The proof of Lemma 1.7 is
elementary and it is presented in Section 2. The proof of Lemmas 1.8 and 1.9
is a more serious task, we present it in the course of Sections 3–5.

Remark 1.10. Also other reference spaces rather than F = C[a, b] can be
used in smoothness results like Theorems 1.1–1.3. According to Lemma 1.6, a
sufficient condition on the Banach space F for a modifying of Theorems 1.1–1.3
reads as follows: Cm,ν+λ,ν+µ(a, b) ⊂ F densely and continuously, T is compact
in F . For instance, for λ ≤ 0, µ ≤ 0, the space F = L1(a, b) is suitable
whereas in the case of arbitrary λ and µ, the weighted space F = L1,λ+,µ+(a, b)

equipped with the norm
∫ b

a
|u(y)|(y − a)−λ+(b − y)−µ+dy may be used; here

λ+ = max{λ, 0}, µ+ = max{µ, 0}.

1.6. Application to Volterra equations. The Volterra integral equation

u(x) =

∫ x

a

K(x, y)u(y)dy + f(x), a < x < b, (1.11)

can be considered as the Fredholm integral equation (1.1) in which K(x, y) = 0
for a < x < y < b. The classesWm,ν((a, b)× (a, b)),Wm,ν;λ,µ((a, b)× (a, b)) and



494 A. Pedas and G. Vainikko

Wm,ν;λ,µ
? ((a, b) × (a, b)) have sense for such kernels and Theorems 1.1–1.3 hold

for equation (1.11). These results can be specified if f(x) has no singularity at
x = b and K(x, y) has no singularity at y = b, since then also the solution u(x)
of (1.11) has no singularity at x = b. Denote

4 = 4a,b = {(x, y) : a < y < x ≤ b}

and introduce the following classes of kernels for equation (1.11):

Wm,ν(4) consists of m times continuously differentiable functions K on 4
that satisfy there for all k, l, k + l ≤ m, the inequality (1.2);

Wm,ν;λ(4) consists of m times continuously differentiable functions K on
4 that satisfy there for all k, l, k + l ≤ m, the inequality

∣

∣

∣

∣

∣

(

∂

∂x

)k(
∂

∂x
+

∂

∂y

)l

K(x, y)

∣

∣

∣

∣

∣

≤ cm,Kκν+k(|x− y|)(y − a)−λ−l, (1.12)

and limy→x

(

∂
∂x

)k
K(x, y) = 0 if ν + k < 0, k ≤ m;

Wm,ν;λ
? (4) consists of K ∈ Wm,ν;λ(∆) that in addition to (1.12) satisfy

∣

∣

∣

∣

∣

(

∂

∂x

)k(
∂

∂x
+

∂

∂y

)l

K(x, y)

∣

∣

∣

∣

∣

≤ cm,Kκν+k(|x−y|)
(y − a)−λ−l

1 + | log(y − a)|
if λ+ l > 0.

We modify also the weighted spaces: Cm,s(a, b] and Cm,s
? (a, b] consist of m

times continuously differentiable functions u on (a, b] that have a finite norm

‖u‖m,s =
m
∑

k=0

sup
a<x≤b

wk+s−1(x− a)|u(k)(x)|

and

‖u‖?m,s =
m
∑

k=0

sup
a<x≤b

w?
k+s−1(x− a)|u(k)(x)|,

respectively. The specifications of Theorems 1.1–1.3 read as follows.

Theorem 1.11. Let K ∈ Wm,ν(4) and f ∈ Cm,ν(a, b] where m ≥ 1, ν < 1.
Then equation (1.11) has a unique solution and it belongs to Cm,ν(a, b].

Theorem 1.12. Let K ∈ Wm,ν;λ(4) where m ≥ 1, ν < 1, λ < min{1, 1− ν}.
Then equation (1.11) has a unique solution u and the following is true:

(i) if ν /∈ Z and f ∈ Cm,ν+λ(a, b], then u ∈ Cm,ν+λ(a, b];

(ii) if f ∈ Cm,ν+λ
? (a, b], then u ∈ Cm,ν+λ

? (a, b] (for ν ∈ Z as well as for ν /∈ Z).

Theorem 1.13. Let K ∈ Wm,ν;λ
? (4), f ∈ Cm,ν+λ(a, b] where m ≥ 1, 1 > ν ∈

Z, λ < min{1, 1−ν}. Then equation (1.11) has a unique solution and it belongs
to Cm,ν+λ(a, b].
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Theorem 1.11 is known, see [5] where even a nonlinear problem has been
considered. Theorems 1.12 and 1.13 are consequences of Theorems 1.2 and 1.3
and a prolongation argument. Namely, we first extend f from (a, b] to (a, b+ δ],
0 < δ < b−a

m
, using the reflection formula (see, e.g., [12])

f(x) =
m
∑

j=0

djf(b− j(x− b)), b < x ≤ b+ δ, (1.13)

where dj are chosen so that the Cm-smooth joining happens at x = b:

m
∑

j=0

(−j)kdj = 1, k = 0, 1, . . . ,m. (1.14)

Using (1.13), (1.14) we also extend K from4a,b to4a,b+δ along the lines y−a =
γ(x− a), 0 < γ < 1. The extension procedure preserves f in Cm,ν(a, b+ δ] and
K in Wm,ν;λ(4a,b+δ) or in the corresponding ?-labelled classes. After that we
apply Theorems 1.2 and 1.3 to the prolonged problem (1.11) for a < x < b+ δ
to be sure that no singularity of the solution at x = b appears.

1.7. Boundary singularities of the kernels with respect to x and y. The
kernel classes Wm,ν;λ,µ and Wm,ν;λ,µ

? admit boundary singularities of K(x, y)
with respect to y but not with respect to x. Here we demonstrate how to
treat the integral equations with kernels that have boundary singularities with
respect to both arguments. For the brevity we confine ourselves to the problem

u(x)=

b
∫

a

(x−a)−λ1(b−x)−µ1K(x, y)u(y) dy+(x−a)−λ1(b−x)−µ1f(x), (1.15)

a < x < b, where λ1 and µ1 are real parameters, K ∈ Wm,ν;λ,µ ((a, b)× (a, b))
and f ∈ Cm,ν+λ+λ1,ν+µ+µ1(a, b). With respect to the unknown function

v(x) = (x− a)λ1(b− x)µ1u(x), (1.16)

equation (1.15) takes the form

v(x) =

∫ b

a

K(x, y)(y − a)−λ1(b− y)−µ1v(y)dy + f(x). (1.17)

This is an equation of type (1.1) with the kernel K(x, y) = K(x, y)(y−a)−λ1(b−
y)−µ1 which has boundary singularities only with respect to y. Moreover,
K ∈ Wm,ν;λ,µ implies K ∈ Wm,ν;λ+λ1,µ+µ1 , so we may apply Theorem 1.2 to
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equation (1.17). Under conditions m ≥ 1, ν < 1, λ + λ1 < min{1, 1 − ν},
µ+ µ1 < min{1, 1− ν}, we obtain for the solution v of equation (1.17) that

v ∈ Cm,ν+λ+λ1,ν+µ+µ1(a, b) if ν /∈ Z (1.18)

v ∈ Cm,ν+λ+λ1,ν+µ+µ1
? (a, b) if ν ∈ Z. (1.19)

From (1.16), (1.18), (1.19) we can determine the boundary singularities of
the solution u to equation (1.15). Also Theorem 1.3 can be applied to equa-
tion (1.17) assuming that K ∈ Wm,ν;λ+λ1,µ+µ1

? ; for λ1 ≤ 0, µ1 ≤ 0, this inclusion
is a consequence of the inclusion K ∈ Wm,ν;λ,µ

? .

Similarly, the Volterra integral equation

u(x) =

∫ x

a

(x− a)−λ1K(x, y)u(y)dy + (x− a)−λ1f(x), a < x < b, (1.20)

withK ∈ Wm,ν;λ(4), f ∈ Cm,ν+λ+λ1(a, b] can be reduced to equation of the type
(1.11) with the kernel K(x, y) = K(x, y)(y − a)−λ1 of the class Wm,ν;λ+λ1(4),
and Theorems 1.12 and 1.13 can be applied.

2. Compactness of TK : L∞(a, b) → C[a, b]

Here we prove Lemma 1.7. To this end, we first establish an estimate for the
integrals of the type

∫ x2

x1
|K(x, y)|dy.

Lemma 2.1. Let K satisfy the conditions of Lemma 1.7. Then for any x1, x2 ∈
[a, b], x1 < x2, there holds

sup
a≤x≤b

∫ x2

x1

|K(x, y)| dy ≤ cK











(x2 − x1)
min{1,1−λ,1−µ}, ν < 0

cε(x2 − x1)
min{1−ε,1−ε−λ,1−ε−µ}, ν = 0

(x2 − x1)
min{1−ν,1−ν−λ,1−ν−µ}, 0 < ν < 1,

(2.1)

where in case ν = 0 the parameter ε ∈ (0,min{1 − λ, 1 − µ}) may be chosen
arbitrarily and cε = cε,b−a = sup0<r≤b−a r

ε(1 + | log r|).

Proof. Introduce a cutting function σ ∈ C[a, b] with the properties

0 ≤ σ(y) ≤ 1 for a ≤ y ≤ b

σ(y) = 1 for a ≤ y ≤ a+ 1
3
(b− a)

σ(y) = 0 for a+ 2
3
(b− a) ≤ y ≤ b.

(2.2)

DenoteK−(x, y) = K(x, y)σ(y) andK+(x, y) = K(x, y)(1−σ(y)). Due to (1.9),
|K−(x, y)| ≤ cκν(|x − y|)(y − a)−λ and |K+(x, y)| ≤ cκν(|x − y|)(b − y)−µ. To
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prove (2.1), it is sufficient to establish that

sup
a≤x≤b

∫ x2

x1

|K−(x, y)|dy ≤ c











(x2 − x1)
min{1,1−λ}, ν < 0

cε(x2 − x1)
min{1−ε,1−ε−λ,}, ν = 0

(x2 − x1)
min{1−ν,1−ν−λ}, 0 < ν < 1

(2.3)

sup
a≤x≤b

∫ x2

x1

|K+(x, y)|dy ≤ c











(x2 − x1)
min{1,1−µ}, ν < 0

cε(x2 − x1)
min{1−ε,1−ε−µ}, ν = 0

(x2 − x1)
min{1−ν,1−ν−µ}, 0 < ν < 1 .

(2.4)

We prove (2.3); the second inequality, (2.4), follows by the symmetry argument.
We treat the cases ν < 0, ν = 0 and 0 < ν < 1 separately.

In the case ν < 0 we have κν(|x− y|) ≡ 1, and for x ∈ [a, b],

∫ x2

x1

|K−(x, y)|dy ≤ c

∫ x2

x1

(y − a)−λdy

≤ c′

{

x2 − x1, λ ≤ 0

(x2 − a)1−λ − (x1 − a)1−λ, 0 < λ < 1

and (2.3) follows.

In the case 0 < ν < 1 we have κν(|x− y|)= |x− y|−ν , and for x ∈ [a, b],
∫ x2

x1

|K−(x, y)|dy ≤ c

∫ x2

x1

|x− y|−ν(y − a)−λdy.

If λ ≤ 0 we can continue
∫ x2

x1

|K−(x, y)|dy ≤ c

∫ x2

x1

|x− y|−νdy ≤ c′(x2 − x1)
1−ν ,

where the constant c′ is independent of x. If λ > 0 we use the well known
inequality st ≤ sp

p
+ tq

q
for s, t ∈ R+, p > 1, 1

p
+ 1

q
= 1. With s = |x − y|−ν ,

t = (y − a)−λ, p = ν+λ
ν

, q = ν+λ
λ
it yields

|x− y|−ν(y − a)−λ ≤
ν

ν + λ
|x− y|−ν−λ +

λ

ν + λ
(y − a)−ν−λ

and
∫ x2

x1

|K−(x, y)|dy ≤ c

∫ x2

x1

(

ν

ν + λ
|x− y|−ν−λ +

λ

ν + λ
(y − a)−ν−λ

)

dy

≤ c′(x2 − x1)
1−ν−λ,

where the constant c′ is independent of x ∈ [a, b]. This completes the proof
of (2.3) in the case 0 < ν < 1.
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Finally, in the case ν = 0 we estimate

κν(|x− y|) = 1 + | log |x− y|| ≤ cε|x− y|−ε, 0 < ε < min{1, 1− λ, 1− µ},

and obtain (2.3) for ν = 0 from the case 0 < ν < 1.

Proof of Lemma 1.7. Having inequality (2.1), the proof of Lemma 1.7 is a sim-
ple task. First of all, (2.1) with x1 = a, x2 = b tells us that TK is bounded in

the space L∞(a, b): ‖TK‖L∞(a,b)→L∞(a,b) = supa<x<b

∫ b

a
|K(x, y)|dy <∞. Take a

cutting function τ ∈ C[0,∞) such that

0 ≤ τ(r) ≤ 1 for r ≥ 0

τ(r) = 0 for 0 ≤ r ≤ 1
2

τ(r) = 1 for r ≥ 1,

(2.5)

and introduce for n = 1, 2, . . . the kernels

Kn(x, y) = τ
(

n(y − a)
)

τ
(

n(b− y)
)

τ
(

n(|x− y|)
)

K(x, y), a ≤ x, y ≤ b.

The kernel Kn(x, y) is continuous on [a, b]× [a, b], hence the corresponding inte-
gral operator TKn

maps L∞(a, b) into C[a, b] and the mapping TKn
: L∞(a, b)→

C[a, b] is compact. Further, due to (2.1),

‖TK−TKn
‖L∞(a,b)→L∞[a,b]

= sup
a≤x≤b

∫ b

a

|K(x, y)−Kn(x, y)|dy

≤ sup
a≤x≤b

(

∫ a+ 1
n

a

+

∫ b

b− 1
n

+

∫ min{x+ 1
n
,b}

max{a,x− 1
n
}

)

|K(x, y)|dy → 0 as n→∞.

Hence, for u ∈ L∞(a, b), the function v = TKu lives in C[a, b] as the uniform
limit of the continuous functions vn = TKn

u. Moreover, TK : L
∞(a, b)→ C[a, b]

is compact as the operator norm limit of compact operators TKn
: L∞(a, b) →

C[a, b].

Remark 2.2. If K ∈ W0,ν;λ,µ((a, b)× (a, b)) with ν < 1, λ, µ < min{1, 1− ν}
then TK maps L∞(a, b) into BC(a, b) and is bounded between these spaces.
(The difference with Lemma 1.7 is in the relaxed continuity condition.)

Remark 2.3. Assume (1.9) with ν < 1, λ < 1, µ < 1 (but not necessarily
ν + λ < 1, ν + µ < 1 as in (1.10)). Then for a < x < b,
∫ b

a

|K(x, y)|dy

≤ c







1, ν + λ < 1
1 + | log(x− a)|, ν + λ = 1
(x− a)1−ν−λ, ν + λ > 1







+ c







1, ν + µ < 1
1 + | log(b− x)|, ν + µ = 1
(b− x)1−ν−µ, ν + µ > 1







.
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3. Equivalent norms of Cm,s,t(a, b) and Cm,s,t
? (a, b)

In the proof of Lemmas 1.8 and 1.9 we use simplified norms of Cm,s,t(a, b) and
Cm,s,t
? (a, b) which are equivalent to the basic norms (1.5) and (1.6).

Lemma 3.1. Let m ≥ 1, s, t ∈ R. For u ∈ Cm,s,t(a, b), k = 0, 1, . . . ,m − 1,
there holds

sup
a<x<b

wk+s−1,k+t−1(x)|u
(k)(x)− u(k)(x0)| ≤ c sup

a<x<b
wk+s,k+t(x)|u

(k+1)(x)|, (3.1)

where x0 is a fixed point of (a, b), e.g., x0 =
a+b
2
.

The proof is straightforward and omitted. Introduce the seminorms

|u|k,s,t = sup
a<x<b

wk+s−1,k+t−1(x)|u
(k)(x)|

|u|?k,s,t = sup
a<x<b

w?
k+s−1,k+t−1(x)|u

(k)(x)|, k = 0, 1, . . . ,m.

Thus the norms (1.5) and (1.6) can be written in the form ‖u‖m,s,t =
∑m

k=0 |u|k,s,t
and ‖u‖?m,s,t =

∑m
k=0 |u|

?
k,s,t. With the help of Lemma 3.1 and a similar result

for u ∈ Cm,s,t
∗ (a, b) we can prove the following results.

Lemma 3.2. For m ≥ 1, s, t ∈ R, the basic norm ‖u‖m,s,t of C
m,s,t(a, b) defined

in (1.5) is equivalent to the norms

‖u‖′m,s,t = max
a′≤x≤b′

|u(x)|+ |u|m,s,t and ‖u‖′′m,s,t = max
i=1,...,m

|u(xi)|+ |u|m,s,t ,

where [a′, b′] ⊂ (a, b) is an arbitrary closed subinterval and x1, . . . , xm are arbi-
trary m points of it, a′ ≤ x1 < . . . < xm ≤ b′.

Lemma 3.3. For m≥ 1, s, t ∈ R, the basic norm ‖u‖?m,s,t of C
m,s,t
? (a, b) defined

in (1.6) is equivalent to the norms

‖u‖?′m,s,t = max
a′≤x≤b′

|u(x)|+ |u|?m,s,t and ‖u‖?′′m,s,t = max
i=1,...,m

|u(xi)|+ |u|
?
m,s,t ,

where [a′, b′] ⊂ (a, b) is an arbitrary closed subinterval and x1, . . . , xm are arbi-
trary m points of it.

Lemma 3.4. Let m ≥ 1. The following conditions (i) and (ii) are equivalent
for a set M ⊂ Cm,s,t(a, b):

(i) M is relatively compact in Cm,s,t(a, b);

(ii) the functions v from M are m times continuously differentiable in (a, b),
uniformly bounded on a subinterval [a′, b′] ⊂ (a, b) (or at least at m points
x1, . . . , xm ∈ (a, b)) , and the set {wm+s−1,m+t−1v

(m) : v ∈M} is relatively
compact in BC(a, b).
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Similarly, the following conditions (i’) and (ii’) are equivalent for a set M ⊂
Cm,s,t
? (a, b):

(i’) M is relatively compact in Cm,s,t
? (a, b);

(ii’) the functions v from M are m times continuously differentiable in (a, b),
uniformly bounded on a subinterval [a′, b′] ⊂ (a, b) (or at least at m points
x1, . . . , xm ∈ (a, b)), and the set {w

?
m+s−1,m+t−1v

(m) : v ∈M} is relatively
compact in BC(a, b).

Proof. These claims are obvious consequences of Lemmas 3.2 and 3.3.

4. Differentiation of weakly singular integrals

First we recall a well known result about the closedness of the graph of the
differentiation operator.

Lemma 4.1. Let vn ∈ C1(a, b), vn → v, v′n → w uniformly on every closed
subinterval [a′, b′] ⊂ (a, b). Then v ∈ C1(a, b) and v′ = w.

The following differentiation result is also known at least partly, see [22]–
[24]. We equip it with an elementary proof based on Lemma 4.1.

Lemma 4.2. Assume that g(x, y) is a continuously differentiable function on
((a, b)× [a, b]) \ diag and satisfies with a ν ∈ (0, 1) the inequalities

∣

∣g(x, y)
∣

∣ ≤ c|x− y|−ν and

∣

∣

∣

∣

(

∂

∂x
+

∂

∂y

)

g(x, y)

∣

∣

∣

∣

≤ c|x− y|−ν . (4.1)

Then the function
∫ b

a
g(x, y)dy is continuously differentiable in (a, b) and

d

dx

∫ b

a

g(x, y)dy =

∫ b

a

(

∂

∂x
+

∂

∂y

)

g(x, y)dy + g(x, a)− g(x, b) . (4.2)

Proof. For functions g that are continuously differentiable on (a, b)× [a, b], in-
cluding the diagonal, formula (4.2) is obvious. Let g satisfy the conditons of
the lemma. Take a cutting function τ∈ C1[0,∞) that satisfies (2.5), and define
gn(x, y) = τ(n|x − y|)g(x, y), n = 1, 2, . . .. The functions gn are continuously
differentiable on (a, b)× [a, b] and equality (4.2) holds for them true: denoting

vn(x) =
∫ b

a
τ(n|x− y|)g(x, y)dy, we have

v′n(x) =
d

dx

∫ b

a

τ
(

n|x− y|
)

g(x, y)dy

=

∫ b

a

τ
(

n|x− y|
)

(

∂

∂x
+

∂

∂y

)

g(x, y)dy

+ τ
(

n(x− a)
)

g(x, a)− τ
(

n(b− x)
)

g(x, b), a < x < b.
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We took into account that
(

∂
∂x
+ ∂

∂y

)

τ(n|x− y|) = 0. With the help of (4.1) we
find that

v′n(x)→

∫ b

a

(

∂

∂x
+

∂

∂y

)

g(x, y)dy + g(x, a)− g(x, b), vn(x)→

∫ b

a

g(x, y)dy

as n→∞ uniformly on every closed subinterval [a′, b′] ⊂ (a, b). By Lemma 4.1,

the function
∫ b

a
g(x, y)dy is continuously differentiable on (a, b) and (4.2) holds

for it.

We are ready to derive a formula for the differentiation of TKu. Assume
that K satifies the conditions of Lemma 1.8, i.e.,

K ∈ Wm,ν;λ,µ((a, b)× (a, b)), m ≥ 1, ν < 1, λ, µ < min{1, 1− ν}, (4.3)

and take an arbitrary function

u ∈ Cm,ν+λ,ν+µ(a, b) or u ∈ Cm,ν+λ,ν+µ
? (a, b), λ, µ < min{1, 1− ν}. (4.4)

Denote by k′ ≥ 0 be the greatest integer that is less than 1− ν, i.e.,

k′ = [1− ν] for ν /∈ Z, k′ = −ν for ν ∈ Z, (4.5)

where [1 − ν] is the integer part of 1 − ν. In particular, k ′ = 0 in the most
interestig cases where 0 ≤ ν < 1. We assume now that m > k′ (as we will
see, the case m ≤ k′ is trivial). Due to condition (1.3) with l = 0, the kernel
(

∂
∂x

)k′
K(x, y) is still weakly singular and we may compute

(

d
dx

)k′
(TKu)(x) by

differentiating the kernel under the integral,

(

d

dx

)k′

(TKu)(x) =

∫ b

a

(

∂

∂x

)k′

K(x, y)u(y)dy;

recall that
(

∂
∂x

)k
K(x, y) is continuous on (a, b)× (a, b) for k < k′. To compute

(

d

dx

)m

(TKu)(x) =

(

d

dx

)m−k′ ∫ b

a

(

∂

∂x

)k′

K(x, y)u(y)dy

we take a cutting function τ ∈ Cm[0,∞) that satisfies (2.5). Fix an arbitrary
point x′ ∈ (a, b) and denote r′ = 1

2
ρ(x′) where ρ(x) = min{x − a, b − x} is

the distance from x ∈ (a, b) to the boundary of (a, b). For |x − x′| ≤ 1
2
r′, we

represent

∫ b

a

(

∂

∂x

)k′

K(x, y)u(y)dy =

∫ b

a

τ

(

|x− y|

r′

)(

∂

∂x

)k′

K(x, y)u(y)dy

+

∫ b

a

{

1− τ

(

|x− y|

r′

)}(

∂

∂x

)k′

K(x, y)u(y)dy.
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The singularity at x = y is cut off in the first integral on r.h.s., and we may

apply
(

∂
∂x

)m−k′
under the integral. In the second integral on r.h.s., the coefficient

function 1− τ
(

1
r′
|x− y|

)

vanishes for |x− y| ≥ r′, in particular, for y satisfying
|y − x′| ≥ 3

2
r′ (since |x − x′| ≤ 1

2
r′); the boundary points a and b with their

1
2
r′-neighbourhoods belong to the region where 1− τ

(

1
r′
|x− y|

)

vanishes. Thus
in the second integral the boundary singularities caused by K(x, y) are cut off.
Due to estimate (1.3) , differentiation formula (4.2) may be applied obtaining

∂

∂x

∫ b

a

{

1− τ

(

|x− y|

r′

)}(

∂

∂x

)k′

K(x, y)u(y)dy

=

∫ b

a

{

1− τ

(

|x− y|

r′

)}(

∂

∂x
+

∂

∂y

)

{

(

∂

∂x

)k′

K(x, y)u(y)

}

dy.

Recall that 1 − τ
(

1
r′
|x − y|

)

= 0 for y = a and y = b, so the boundary
terms of the formula (4.2) vanish in our case; we also took into account that
(

∂
∂x
+ ∂

∂y

)

τ
(

1
r′
|x− y|

)

= 0. In its turn, the last integral may be differentiated in

the similar manner. So for |x− x′| ≤ r′

2
we obtain

(

d

dx

)m

(TKu)(x)

=

∫ b

a

(

∂

∂x

)m−k′
{

τ

(

|x− y|

r′

)(

∂

∂x

)k′

K(x, y)

}

u(y)dy

+

∫ b

a

{

1− τ

(

|x− y|

r′

)}(

∂

∂x
+

∂

∂y

)m−k′
{

(

∂

∂x

)k′

K(x, y)u(y)

}

dy.

Differentiating the product of functions by the Leibnitz rule, taking the result
at point x = x′ but writing again x instead of x′, we arrive at the formula

(

d

dx

)m

(TKu)(x) =
m−k′
∑

j=0

(

m− k′

j

)
∫ b

a

τj(x, y)

(

∂

∂x

)k′+j

K(x, y)u(y)dy

+
m−k′
∑

j=0

(

m− k′

j

)
∫ b

a

{

1− τ

(

2|x− y|

ρ(x)

)}

·

{

(

∂

∂x
+

∂

∂y

)m−k′−j(
∂

∂x

)k′

K(x, y)

}

u(j)(y)dy,

(4.6)

a < x < b , where

τj(x, y) =

[(

∂

∂x

)m−k′−j

τ

(

|x− y|

r

)]

r=
ρ(x)

2

, j = 0, . . . ,m− k′. (4.7)

Let us summarise the result.
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Lemma 4.3. For K and u satisfying (4.3) and (4.4) with m > k ′ (where k′

is defined by (4.5)), the derivative
(

d
dx

)m
(TKu)(x) exists in (a, b) and can be

represented by the formula (4.6) where τj(x, y) is defined in (4.7) and the cutting
function τ ∈ Cm[0,∞) satisfies (2.5). In the case m ≤ k′ we simply have

(

d

dx

)m

(TKu)(x) =

∫ b

a

(

∂

∂x

)m

K(x, y)u(y)dy, a < x < b. (4.8)

5. Compactness of TK in Cm,ν+λ,ν+µ(a, b) and Cm,ν+λ,ν+µ
? (a, b)

Let us multiply both sides of (4.6) by the weight function wm+ν+λ−1,m+ν+µ−1

corresponding to
(

∂
∂x

)m
(TKu)(x). The result can be written in the form

wm+ν+λ−1,m+ν+µ−1D
mTKu

=
m−k′
∑

j=0

(

m− k′

j

)

(

Tju+ Sj(wj+ν+λ−1,j+ν+µ−1D
ju)
) (5.1)

where D = d
dx
is the differentiation operator and

(Tju)(x) =

∫ b

a

wm+ν+λ−1,m+ν+µ−1(x)τj(x, y)

(

∂

∂x

)k′+j

K(x, y)u(y)dy (5.2)

(Sjv)(x) =

∫ b

a

wm+ν+λ−1,m+ν+µ−1(x)

wj+ν+λ−1,j+ν+µ−1(y)

{

1− τ

(

2|x− y|

ρ(x)

)}

·

{

(

∂

∂x

)k′ (
∂

∂x
+

∂

∂y

)m−k′−j

K(x, y)

}

v(y)dy.

(5.3)

The proof of Lemmas 1.8 (i) and 1.9 can be reduced to the study of the mapping
properties of Tj and Sj. In (5.1), wj+ν+λ−1,j+ν+µ−1(y) = 1 for j = 0 and

sup
a<y<b

wj+ν+λ−1,j+ν+µ−1(y)|(D
ju)(y)| ≤ ‖u‖m,ν+λ,ν+µ, j = 0, 1, . . . ,m.

Recall that the imbedding Cm,ν+λ,ν+µ(a, b) ⊂ C[a, b] is compact. Taking into
account also Lemmas 3.2 and 3.4 we observe that in order to prove the com-
pactness of the operator TK in Cm,ν+λ,ν+µ(a, b), it is sufficient to establish that

S0, Tj : BC(a, b)→ BC(a, b), j = 0, 1, . . . ,m− k′, are bounded (5.4)

Sj : BC(a, b)→ BC(a, b), j = 1, . . . ,m− k′, are compact. (5.5)

In the sequel we realise (5.4), (5.5) for ν /∈ Z but for ν ∈ Z we slightly modify the
program: while T0 occurs to be unbounded in BC(a, b) for ν ∈ Z in general, we
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prove that under condition K ∈ Wm,ν;λ,µ
? , neverteless, T0 : C

m,ν+λ,ν+µ(a, b) →
BC(a, b) is compact.

To prove Lemma 1.8 (ii), we have to examine TK also in the space
Cm,ν+λ,ν+µ
? (a, b). To do this we multiply (4.6) by w?

m+ν+λ−1,m+ν+µ−1obtaining
the formulae quite similar to (5.1)–(5.3): everywhere the weight functions
wj+ν+λ−1,j+ν+µ−1 are replaced by their counterparts w?

j+ν+λ−1,j+ν+µ−1. We de-
note the corresponding integral operators by T ?

j , S
?
j , j = 0, . . . ,m. We realise

the program like (5.4), (5.5) for T ?
j , S

?
j , j = 0, . . . ,m, this time without any

exception.

Lemma 5.1. Assume that K ∈ Wm,ν;λ,µ((a, b) × (a, b)), m ≥ k′ + 1, ν < 1,
λ, µ < min{1, 1 − ν}. Then the operators Sj and S?

j , j = 1, . . . ,m − k′, are
compact in the space BC(a, b), i.e., (5.5) holds true (independently of whether
ν ∈ Z or ν /∈ Z). Further, the operator S0 is bounded in BC(a, b) if ν /∈ Z (and
may be unbounded for ν ∈ Z) whereas the operator S?

0 is bounded in BC(a, b)
independently of ν.

If K ∈ Wm,ν;λ,µ
? ((a, b) × (a, b)), m ≥ k′ + 1, ν < 1, λ, µ < min{1, 1 − ν},

then S0 is bounded in BC(a, b) also for ν ∈ Z.

Proof. Denote by Hj the kernel of the integral operator Sj, 0 ≤ j ≤ m− k′,

Hj(x, y) =
wm+ν+λ−1,m+ν+µ−1(x)

wj+ν+λ−1,j+ν+µ−1(y)

·

{

1− τ

(

2|x− y|

ρ(x)

)}(

∂

∂x

)k′(
∂

∂x
+

∂

∂y

)m−k′−j

K(x, y).

For j = 1, . . . ,m − k′ we check that Hj is weakly singular and obtain (5.5) on
the basis of of Lemma 1.7. The order of derivatives of K involved in Hj is m−j,
and those have a continuous extension to ([a, b]× (a, b)) \diag for j ≥ 1, hence
the same property has Hj. Estimate (1.3) yields

∣

∣

∣

∣

(

∂

∂x

)k′(
∂

∂x
+

∂

∂y

)m−k′−j

K(x, y)

∣

∣

∣

∣

≤ cκν+k′(|x− y|)(y − a)−λ−m+k′+j(b− y)−µ−m+k′+j.

To separate the boundary singularities, introduce the operators S−j and S+
j with

the kernels H−
j (x, y) = Hj(x, y)σ(y) and H+

j (x, y) = Hj(x, y)(1−σ(y)), respec-
tively, where the cutting function σ ∈ C[a, b] satisfies (2.2). Since Sj = S−j +S+

j ,
it is sufficient to establish the claims of the Lemma for S−j and S+

j separately,
or thanks to symmetry, for S−j only. We have

|H−
j (x, y)|

≤ c
wm+ν+λ−1(x− a)

wj+ν+λ−1(y − a)

{

1− τ

(

2|x− y|

ρ(x)

)}

κν+k′(|x− y|)(y − a)−λ−m+k′+j
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|H+
j (x, y)|

≤ c
wm+ν+µ−1(b− x)

wj+ν+µ−1(b− y)

{

1− τ

(

2|x− y|

ρ(x)

)}

κν+k′(|x− y|)(b− y)−µ−m+k′+j.

In the sequel we confine us to the examining of H−
j (x, y), j = 0, . . . ,m− k′.

¿From definition of k′ (see (4.5)) we observe that ν + k′ = 0 for ν ∈ Z and
0 < ν + k′ < 1 for ν /∈ Z, thus κν+k′(|x− y|) has at most a weak singularity on
the diagonal,

κν+k′(|x− y|) ≤ c

{

1 +
∣

∣ log |x− y|
∣

∣, ν ∈ Z

|x− y|−ν−k
′

, ν /∈ Z .

Further, 1 − τ
(2|x−y|

ρ(x)

)

= 0 for |x − y| ≥ ρ(x)
2
, hence the integration interval

in (5.3) actually is
(

x− ρ(x)
2

, x+ ρ(x)
2

)

⊂ (a, b). In this subinterval, the quantities
ρ(x) and ρ(y) are of the same order, namely,

ρ(x)

2
≤ ρ(y) ≤ 3

ρ(x)

2
for y ∈

(

x−
ρ(x)

2
, x+

ρ(x)

2

)

. (5.6)

Hence similar relations hold for the weight functions: with some positive con-
stants c1 and c2,

c1wj+ν+λ−1(x− a) ≤ wj+ν+λ−1(y − a) ≤ c2wj+ν+λ−1(x− a), j = 0, . . . ,m− k′.

Thus

|H−
j (x, y)| ≤ c h−j (x)κν+k′(|x− y|), j = 0, . . . ,m− k′,

where

h−j (x) =
wm+ν+λ−1(x− a)

wj+ν+λ−1(x− a)
(x− a)−λ−m+k′+j.

Depending on the signs of m+ ν + λ− 1 and j + ν + λ− 1, we have 6 cases to
specify h−j (x).

Case 1: m + ν + λ − 1 > 0, j + ν + λ − 1 > 0 (in this case j ≥ 1 since
λ < 1− ν). Then

h−j (x) = (x− a)m−j(x− a)−λ−m+k′+j = (x− a)k
′−λ

|H−
j (x, y)| ≤ c(x− a)k

′−λκν+k′(|x− y|),

or, once more exploiting (5.6), |H−
j (x, y)| ≤ cκν+k′(|x−y|)(y−a)k

′−λ, for (x, y) ∈
[a, b]× (a, b) \ diag. For the singularity orders we have (cf. (1.9), (1.10))

ν + k′ < 1, −k′ + λ ≤ λ < 1, (ν + k′) + (−k′ + λ) = ν + λ < 1,
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thusH−
j (x, y) is a weakly singular kernel satisfying the conditions of Lemma 1.7,

and by Lemma 1.7, S−j is a compact operator in the space BC(a, b).

Case 2: m + ν + λ − 1 > 0, j + ν + λ − 1 = 0 (again, j ≥ 1 in this case).
Similarly as in case 1 we find that

h−j (x) = (1 + | log(x− a)|)(x− a)m+ν+λ−1(x− a)−λ−m+k′+j

= (1 + | log(x− a)|)(x− a)k
′−λ

|H−
j (x, y)| ≤ cεκν+k′(|x− y|)(y − a)k

′−λ−ε,

(x, y) ∈ [a, b]×(a, b)\diag. We estimated 1+ | log(x−a)| ≤ cε(x−a)−ε choosing
a small ε > 0 so that still λ + ε < 1, λ + ν + ε < 1. Then the conclusions are
similar to case 1: S−j is compact in the space BC(a, b).

Case 3: m+ ν + λ− 1 > 0, j + ν + λ− 1 < 0 that implies

h−j (x) = (x− a)m+ν+λ−1(x− a)−λ−m+k′+j = (x− a)ν+k′+j−1

|H−
j (x, y)| ≤ cκν+k′(|x− y|)(y − a)ν+k′+j−1,

(x, y) ∈ [a, b]× (a, b) \ diag. Now the singularity parameters satisfy

ν + k′ < 1, −(ν + k′ + j − 1) ≤ 1− j, (ν + k′)− (ν + k′ + j − 1) = 1− j,

and on the bases of Lemma 1.7 , for j ≥ 1 the operator S−j is compact in the
space BC(a, b). For j = 0 , ν /∈ Z, we have on the basis of (5.6)

sup
a<x<b

∫ b

a

|H−
0 (x, y)|dy ≤ c sup

a<x<b
(x− a)ν+k′−1

∫

|y−x|<
ρ(x)

2

|x− y|−ν−k
′

dy <∞

telling us that S−0 is bounded in BC(a, b). On the other hand, for j = 0 , ν ∈ Z,
we have ν + k′ = 0 and

sup
a<x<b

∫ b

a

|H−
0 (x, y)|dy ≤ c sup

a<x<b
(x− a)−1

∫

|y−x|<
ρ(x)

2

(

1 +
∣

∣ log |x− y|
∣

∣

)

dy =∞

warning us that S−0 need not to be bounded in BC(a, b). The situation changes
ifK ∈ Wm,ν;λ,µ

? : since λ+(m−k′) = m+ν+λ > 1, we may use the estimate (1.4)
obtaining for a ≤ y ≤ a+ 2

3
(b− a) (where σ(y) is supported, see the definition

of H−
0 )
∣

∣

∣

∣

∣

(

∂

∂x

)k′(
∂

∂x
+

∂

∂y

)m−k′

K(x, y)

∣

∣

∣

∣

∣

≤ c
(

1 +
∣

∣ log |x− y|
∣

∣

) (y − a)−λ−m+k′

1 + | log(y − a)|
.

Due to (5.6), 1 + | log(y − a)| ³ 1 + | log(x− a)|, and

|H−
0 (x, y)| ≤ c

1

(x− a)(1 + | log(x− a)|)

(

1 +
∣

∣ log |x− y|
∣

∣

)
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for (x, y) ∈ [a, b]× (a, b) \ diag that implies the boundedness of S−0 in BC(a, b):

sup
a<x≤x0

∫ b

a

|H−
0 (x, y)|dy

≤ c sup
a<x<b

1

(x− a)(1 + | log(x− a)|)

∫

|y−x|<ρ(x)/2

(

1 +
∣

∣ log |x− y|
∣

∣

)

dy <∞.

Case 4: m + ν + λ − 1 = 0, j + ν + λ − 1 = 0 (hence j = m ≥ 1). Then
h−j (x) = (x− a)−λ−m+k′+j = (x− a)k

′−λ that is same as in case 1, and S−j = S−m
is compact in BC(a, b).

Case 5: m+ ν + λ− 1 = 0, j + ν + λ− 1 < 0. Then

h−j (x) =
1

1 + | log(x− a)|
(x− a)−λ−m+k′+j

=
1

1 + | log(x− a)|
(x− a)ν+k′+j−1

|H−
j (x, y)| ≤ cκν+k′(|x− y|)

(y − a)ν+k′+j−1

1 + | log(y − a)|
,

(x, y) ∈ [a, b]× (a, b) \ diag. This is somewhat stronger estimate than in case 3
due to 1 + | log(y − a)| in the denominator. The conclusions are same as in
case 3: for j ≥ 1, the operators S−j are compact and S−0 is bounded in BC(a, b);

now even in case ν ∈ Z we do not need the condition K ∈ Wm,ν;λ,µ
? when S−0 is

treated.

Case 6: m+ ν + λ− 1 < 0, j + ν + λ− 1 < 0. Then

h−j (x) = (x− a)−λ−m+k′+j

|H−
j (x, y)| ≤ cκν+k′(|x− y|)(y − a)−λ−m+k′+j,

(x, y) ∈ [a, b]×(a, b)\diag. In the present case the singularity parameters satisfy
strict inequalities

ν + k′ < 1

λ+m− k′ − j = (m+ ν + λ− 1)− (ν + k′)− j + 1 < 1− j

(ν + k′) + (λ+m− k′ − j) = (m+ ν + λ− 1)− j + 1 < 1− j,

and S−j : BC(a, b) → BC(a, b) is by Lemma 1.7 compact for j ≥ 1 and S−0 is
bounded (for ν ∈ Z as well as for ν /∈ Z) .

We completed the proof of claims of Lemma 5.1 concerning the operators Sj.
Now consider the operators S?

j having the kernels

H?
j (x, y) =

w?
m+ν+λ−1,m+ν+µ−1(x}

w?
j+ν+λ−1,j+ν+µ−1(y)

·

{

1− τ

(

2|x− y|

ρ(x)

)}(

∂

∂x

)k′(
∂

∂x
+

∂

∂y

)m−k′−j

K(x, y).
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Separating the boundary singularities similarly as above we arrive at the esti-
mate

|H−,?
j (x, y)| ≤ ch−,?j (x)κν+k′(|x− y|), j = 0, . . . ,m− k′

h−,?j (x) =
w?
m+ν+λ−1(x− a)

w?
j+ν+λ−1(x− a)

(x− a)−λ−m+k′+j.

Depending on the signs of m + ν + λ − 1 and j + ν + µ − 1, we now have 3
different formulae for h−,?j (x).

Case 1’: m + ν + λ − 1 ≥ 0, j + ν + λ − 1 ≥ 0 (implying j ≥ 1). Then
h−,?j (x) coincides with h−j (x) in case 1 and the result is that S

−,?
j is compact in

BC(a, b).

Case 2’: m+ ν+λ− 1 ≥ 0, j+ ν+λ− 1 < 0. Then the estimate of h−,?j (x)
is comparable with case 3 but now we have the supplementary logarithm in the
denominator. The S−,?j , j ≥ 1, are compact in BC(a, b), and S−,?0 is bounded
in BC(a, b).

Case 3’: m+ ν + λ− 1 < 0, j + ν + λ− 1 < 0. Then h−,?j (x) coincides with

h−j (x) in case 6 and the result is that S
−,?
j , j ≥ 1, are compact and S−,?0 bounded

in BC(a, b).

The proof of Lemma 5.1 is complete.

The last assertion of Lemma 5.1 concerning the boundedness of S0 for ν ∈ Z

is wrong without the condition K ∈ Wm,ν;λ,µ
? .

Lemma 5.2. Assume that K ∈ Wm,ν;λ,µ((a, b) × (a, b)), m ≥ k′ + 1, ν < 1,
λ, µ < min{1, 1 − ν}. Then the operators Tj, j = 1, . . . ,m − k′, and T ?

j ,
j = 0, . . . ,m − k′, are bounded in BC(a, b). For ν /∈ Z, also T0 is bounded in
BC(a, b); for ν ∈ Z this is true if m+ ν + λ− 1 ≤ 0, m+ ν + µ− 1 ≤ 0.

Proof. Denote

Rj(x, y) = τj(x, y)

(

∂

∂x

)k′+j

K(x, y), j = 0, . . . ,m− k′,

where τj is defined by (4.7). Thus (see (5.2))

(Tju)(x) = wm+ν+λ−1(x− a)wm+ν+µ−1(b− x)

∫ b

a

Rj(x, y)u(y)dy.

Similarly as in the proof of Lemma 5.1 we representRj(x, y)=R−j (x, y)+R+
j (x, y)

where R−j (x, y) = Rj(x, y)σ(y) and R+
j (x, y) = Rj(x, y)(1−σ(y)).We show that
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for j ≥ 0 if ν /∈ Z and for j ≥ 1 if ν ∈ Z, the following inequalities hold for
a < x < b:

wm+ν+λ−1(x− a)

∫ b

a

|R−j (x, y)|dy ≤ c

wm+ν+µ−1(b− x)

∫ b

a

|R+
j (x, y)|dy ≤ c.

(5.7)

Clearly, (5.7) implies that Tj is bounded in BC(a, b) as asserted in the lemma.
Due to symmetry, it suffices to establish the first one of inequalities (5.7).

Let us estimate |R−j (x, y)|. For τj(x, y) defined in (4.7) we have

|τj(x, y)| ≤ cj

(

ρ(x)

2

)−(m−k′−j)

, cj = max
r≥0

|τ (m−k′−j)(r)|. (5.8)

Moreover, for j ≤ m− k′,

suppτj ⊂

{

(x, y) ∈ [a, b]× [a, b] : |x− y| ≥
ρ(x)

4

}

;

in particular, for j < m− k′

suppτj ⊂

{

(x, y) ∈ [a, b]× [a, b] :
ρ(x)

4
≤ |x− y| ≤

ρ(x)

2

}

(5.9)

allowing to rewrite (5.8) in the form

|τj(x, y)| ≤ c|x− y|−(m−k′−j), j = 0, . . . ,m− k′

(for j = m− k′ this estimate holds since τm−k′(x, y) = τ
(

2 |x−y|
ρ(x)

)

.

Since k′ + ν = 0 for ν ∈ Z and 0 < k′ + ν < 1 for ν /∈ Z, estimate (1.3)
yields

∣

∣

∣

∣

(

∂

∂x

)k′+j

K(x, y)

∣

∣

∣

∣

≤ c|x− y|−ν−k
′−j(y − a)−λ(b− y)−µ

for j ≥ 0 if ν /∈ Z and for j ≥ 1 if ν ∈ Z. Composing the last two estimates we
obtain |R−j (x, y)| ≤ c|x− y|−ν−m(y − a)−λσ(y); we took into account that σ(y)
cuts the singularity (b− y)−µ off. Now

∫ b

a

|R−j (x, y)|dy ≤ c

∫

(a,d)\{y: |x−y|≤ρ(x)/4}

|x− y|−ν−m(y − a)−λdy

≤ c

∫

(a,d)\{y: |x−y|≤(x−a)/8}

|x− y|−ν−m(y − a)−λdy,
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where d = a+ 2
3
(b− a). With the change of variables y − a = (x− a)z we find

∫

(a,d)\{y: |x−y|≤(x−a)/8}

|x− y|−ν−m(y − a)−λdy

= (x− a)−m−ν−λ+1

∫

(0,(d−a)/(x−a))\{z: |1−z|≤ 1
8
}

|1− z|−ν−mz−λdz

≤ c(x− a)−m−ν−λ+1

(

1 +

∫ d−a
x−a

9
8

z−m−ν−λdz

)

≤ c′(x− a)−m−ν−λ+1











(x− a)m+ν+λ−1, m+ ν + λ− 1 < 0

1 + | log(x− a)|, m+ ν + λ− 1 = 0

1, m+ ν + λ− 1 > 0

= c′











1, m+ ν + λ− 1 < 0

1 + | log(x− a)|, m+ ν + λ− 1 = 0

(x− a)−m−ν−λ+1, m+ ν + λ− 1 > 0

=
c′

wm+ν+λ−1(x− a)
.

We obtained the first one of inequalities (5.7).

In the case ν ∈ Z, j = 0, estimate (1.3) yields
∣

∣

∣

∣

∣

(

∂

∂x

)k′

K(x, y)

∣

∣

∣

∣

∣

≤ c(y − a)−λ(b− y)−µ(1 + log |x− y|).

Using (5.8) and (5.9) we may estimate directly

∫ b

a

|R−0 (x, y)|dy ≤ cρ(x)−m−ν−λ+1(1 + | log ρ(x)|),

∫ b

a

|R+
0 (x, y)|dy ≤ cρ(x)−m−ν−µ+1(1 + | log ρ(x)|).

(5.10)

For m+ ν + λ− 1≤ 0, m+ ν + µ− 1≤ 0 we still have (5.7), and T0 is bounded
in BC(a, b) (but it is not so if m+ ν + λ− 1> 0 or m+ ν + µ− 1 > 0).

Now consider the operators

(T ?
j u)(x) = w?

m+ν+λ−1(x− a)w?
m+ν+µ−1(b− x)

∫ b

a

Rj(x, y)u(y)dy.

Since w?
s(x) ≤ ws(x), we have |(T

?
j u)(x)| ≤ |(Tju)(x)|, and T ?

j is bounded in
BC(a, b) in all cases where Tj is, in particular for j ≥ 1. For j = 0, (5.10)
implies

w?
m+ν+λ−1(x− a)

∫ b

a

|R−0 (x, y)|dy ≤ c, a < x < b,
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hence also T−,?0 , T+,?
0 and T ?

0 = T−,?0 + T+,?
0 are bounded in BC(a, b).

Lemma 5.3. Assume that K ∈ Wm,ν;λ,µ
? ((a, b)× (a, b)), m ≥ k′+1, 1 > ν ∈ Z,

λ, µ < 1. Then T0:C
m,ν+λ,ν+µ(a, b)→ BC(a, b) is compact.

Proof. Let u ∈ Cm,ν+λ,ν+µ(a, b) ⊂ C[a, b]. With the designations from the proof
of Lemma 5.2, we represent

∫ b

a

R−0 (x, y)u(y)dy =

∫ b

a

R−0 (x, y)[u(y)− u(a)]dy + u(a)

∫ b

a

R−0 (x, y)dy.

To prove the Lemma, we show that

(i) the operator R− defined by

(R−u)(x) = wm+ν+λ−1(x− a)

∫ b

a

R−0 (x, y)[u(y)− u(a)]dy

maps Cm,ν+λ,ν+µ(a, b) into BC(a, b) and is compact between these spaces;

(ii) ϕ− ∈ BC(a, b) where the function ϕ− is defined by

ϕ−(x) = wm+ν+λ−1(x− a)

∫ b

a

R−0 (x, y)dy, a < x < b.

Similar claims for R+ and ϕ+ follow by the symmetry argument.

To claim (i). Fix an ε > 0 such that λ + ε < 1 and introduce the Banach
space C−ε [a, b] of continuous functions u on [a, b] with the finite norm

‖u‖C−ε [a,b] = max
a≤x≤b

|u(x)|+ sup
a<x≤b

(x− a)−ε|u(x)− u(a)|.

We have a compact imbedding Cm,ν+λ,ν+µ(a, b) ⊂ C−ε [a, b]. Hence claim (i)
follows noticing that R− : C−ε [a, b]→ BC(a, b) is bounded: from |u(y)−u(a)| ≤
(y − a)ε‖u‖C−ε [a,b] we win the factor ρ(x)

ε in the estimate (cf. (5.10))

∣

∣

∣

∣

∫ b

a

R−0 (x, y)[u(y)− u(a)]dy

∣

∣

∣

∣

≤ cρ(x)−m−ν−λ+1+ε(1 + | log ρ(x)|)‖u‖C−ε [a,b]

implying

sup
a<x<b

wm+ν+λ−1(x− a)|

∫ b

a

R−0 (x, y)[u(y)− u(a)]dy| ≤ c‖u‖C−ε [a,b].

To claim (ii). If m+ ν + λ− 1 ≤ 0, (ii) is clear, since due to (5.10),

|ϕ−(x)| ≤ wm+ν+λ−1(x− a)

∫ b

a

|R−0 (x, y)|dy ≤ c, a < x < b.
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For m+ ν +λ− 1 > 0, (5.10) leads to an estimate |ϕ−(x)| ≤ c(1+ | log(x− a)|)
that is too coarse. So we have to deduce a finer estimate in the vicinity of the
left boundary point a in the case m+ ν + λ− 1 > 0. Recall that

R−0 (x, y) = τ0(x, y)

(

∂

∂x

)k′

K(x, y)σ(y) (k′ = −ν)

τ0(x, y) =

[(

∂

∂x

)m−k′

τ

(

|x− y|

r

)]

r=
ρ(x)

2

= (−1)m−k
′

(

∂

∂y

)m−k′

τ

(

2|x− y|

ρ(x)

)

.

Integrating m− k′ times by part we represent

∫ b

a

R−0 (x, y)dy

= (−1)m−k
′

∫ x+
ρ(x)

2

x−
ρ(x)

2

(

∂

∂x

)k′

K(x, y)σ(y)

(

∂

∂y

)m−k′

τ

(

2|x− y|

ρ(x)

)

dy

=

∫ x+
ρ(x)

2

x−
ρ(x)

2

{

(

∂

∂x

)k′(
∂

∂y

)m−k′

K(x, y)σ(y)

}

τ

(

2|x− y|

ρ(x)

)

dy + β−(x)

where

β−(x) = −

[(

∂

∂x

)k′(
∂

∂y

)m−k′−1

K(x, y)σ(y)

]y=x+
ρ(x)

2

y=x−
ρ(x)

2

;

we assume here that the cutting function σ (see (2.2)) is chosen from Cm[a, b].
Since σ(y) = 1 for a ≤ y ≤ a+ 1

3
(b− a), we have for a < x ≤ x0 = a+ 2

9
(b− a),

∫ b

a

R−0 (x, y)dy=

∫ x+x−a
2

x−x−a
2

{(

∂

∂x

)k′ (
∂

∂y

)m−k′

K(x, y)

}

τ

(

2|x− y|

x− a

)

dy+β−(x),

where

β−(x) = −

[(

∂

∂x

)k′(
∂

∂y

)m−k′−1

K(x, y)

]y=x+x−a
2

y=x−x−a
2

.

Further, we expand

(

∂

∂y

)m−k′

=

((

∂

∂x
+

∂

∂y

)

−
∂

∂x

)m−k′

=
m−k′
∑

j=0

(−1)j
(

m− k′

j

)(

∂

∂x
+

∂

∂y

)m−k′−j (
∂

∂x

)j
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and similarly
(

∂
∂y

)m−k′−1
in β−(x). For j ≥ 1 we estimate on the basis of (1.3)

∣

∣

∣

∣

∣

(

∂

∂x

)k′+j (
∂

∂x
+

∂

∂y

)m−k′−j

K(x, y)

∣

∣

∣

∣

∣

≤ c|x− y|−j(x− a)−m−ν−λ+j

and for j = 0 on the basis of (1.4)

∣

∣

∣

∣

∣

(

∂

∂x

)k′(
∂

∂x
+

∂

∂y

)m−k′

K(x, y)

∣

∣

∣

∣

∣

≤ c
(

1 +
∣

∣ log |x− y|
∣

∣

) (x− a)−λ−m−ν

1 + | log(x− a)|
;

note that λ + (m − k′) = m + ν + λ > 0, even λ + (m − k′) > 1, so the use
of (1.4) is legitime, and it remains to be legitime also when we estimate the

corresponding term of β−(x). Observe that τ
(

2|x−y|
x−a

)

= 0 for |x − y| ≤ x−a
4
,

thus the integration interval (x − x−a
2

, x + x−a
2
) actually reduces to the union

of intervals (x − x−a
2

, x − x−a
4
) and (x + x−a

4
, x + x−a

2
) in which the quantities

|x− y| and x− a are of the same order. So the estimates reduce to

∣

∣

∣

∣

∣

(

∂

∂x

)k′+j(
∂

∂x
+

∂

∂y

)m−k′−j

K(x, y)

∣

∣

∣

∣

∣

≤ c(x− a)−m−ν−λ

for j ≥ 1 as well as for j = 0, and

∣

∣

∣

∣

∫ b

a

R−0 (x, y)dy

∣

∣

∣

∣

≤ c(x− a)−m−ν−λ+1, a < x ≤ x0.

Recalling that m+ ν + λ− 1 > 0, this implies

|ϕ−(x)| ≤ wm+ν+λ−1(x− a)

∣

∣

∣

∣

∫ b

a

R−0 (x, y)dy

∣

∣

∣

∣

≤ c, a < x ≤ x0,

as desired.

Finally, we turn to the case 1 ≤ m ≤ k′; then ν < 0, ν +m < 1.

Lemma 5.4. Assume that K ∈ Wm,ν;λ,µ((a, b) × (a, b)), 1 ≤ m ≤ k′, λ < 1,
µ < 1. Then the integral operator T ′m defined by (cf. (4.8))

(T ′mu)(x) = wm+ν+λ−1,m+ν+µ−1(x)

∫ b

a

(

∂

∂x

)m

K(x, y)u(y)dy, a < x < b,

is bounded in the space BC(a, b).
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Proof. Inequality (1.3) yields

∣

∣

∣

∣

(

∂

∂x

)m

K(x, y)

∣

∣

∣

∣

≤ cκν+m(|x− y|)(y − a)−λ(b− y)−µ,

and in accordance to Remark 2.3 we have

∫ b

a

∣

∣

∣

∣

(

∂

∂x

)m

K(x, y)

∣

∣

∣

∣

dy ≤ c







1, ν +m+ λ < 1
1 + | log(x− a)|, ν +m+ λ = 1
(x− a)1−ν−m−λ, ν +m+ λ > 1







+ c







1, ν +m+ µ < 1
1 + | log(b− x)|, ν +m+ µ = 1
(b− x)1−ν−m−µ, ν +m+ µ > 1







.

Hence

wm+ν+λ−1,m+ν+µ−1(x)

∫ b

a

∣

∣

∣

∣

(

∂

∂x

)m

K(x, y)

∣

∣

∣

∣

dy ≤ c, a < x < b,

that proves the assertion of the Lemma.

We are ready to complete the proof of Lemmas 1.8 and 1.9. Actually we
already have constructed all the details we need and we only tell how to compose
them.

Proof of Lemma 1.8. Let K ∈ Wm,ν;λ,µ((a, b) × (a, b)) where m ≥ 1, ν < 1,
λ, µ < min{1, 1− ν}. Recall the definition (4.5) of k ′.

In the case 1 ≤ m ≤ k′, the compactness of TK in Cm,ν+λ,ν+µ(a, b) imme-
diately follows from (4.8) on the basis of Lemma 1.7, Lemma 3.4, Lemma 5.4
and the compactness of the imbeddings (1.7).

In the case m > k′ we use formulae (5.1)–(5.3), Lemmas 5.1–5.2 and still
Lemma 1.7, Lemma 3.4 and the compactness of the imbeddings (1.7).

Proof of Lemma 1.9. The proof of Lemma 1.9 is composed in a similar way as
the proof of Lemma 1.8 adding Lemma 5.3 to the list of details in the case
m > k′.

Together with the proof of Lemmas 1.8 and 1.9, also the proof of the The-
orems 1.2 and 1.3 is complete.

Acknowledgement.. This work was supported by Estonian Science Founda-
tion, Grant 5859. The authors express their gratitude to Raul Kangro for a
very valuable critical remark.



Integral Equations 515

References

[1] Atkinson, K. E., The Numerical Solution of Integral Equations of the Second

Kind. Cambridge: Cambridge Univ. Press 1997.

[2] Brunner, H., Nonpolynomial spline collocation for Volterra equations with
weakly singular kernels. SIAM J. Numer. Anal. 20 (1983), 1106 – 1119.

[3] Brunner, H., Collocation Methods for Volterra Integral and Related Functional

Equations. Cambridge: Cambridge Univ. Press 2004.

[4] Brunner, H. and P.J. van der Houwen,P. J., The Numerical Solution of Volterra

Equations. Amsterdam: North-Holland, 1986.

[5] Brunner, H., A. Pedas, A. and Vainikko, G., The piecewise polynomial collo-
cation method for nonlinear weakly singular Volterra equations. Math. Comp.

68 (1999), 1079 – 1095.

[6] Cao, Y. and Xu, Y., Singularity preserving Galerkin methods for weakly
singular Fredholm integral equations. J. Integral Equations Appl. 6 (1994),
303 – 334.

[7] Graham, I. G., Singularity expansions for solutions of second kind Fredholm
integral equations with weakly singular convolution kernels. J. Integral Equa-

tions Appl. 4 (1982), 1 – 30.

[8] Kaneko, H., Noren, R. D. and Padilla, P. A., Singularity preserving Galerkin
method for Hammerstein equations with logarithmic kernel. Adv. Comput.

Math. 9 (1998), 363 – 376.

[9] Kaneko, H., Noren, R. D. and Xu, Y., Regularity of the solution of Ham-
merstein equations with weakly singular kernel. Integral Equations Operator

Theory 13 (1990), 660 – 670.

[10] Kangro, R., On the smoothness of solutions to an integral equation with a
kernel having a singularity on a curve. Acta et Comm. Univ. Tartuensis 913
(1990), 24 – 37.

[11] Kangro, U., The smoothness of the solution to a two-dimensional integral
equation with logarithmic kernel. Z. Anal. Anwendungen 12 (1993), 305 – 318.

[12] Lions, J. L. and Magenes, E., Non-Homogeneous Boundary Value Problems

and Applications, Vol. 1. Berlin: Springer 1972.

[13] Miller, R. K. and Feldstein, A., Smoothness of solutions of Volterra inte-
gral equations with weakly singular kernels. SIAM J. Math. Anal. 2 (1971),
242 – 258.

[14] Pedas, A., On the smoothness of the solution of integral equation with a weakly
singular kernel (in Russian). Acta et Comm. Univ. Tartuensis 492 (1979),
56 – 68.

[15] Pedas, A. and Vainikko, G., The smoothness of solutions to nonlinear weakly
singular integral equations. Z. Anal. Anwendungen 13 (1994), 463 – 476.

[16] Pedas, A. and Vainikko, G., Boundary singularities of solutions to integral
equations of the second kind. WSEAS Transactions Math. 4 (2005), 70 – 75.



516 A. Pedas and G. Vainikko
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