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Positive Solutions to a Boundary Value Problem
for the Beam Equation

Bo Yang

Abstract. We consider a two-point boundary value problem for the beam equation, in
which the boundary conditions mean that the beam is simply supported at both ends.
Some a priori estimates to positive solutions for the problem are obtained. Existence
and nonexistence results for positive solutions of the problem are established.
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1. Introduction

We consider the fourth order boundary value problem

u"(t) = g()f(u(®), 0<t<l (1.1)
w(0) =u"(0) = u"(1) = u(l) = 0. (1.2)

The equation (1.1) and the boundary conditions (1.2) arise from the study of
elasticity and have definite physical meanings. The equation (1.1) describes the
deflection of a beam under a certain force. The boundary conditions (1.2) mean
that the beam is simply supported (also called fulerum supported) at both ends
t=0andt=1.

The beam equation has been studied by many authors under various bound-
ary conditions and by different approaches. For example, the problem (1.1)—
(1.2) was investigated by Agarwal [1], Bai and Wang [2], Ma and Wang [12],
and Graef and Yang [6]. For some other results on boundary value problems
of the beam equation, we refer the reader to the papers of Davis and Hender-
son [3], Elgindi and Guan [4], Eloe, Henderson, and Kosmatov [5], Gupta [7],
Kosmatov [8], Liu and Ge [10], Ma [11], Yang [13], and Yao [14].

The main purpose of this paper is to study the existence and nonexistence
of positive solutions to the problem (1.1)—(1.2). By positive solution, we mean
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a solution u(t) such that u(t) > 0 for ¢ € (0,1). Throughout the paper we
assume that

(H1) f:[0,00) — [0,00) and g : [0,1] — [0, 00) are continuous functions, and
g(t) # 0 on [0,1].

We will use the Guo—Krasnosel’skii fixed point theorem, stated below, to prove
some of the results. First we recall that a nonempty subset P of a real Ba-
nach space X is called a cone if P is closed, convex, and satisfies the following
conditions:

(i) if x € P, —z € P, then x = 0;
(ii) if A > 0 is a real number, z € P, then Az € P.

Theorem 1.1 ([9]). Let (X,|| -||) be a Banach space over the reals, and let
P C X be a cone in X. Assume that €y and €y are bounded open subsets of
X with0 € Q CQ CQy, and let L : PN ( Qy — Q) — P be a completely
continuous operator such that, either

(K1) || Lu|| < ||ul| if v € PNOQy, and || Lul|| > ||u|| if u € PN OQ,; or
(K2) ||Lu|| = ||u|| if v € PN O, and || Lul|| < ||u|| if v € PN OQ,.
Then L has a fived point in PN ( Qy — Q).

Before the Guo—Krasnosel’skii fixed point theorem can be used to obtain any
existence result, we have to find some nice estimates to the positive solutions
to the problem (1.1)—(1.2) first. Better estimates result in sharper existence
and nonexistence conditions. Since the boundary conditions (1.2) are of the
Lidstone type, the problem (1.1)—(1.2) has no monotonic solutions. This makes
the task of finding estimates difficult, because it is not known where a solution
to problem (1.1)—(1.2) achieves its maximum. To the author’s knowledge, no
satisfactory estimates have been obtained in the literature. One of the purposes
of this paper is to establish some new a priori estimates to positive solutions of
the problem (1.1)-(1.2), which improve the ones used in the literature. These
a priori estimates are essential to the main results of this paper. It is based on
these estimates that we can define an appropriate cone, on which Theorem 1.1
will be applied.

The Green’s function G : [0, 1] x [0,1] — [0, 00) for problem (1.1)—(1.2) is

given by
G(t,s) = {

Then problem (1.1)-(1.2) is equivalent to the integral equation

tHl—5s)(2s—s*—t%), if0<t<s<1
s(1—t)(2t—s?—t%), f0<s<t<I1.

D= =

u(t) = i G(t,s)g(s)f(u(s))ds, 0<t<1. (1.3)
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It’s easy to verify that G(t,s) > 0if ¢, s € (0,1). Throughout this paper, we let

Fy = lim sup @, fo = liminf @
eo0t T e—0t T
Foo = limsup @, foo = liminf @,
and let X = C[0, 1] with the supremum norm |Ju|| = maxo<i<1 |u(t)|. Obviously,

X is a Banach space.

This paper is organized as follows. In Section 2, new estimates to the
positive solutions to problem (1.1)—(1.2) are obtained through detailed analysis.
In Sections 3 and 4, we establish some existence and nonexistence results for
positive solutions to this problem. An example is given at the end of the paper
to illustrate the main results.

2. Estimates to positive solutions

In this section, we present both upper and lower estimates to positive solutions
for the problem (1.1)—(1.2).

Lemma 2.1. Let u € C?[0,1]. Suppose that u(0) = u(1) =0 and u(r) =0 for
somer € (0,1). Ifu"(t) <0 on [0,1], then u(t) =0 on [0, 1].

Lemma 2.2. Ifu € C*0,1] satisfies (1.2) and
u"(t) >0 for0<t<l, (2.1)

then u(t) > 0 and u”(t) <0 for 0 <t < 1. If, in addition, u(r) > 0 for some
r € (0,1), then u(t) >0 and u”(t) <0 for 0 <t < 1.

The proofs of Lemmas 2.1 and 2.2 are straightforward and left to the reader.
One implication of the two lemmas is that if u € C*[0, 1] satisfies (1.2) and (2.1),
then either u(t) = 0 on [0, 1], or u(t) > 0 for 0 < ¢ < 1. Another implication
of the two lemmas is that, under condition (H1), every solution of the problem
(1.1)—(1.2) is a nonnegative solution.

Lemma 2.3. Suppose that u € C*[0,1] satisfies (1.2) and (2.1), and such that
u(t) >0 for0<t<l. (2.2)

Then there exists a unique c€ (0,1) such that u'(c)=0. In this case, u(c)=|lu]|.

Proof. Since u(0) = u(1) = 0, there exists ¢ € (0,1) such that u/(c) = 0. Since
u”(t) < 0 on [0, 1], this ¢ must be unique, and

W'(t) >0 for0<t<ce, u'(t) <0 fore<t<I1. (2.3)

It follows that u(c) = ||u||. The proof of the lemma is complete. O
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Lemma 2.4. Suppose u € C*[0,1] satisfies (1.2), (2.1), and (2.2). Let ¢ be the
unique zero of v’ in [0,1], and let p(t)=—u"(t), 0 <t < 1. Then p(0) = p(1) =0,
p(c) > 0, p(t) is concave downward on [0, 1],

p(t) > Lp(c)  on 0, :
p(1) < Lple)  onle] (25)
/0 (1) dt = / (1 t)p(t) dt. (2.6)

Proof. 1t follows from (1.2) that p(0) = p(1) = 0. Note that (2.1) implies that
p(t) is concave downward. By Lemma 2.2, we have p(c) > 0. Now (2.4) and
(2.5) follow immediately from the concavity of p(t).

It is easy to see that [ tp(t)dt = u(c) = fcl(l — t)p(t) dt, and (2.6) follows
immediately. The proof is complete. O

Throughout the remainder of the paper, we define the constants
Q:%\/g7 01:1_%\/37 02:%\/57

and the functions a : [0,1] — [0,1] and b : [0, 1] — [0, 1] by

a(t):{?)_\?/g(t_t?))’ f0<i<}
BB 32 4 2t), ifl<t<1
BB -3t 4 2t), if0<t<c
b(t)=<1, ife; <t<ey
B (¢ — 1), if e <t <1

The functions a(t) and b(¢) will be used to estimate the positive solutions of
the problem (1.1)—(1.2). It is easy to verify that @ = a(%), both a(t) and b(t)
are continuous functions, a(t) = a(1 — t), b(t) = b(1 —t), and b(t) > a(t) >
2Qmin{t,1 —t} for 0 <t < 1.

Lemma 2.5. Suppose u € C*(0, 1] satisfies (1.2), (2.1), and (2.2). Let c be the
unique zero of v’ in (0,1). Then ¢; < ¢ < cq, and

u(t) > 3V3(t —t)|lul| foro<t<e (2.7)

Proof. Let p(t) = —u"(t), 0 <t < 1. In view of (2.4), we have

/ tp(t) dt > / "Ep(e) dt = Zp(e). (2.8)
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Note that p(1) = 0 and p(c) > 0. Since p(t) is continuous, there exists 0 € (c, 1)
such that p(t) < Lp(c) for & <t < 1, which together with (2.5) implies that

2

+ < )p(c). (2.9)

gl
No

/ (1 —t)p(t)dt < / (1—¢)ip(c) dt = (

Substituting (2.8) and (2.9) into (2.6), we arrive at %p(c) <(g—£+ %)p(c),
which implies that ¢ < % = Co.

To show that ¢ > ¢1, we let v(t) = uw(l —¢), 0 <t < 1. It is obvious
that v(0) = v”(0) = v"(1) = v(1) =0, v(t) > 0 for 0 < ¢t < 1, and v""(t) =
u"”(1—1t) > 0,0 <t < 1. Since ¢ is the unique zero of v/ in (0,1), 1 — ¢ is
the unique zero of v in (0,1). From the early portion of the proof, we see that
l-c< ? It follows immediately that ¢ > 1 — 73 =0.

If we define
h(t) =u(t) — 3V3(t — t*)u(c), 0<t<c, (2.10)
then
W(t) =u'(t) — 3v3(1 — 3t*)ul(c) (2.11)
W'(t) = u"(t) + 9vV3t u(c) (2.12)
() =u""(t) >0, 0<t<ec (2.13)

To prove (2.7), it suffices to show that h(t) > 0 for 0 < ¢ < ¢. Note that
(2.13) implies that A" is concave upward. We see from (2.10) and (2.12) that
h(0) = h"(0) = 0. For convenience, we define an auxiliary function

p(t) =3V3(t—1°), 0<t<l.

It’s easy to verify that p(c2) =1, ¢'(c2) = 0, ¢(t) is strictly increasing on [0, cs],
and ¢'(t) is strictly decreasing on [0, ¢o]. Because ¢ < ¢y, we have h(c) = u(c) —
o(c)u(c) > u(c) — p(co)u(c) = 0 and h'(c) = —¢'(c)u(c) < —¢'(co)u(c) = 0. By
the Mean Value Theorem, because h(0) = 0 < h(c), there exists r; € (0, ¢) such
that A'(r1) > 0. Because h'(r1) > 0 > h'(c), there exists ry € (71, ¢) such that
h"(ry) < 0. At this point, there are two possible cases:

Case I: h”(c) < 0. In this case, because h”(0) = 0 and because h” is
concave upward, we have h”(t) < 0 for 0 < ¢ < ¢. Therefore h(t) is concave
downward. Because h(0) = 0 and h(c) > 0, we have h(t) > 0 for 0 <t <.

Case II: h"(c) > 0. In this case, because h”(0) = 0, h"(ry) < 0, and h”
is concave upward, there exists r3 € (rq,c¢) such that h”(t) < 0 for t € [0,r3],
and h"(t) > 0 for ¢t € [r3,c]. Since h(c) > 0 and h'(c) < 0, and h(t) is concave
upward on [rs, c|, we have h(t) > 0 for r3 < t < ¢. Because h(0) = 0, h(r3) > 0,
and h(t) is concave downward on [0, 3], we have h(t) > 0 for 0 <t < rj.

In either case, we have h(t) > 0 for ¢ € [0, c]. The proof is complete. O
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Lemma 2.6. If u € C*[0,1] satisfies (1.2), (2.1), and (2.2), then
u(t) < b(t)||ul| for0 <t <c.
Proof. Let ¢ be the unique zero of v’ in (0,1). If we define

h(t) = b(t)u(c) — u(t) = 3V3(* — 312 + 2t)u(c) —u(t), 0<t<cy, (2.14)

then
W (t) = 3V3(3t2 — 6t + 2) uc) — /(1) (2.15)
R'(t) = 9V3(t — 1) u(c) — u"(t) (2.16)
R (t) = —u""(t) <0, 0<t<c. (2.17)

From (2.14) and (2.16) we see that h(0) = 0 and A”(0) < 0. Since 0 < ¢; < ¢,
(2.3) implies that u'(c1) > 0 and u(c;) < u(c). Therefore, h(c;) = 3v/3(c3—3c3+
2c1)u(c)—u(cr) = u(c)—u(cr) > 0, and K (c;) = 3v/3(3ci—6c1+2) u(c)—u' (1) =
—u'(c1) < 0.

Claim. If h"(c1) <0, then h”(t) < 0 for t € [0, ¢4].

Proof of the Claim. Suppose that h”(c;) < 0. Assume the contrary that there
exists # € (0,c¢;) such that h”(8) > 0. Let p(t) = —u”(t), 0 <t < 1. Note
that h”(c;) < 0 implies that p(c1) < 9u(c); and A”(3) > 0 implies that p(5) >
9v/3(1 — B)u(c). Because p(t) is concave downward, we have

p(t) < pler) + ]%:g(m(t —¢y) fort>c.
Therefore,
% <9+ 9_90\/5—(15_5)(75_01) =9—9\/§(t—cl), t>cy.

It follows that p(1) < u(c)(9—9v/3(1—¢;)) = 0, which contradicts the fact that
p(1) = 0. The proof of the Claim is complete.

At this point there are two possible cases:

Case I: h”"(c;) < 0. In this case, by the claim, we have h”(t) < 0 for
t € [0, ¢1]. Therefore h(t) is concave downward. Because h(0) = 0 and h(cq) > 0,
we have h(t) > 0 for 0 <t < ¢;.

Case II: h”(c;) > 0. In this case, because h” is concave downward, and
h"(0) < 0, there exists ty € (0,¢;) such that A”(t) < 0 on [0, %], h”(t) > 0 on
[to, c1]. Because h(cy) > 0, h'(¢;) < 0, and h(t) is concave upward on [to, ¢1],
we have h(t) > 0 for tg <t < ¢;. Because h(t) is concave downward on [0, ¢,
h(0) = 0, and h(ty) > 0, we have h(t) > 0 for 0 < ¢ < .

In either case, we have h(t) > 0 for ¢t € [0, ¢;]. The proof is complete. [
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Theorem 2.7. If u € C*0, 1] satisfies (1.2), (2.1), and (2.2), then we have
a(t)||ul] < u(t) <b@)||u|| for0<t<1. (2.18)
Proof. Let ¢ be the unique zero of v’ in (0, 1). First, we note that
a(t) =min { 3V3(t — %), 3V3(* — 3 +21)}, 0<t<1.

From Lemma 2.5 we see that u(t) > a(t)u(c) for 0 <t < c. If we let v(t) =
u(l—1), 0 <t <1, then 1 — ¢ is the unique zero of v/ in [0,1]. By applying
Lemma 2.5 to v(t), we get v(t) > a(t)v(l —¢) for 0 <t <1 — ¢, which implies
that u(t) > a(t)u(c) for ¢ <t < 1. Thus we proved the left half of (2.18).
From Lemma 2.6 we see that u(t) < b(t)u(c) for 0 <t < ¢;. By applying
Lemma 2.6 to v(t) = u(1 —t) we get u(t) < b(t)u(c) for co <t < 1. And it is
obvious that u(t) < ||ul| = b(t)||ul| for ¢; < t < ¢g. Thus we proved the right
half of (2.18). The proof is complete. O

The next theorem is a direct consequence of Theorem 2.7.

Theorem 2.8. If u € C*[0,1] satisfies (1.2), (2.1), (2.2), then u(3) > Qllul|,
and
a()||ull < u(t) <Q 'u(3)b(t) on[0,1]. (2.19)

In particular, if u(t) is a solution to the problem (1.1)—(1.2), then u(%) > Qllull
and u(t) satisfies (2.19).

Remark 2.9. Theorem 2.8 provides not only an upper estimate but also a lower
estimate to positive solutions for the problem (1.1)—(1.2). These estimates are
finer than the one used in [12], namely, if u(¢) is a nonnegative solution to the
problem (1.1)—(1.2), then

u(t) > lul| for § <t <3 (2.20)

1
4

The estimate (2.20) was used to define the positive cone P; in [12, p. 230]. It
was also used to define the positive cone P in the paper [2, p. 358].

3. Existence results

We define the constants A and B by

1 1
A= / G(3,5)g(s)a(s)ds, B= / G(3,5)9(s)b(s) ds.
0 0
Also we define a subset P of X by

P={ve X |al)|v] <v(t) <Q 'v(3)b(t) for 0 <t <1},
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and the operator T': P — X by

(Tu)(t) = /01 G(t,s)g(s)f(u(s))ds, 0<t<1, Vue X.

Clearly, P is a positive cone in X, and T": P — X is a completely continuous
operator. It is easily seen from the definition of P that if v € P, then |jv|| <

Q‘lv(%). Note that if w € P, then u(t) > 0 for 0 < ¢t < 1. It follows from

Theorem 2.8 that if u € C*[0,1] satisfies (1.2), (2.1), and (2.2), then u € P.
In particular, if u(t) is a solution to the problem (1.1)—(1.2), then u € P. In a
similar fashion to Theorem 2.8, we can show that T'(P) C P.

Now we are ready to prove the existence results.

Theorem 3.1. Suppose that (H1) holds. If Q7'BF, < 1 < Af, then the
problem (1.1)—(1.2) has at least one positive solution.

Proof. Though the proof is somewhat similar to the ones in [13], it is included
here for the purpose of completeness. First, we choose € > 0 such that Q! (Fy+
g)B < 1. There exists H; > 0 such that f(z) < (Fy +¢)x for 0 < 2z < H;. For
each u € P with |lu|]| = H;, we have

1Tl < Q1 (Tw)(3) = Ql/o G(5,5)g(s)f(u(s)) ds

SQ—l(ﬂ)—l—s)HuH/o G(%,s)g(s)b(s)ds
=Q '(Fo+o)llullB

which means ||[Tul| < ||u|l. Thus, if we let Q; = {u € X | ||u|]| < H;}, then
| Tul] < ||u|| for w € PN Q. To construct s, we choose 7 € (0,1) and § > 0
such that

/ G, 9)g(s)als) ds - (foo— ) > L.

There exists H3 > 0 such that f(z) > (fe — 0)x for x > Hs. Let Hy =
max{% 2H,}. If u € P with |lul| = H,, then for each t € [r,1 — 7], we have

Therefore, for each u € P with ||u|| = Hs, we have
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which means ||Tu| > ||u||. Thus, if we let Qs = {u € X |||u|]| < Hz}, then
Q) C Qy, and ||Tul| > |lu| for u € PN dQy. The conditions in part (K1) of
Theorem 1.1 are then satisfied, so there exists a fixed point u of T" in P such
that Hy < ||u|| < Hs. The proof is complete. O

Theorem 3.2. Suppose that (H1) holds. If Q7'BF,, < 1 < Afo, then the
problem (1.1)—(1.2) has at least one positive solution.

The proof of Theorem 3.2 is quite similar to that of Theorem 3.1 and there-
fore omitted.

4. Nonexistence results and example
In this section, we present two nonexistence results for positive solutions to the
problem (1.1)—(1.2).

Theorem 4.1. Suppose that (H1) holds. If Q 'Bf(x) < x for all x > 0, then
the problem (1.1)—(1.2) has no positive solutions.

Proof. Assume the contrary that u(t) is a positive solution of the problem (1.1)-
(1.2). Then u € P, u(t) >0 for 0 <t < 1, and

1 1

u(3)= / G(3,5)9(s) f(u(s)) ds < QB_I/ G(3,5)g9(s)u(s) ds < Qllull < u(3),
0 0

which is a contradiction. The proof is complete. O

Theorem 4.2. Suppose that (H1) holds. If Af(x) > x for all x > 0, then the
problem (1.1)—~(1.2) has no positive solutions.

Proof. Assume the contrary that u(t) is a positive solution of the problem (1.1)-
(1.2). Then u € P, u(t) >0 for 0 <t <1, and

1 1
u(3) :/0 G(3,5)9(s) f(u(s)) ds > A_I/O G(3.8)g(s)a(s) ds - [lull = [[ul,
which is a contradiction. The proof is complete. O

Example 4.3. Consider the boundary value problem

u"(t) = g() f(u(t), 0<t<1 (4.1)
w(0) =u"(0) =u"(1) = u(1) =0, (4.2)
where g(t) = 4t — 3t* for 0 < t < 1, f(u) = )\“(iiiu), u > 0,and A > 0 is

a parameter. Obviously Fy = fo = A\, F'iw = foo = 2. And it is easy to see

that Az < f(z) < 2Az for z > 0. Calculations indicate that A = {%7-+/3 and

B = 3.3 - 22 By Theorem 3.1, if 46.542981 ~ 25 < A\ < £ ~ 74.92952,
then the problem (4.1)—(4.2) has at least one positive solution. By Theorems 4.1
and 4.2, we have that if either A < % ~ 37.46476 or \ > % ~ 93.08596, then

the problem (4.1)—(4.2) has no positive solutions. O
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