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About Solutions of Poisson’s Equation with
Transition Condition in Non-Smooth Domains
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Abstract. Starting from integral representations of solutions of Poisson’s equation
with transition condition, we study the first and second derivatives of these solutions
for all dimensions d > 2. This involves derivatives of single layer potentials and
Newton potentials, which we regularize smoothly. On smooth parts of the boundary
of the non-smooth domains under consideration, the convergence of the first derivative
of the solution is uniform; this is well known in the literature for regularizations using a
sharp cut-off by balls. Close to corners etc. we prove convergence in L' with respect to
the surface measure. Furthermore we show that the second derivative of the solution
is in L' on the bulk.

The interface problem studied in this article is obtained from the stationary Maxwell
equations in magnetostatics and was initiated by work on magnetic forces.
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1. Introduction

We derive regularity results for solutions of Poisson’s equation with transition
condition on bounded non-smooth domains in d > 2 dimensions. In particular,
we study integral representations of the solutions in terms of Newton poten-
tials and single layer potentials. Our interest is twofold. Firstly, we consider
smoothly regularized versions of the gradients of the potentials and calculate
the limits in the bulk and on surfaces as well as on interfaces (cf. Theorem 4.2).
This part is closely related to several results known in the literature, where
sharp cut-offs are chosen in order to regularize, see below for details. Moreover,
we study the second gradient of solutions of Poisson’s equation. We prove that
the second gradient is an L' function on the bulk (Theorem 5.3). In order to
show this we study the second gradient of the single layer potential on the bulk
(Theorem 5.2).
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The main methods of the proofs go back to corresponding ones in [25] for
d= 3 dimensions and a simpler geometric setting as well as stronger assumptions
on the regularity of the domains. In [25] it is assumed among other things
that the 3-dimensional domain €2 is a union of two domains which are nested
such that the boundary of the inner domain does not intersect the boundary
of Q. Moreover, in [25], all domains are required to be Lipschitz continuous and
piecewise C2.

In this article, the bounded domain Q C R%, d > 2, is assumed to be the
union of two disjoint bounded domains A and B in R? which have some part of
their boundaries in common, but do not have to be nested. The domains are
primarily assumed to be Lipschitz continuous and piecewise C1¢, 0 < o < 1,
see Assumption A; and Definition 2.1 for details.

The mathematical difficulties in the case d = 2 arise since the fundamen-
tal solution of Laplace’s equation is basically different to the three-dimensional
one, cf. (6). In the case d > 3 the fundamental solution has the same structure
as the three-dimensional one, which allows for a straightforward generalization
of the previous estimates. The difficulty in this case lies in finding appro-
priate assumptions on the domains, see in particular Assumption .4;(iv) and
Definition 2.1(iii). The case of having non-nested sets is also taken care off
in Assumption A;; see also the proof of Theorem 5.2 on the second gradient
of the single layer potential, where we assume a = 1 to obtain the desired
bounds. Otherwise the generalization from piecewise C? to piecewise C1¢ is
rather straightforward, cf. the proofs of Propositions 3.2 and 3.3.

In this article we consider two different smooth regularizations: one is anal-
ogous to the one considered in [25], cf. the beginning of Section 3; the other
regularization is defined in (16). The latter regularization is motivated by ear-
lier work in d = 2 dimensions, cf. [26] and see also [22]. It has the advantage
that the smooth cut-off function n is multiplied by the gradient of the funda-
mental solution of Laplace’s equation, VN, which is homogeneous of degree
minus one if d = 2. In the former regularization, n is multiplied by N, which is
only homogeneous of degree 2 — d in the case d > 3.

With respect to applications in the sciences, the work in this article is
motivated by studies of magnetic forces in continuous media in [22, 23|, where
the regularity results of this paper are applied for d = 2,3. Typical terms
in magnetic force formulae are of the form [, (M (z) - V)H(z)dx and [, ,(M -
n)(x)H~ () ds,, respectively, where M : R? — R? denotes the magnetization,
which is a given datum, and H : R — R? is the magnetic field, a solution of
the stationary Maxwell equations, which has inner trace H~. The outer normal
to OA is denoted by n. In order to show for instance the existence of such
integrals, some regularity results on H and the gradient of H (Theorem 5.3)
are needed. Furthermore, the convergence results for the regularized potentials
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(Theorem 4.2) are applied in the derivation of the force formulae, cf. [22, 25| as
well as (37).

The stationary Maxwell equations in magnetostatics lead to the Poisson
equation. Maxwell’s equations read curl H = 0 and div H = — div M, where M
and H are again a given magnetization and the magnetic field, respectively. The
first equation allows to write H as the gradient of some potential u : RY — R.

We set H = —Vu. Then Maxwell’s equations become Poisson’s equation for u,
ie., —Au = —div M, where A = 2?21 d7.

In physical applications, M is supported on the closure of a bounded domain
Q) ¢ R% The normal component of the magnetization might jump at 9 and
at interfaces, while the magnetization is smooth otherwise. Let I' be such
an interface. Then we have the following transition condition in addition to
Poisson’s equation: [H-nr| = —[M-nr], where [a] := aT—a~, a € R, denotes the
difference between outer and inner traces. Moreover, nr denotes a normal to I'.
We refer to Section 2 for details about I' and M and the precise assumptions
on them which we require in this article. In terms of u, the transition condition

reads [Vu-nr| = [M -nr|. A similar transition condition holds at the boundary
of Q, cf. (2).

Integral representations of solutions u of Poisson’s equation with transition
condition are given by a sum of a Newton potential and a single layer potential,
cf. (11). We are interested in regularity results for H = —Vu and its derivatives.
Therefore it is natural to study the first and second derivatives of the potentials
in the bulk and on surfaces. Gradients of the potentials have been studied
extensively in the past. For the nowadays classical results in domains with
smooth boundaries we refer to the monographs by Kellogg [11] and Mikhlin [18].
For more general results see, e.g., [8, 19] and the references below.

Single layer potentials are studied also in a different context. These poten-
tials and the so-called double layer potentials occur when one solves boundary
value problems of Laplace’s equation (and generalizations) by boundary in-
tegral equations. To solve those integral equations, certain properties of the
layer potentials are proved in order to ensure invertibility. See for instance [12,
Chapter 2, Section 2] for further references and an overview of this potential
technique in smooth domains as well as in C! and in Lipschitz domains. The
results in Lipschitz domains trace back to the work by Verchota [28], which we
partly apply after equation (11) and in the proofs of Section 3.

For recent results in the potential theory on Lipschitz domains we refer to
[16] for higher regularity results in fractional Sobolev spaces, where the depen-
dence of the regularity on the regularity of the domain is considered. Moreover,
there has been recent work on potential theory on Lipschitz domains in Rie-
mannian manifolds, see, e.g., [20] for Sobolev-Besov space results and references
therein. The last-mentioned works strive for maximal regularity results. Here,
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however, our goal is different and the analysis can be based on the work by
Verchota [28]: We prove regularity of the solution of Poisson’s equation for a
large class of domains being of interest in applications. Whether the regularity
assumptions on the domains are optimal remains an open problem.

Li and Vogelius [14] and Li and Nirenberg [13] derived estimates for the gra-
dient of solutions to divergence form elliptic equations and systems, respectively,
with discontinuous coefficients. Those works were stimulated by questions aris-
ing in the context of composite materials. The interfaces were supposed to
be C1® and to satisfy further assumptions. Here, we require only weaker as-
sumptions on interfaces and boundaries. In particular, the domains might have
corners and edges.

It is well known that the solutions of Laplace’s equation (and of more gen-
eral elliptic equations) have singularities near corner points and edges, see for
instance [9] and references therein. To investigate such singularities of solutions
of, e.g., transmission problems for the Laplace equation across a Lipschitz in-
terface, single and double layer potentials are studied, see, e.g., [5] and [17, 21].
The latter authors work in Hilbert space settings in two and three dimensions
and give some numerical examples. For further studies of layer potentials and
their first gradients in the context of numerical simulations (boundary element
methods) and thus for Hilbert space settings we refer to [24, 27].

Costabel and Dauge [2] analyzed singularities of solutions of the time-
dependent Maxwell equation on polyhedral domains in a Hilbert space setting.
However, here we are interested in solutions of the stationary Maxwell equa-
tions, which are in some L! and W spaces, respectively. Moreover, we do not
want to restrict the boundary data to be continuous since applications as for
instance in micromagnetism (see, e.g., [3, 10]) have boundary data M - n that
are only piecewise continuous, which is in particular due to the non-smoothness
of the domain. In this article we therefore do not want to restrict M - n to be
in the Hilbert space H ~2. We assume that the boundary data are in L* on the
boundary.

The outline of the paper is as follows. Section 2 gives the precise assump-
tions on the domains. Moreover, Poisson’s equation with the transition con-
ditions as well as the solution of this in terms of Newton and single layer po-
tentials are summarized. Then, regularized potentials are introduced and some
properties are asserted. In Section 3 we consider the gradient of the single
layer potential for different smooth regularizations and relate this to the sharp
cut-off by balls often used in the literature. The topic of Section 4 is the con-
vergence of the regularized gradient of the solution of Poisson’s equation and
its integral representation formulae (Theorem 4.2). In Section 5 we prove that
the second gradient of the single layer potential is an L' function on the bulk
(Theorem 5.2). Finally, we conclude that the second gradient of the solution of
Poisson’s equation is an L' function on the bulk (Theorem 5.3).
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2. Notation and preliminaries

Throughout this article we suppose that the following assumptions on the do-
mains hold.

Assumption A,

(i) Aand B are bounded domains in R%, d > 2, such that ANB = (). Moreover
A and B have some boundary in common, i.e., its d — 1 dimensional
Hausdorff measure H4"1(0A N OB) is strictly greater than zero.

(ii) A and B are Lipschitz domains, i.e., locally, the boundary of A (and B, re-
spectively) is the graph of a Lipschitz continuous function, and A (and B,
respectively) is on one side of the boundary only.

(iii) A and OB are piecewise C1® for 0 < a < 1, cf. Definition 2.1 below.

(iv) 0A and OB satisfy the neighbourhood estimate, cf. Definition 2.2 below.

We phrase the definition of a piecewise C'1® boundary for A only; the
definition for 0B runs analogously.

Definition 2.1. The boundary 0A is said to be piecewise C, 0 < a < 1,
if there exist finitely many pairwise disjoint sets U; C JA which are relatively
open in JA and have the following properties:

(i) U; is a connected, orientable C* submanifold of R? and the outer normal
n to OA restricted to U; is C%* up to the boundary,
(ii) A c U, Ui, and
(iii) the relative boundary QU; is a finite union of connected C''** submanifolds
of R If d = 2, OU; is required to be a union of finitely many points in R9.

Next we give the definition of the neighbourhood estimate for 0A. It holds
analogously for 0B.

Definition 2.2. Let QU; be as in Definition 2.1. We say that 0A satisfies the
neighbourhood estimate if there exists a constant ¢ > 0 such that for any oU;,
the d dimensional volume of {z € R? : dist(x,dU;) < r} is bounded by cr? for
small enough 7.

This definition is obvious in d = 2 since JU; is a union of finitely many
points; it is natural for higher dimensions, see [26, Remark 5] for a discussion
of this. As an aside, this definition is equivalent to saying that OU; has finite
(d — 2) dimensional upper Minkowski content, see, e.g., [15, p. 79]. We ap-
ply Assumption A;(iv) and Definition 2.1(iii) in the proofs of Lemma 3.8 and
Theorem 5.2 below.

Assumption A; includes for instance two- and three-dimensional polygonal

domains. The domains A and B might be nested, but they do not have to be
nested, cf. Figure 1. We set I' := 0ANJB and Q :=int(AU B).
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Figure 1: Sketches of possible configurations.

The common boundary I' can be considered as an interface within €2. Since 0A
and OB are piecewise C'1® by assumption, also I is piecewise C**. Thus I" can
be written as a finite union of C'* submanifolds of R? as in Definition 2.1.

Next we summarize our assumptions on the data, i.e., on the right hand
side of the Poisson equation (1) and of the transition condition (2) below.

Assumption A, The support of M : RY — R is in Q. If M is restricted to A,
My € WH(A;RY). Similarly, M € W (B;R).

For brevity we set w := —div M on R3\ (['UJN). By Assumption Ay, we
have w € L®(R4\ T UON). Furthermore, let n denote the outer normal to 9A4;

this is defined almost everywhere due to Assumption 4;. The outer and inner
traces

gt = (]\/[n)i =M*-n
on 0A are in L>(0A) (see, e.g., [1, A 6.6]). Similarly, the traces

g = (M-V)Vi =My

on OB are in L>®(0B). Here, v alludes to the outer normal v to 0B. For
definiteness we define the jump of the traces at the interface I' throughout the
paper as follows: [a] == at —a~ = —(a¥" —a”" ), a € R. By Assumption Aj,
[g] € L>=(T). Note that we sometimes also write g instead of g~ for brevity, if
this meaning is obvious from the context.

Remark 2.3. By Assumption A, we have M4 € W1>°(A,R?). There exists an
M e C%' (A, R?) which equals M almost everywhere by an embedding theorem
(see, e.g., [1, Satz 8.5]). Thus we have g= = M= -n almost everywhere. Since n is
piecewise C%® by Assumption A;, also ¢= is piecewise C*® almost everywhere.

We consider Poisson’s equation

—Au=w inR*\ (T'UN) (1)
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with transition conditions

[Vu-n]=1[g] onl

Vu-v] = —g~ ondA\T (2)
~|-¢~ ondB\T.

Note that we sometimes tacitly assume that u decreases sufficiently fast at
infinity so that it is a unique solution.

The aim is to study integral representations of a solution uq of (1) and (2)
and of its gradients. In order to do so, we firstly consider Poisson’s equation on
the domain A:

—Au=w), inR?\0A (3)
with transition condition
[Vu-n] =—¢g~ on 0A. (4)

A solution of these equations is denoted by u,4. Similarly, ug is defined. By
linearity of Poisson’s equation we then have

uqg = us +up and thus Vug = Vuy + Vug. (5)

Next we study us and its first and second gradient. Solutions of Poisson’s
equation can be represented in terms of the fundamental solution of Laplace’s
equation. For this fix a point y € RY. Then the normalized fundamental solution
of Laplace’s equation —Au = 0 is given by (see, e.g., [8, p. 17] and note the
different sign conventions)

—LIn|z —y| ifd=2
Nz —y):=< . forall 7 € RYz #y.  (6)
{m|x—y|2d if d >3
d
Here w, denotes the volume of the unit ball in R?. That is, wy = 1121?—(%1)’ where
I'(+) is the Gamma-function. ’
We can write (3) and (4) equivalently in the form
—Au = wﬁ‘dA + ng‘da;l on R?, (7)

where £% denotes the d dimensional Lebesgue measure and H% ! is as before the
d — 1 dimensional Hausdorff measure. The equation is understood in the sense
of distributions. Since the right hand side of (7) is a distribution with compact
support on R?, there exists a solution u4 of (7) with the integral representation

wle) = [w@Na=pdy+ [ s @Ne-nds, ®

0A
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for all x € R? with s, = H%"! denoting the surface measure with respect to y,
see, e.g., [4, p. 73].

The following abbreviations will be used throughout this article:

Vaw)(x) = / w(y)N(z —y) dy (9)

Foalg)(z) = / AN =) ds, (10)

where ¢ is understood here as the inner trace of g with respect to dA. Then
(8) becomes

ua(z) = Va(w)(x) + Soalg)(z), =z € R, (11)

As usual in the literature, we call ¥4 Newton potential and .%5 4 single layer po-
tential. It is well known that the volume potential exists under Assumptions A4,
and A (see, e.g., [18, Chapter 11, §6]).

As already mentioned in the introduction, there are several results about
single layer potentials known in the literature. (Be aware of different sign con-
ventions.) Here we follow mainly Verchota [28]. Verchota proved invertibility of
layer potentials for Laplace’s equation in certain spaces for bounded Lipschitz
domains in R?, d > 2. For this he summarized results about the existence of
layer potentials in his Section 1. We apply some of these results on the existence
of single layer potentials and their normal and tangential derivatives, see below
for details. Note that the results in [28] are phrased under the assumption that
g € LP(0A) for 1 < p < co. This holds in our setting since g € L*(0A) and
HE1(HA) < oo by Assumptions A; and As.

By [28, Lemma 1.8], the single layer potential (10) exists on R? and in
LP(0A), 1 < p < oco. Moreover, the jump of the traces at 0A is zero. Since we
have H4™1(DA) < oo by Assumption A;, the single layer potential also exists in
L'(DA). Next we study an approximation of the single layer potential, which
prepares for later approximations of the derivatives of the single layer potential
studied in Section 3.

In the works cited above, the singularity is truncated sharply, i.e., by a sharp
cut-off. Here we also consider a smooth cut-off, which is used in applications, cf.
22, 25], and is interesting on its own. Let 1 : [0, 00] — R be a smooth function
such that n(r) =0if 0 <r < § and n(r) = 1if r > 1. We set

ul (@) = 70 (w)(2) + S50 (9)(x), = eRY, (12)
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where
0w = [ (5 Ve - ay (13)
720w = [ (5 )N - as,. (1)

The single layer potential is approximated uniformly by Ya(j) (g) on compact
subsets of the C1** submanifolds of the boundary and pointwise else. A proof
of this can, e.g., easily be adapted from the proof of an analogous statement for
d = 3 in [25, p. 265]. Furthermore, we note that 7/;5) (w) converges uniformly
to the Newton potential #4(w) on R? which follows from a straightforward
calculation which yields |#4(w)(z) — ¥ (w)(z)| < ¢6?|Iné| if d = 2, and
|Va(w)(z) — ”//f)(w)(xﬂ < ¢6? if d > 3. In the following sections we use these
regularizations and others to study the gradient of the solutions of the above
Poisson equation.

3. About the gradient of the single layer potential

In this section we study approximations of the gradient of the single layer po-
tential on €2 and I', respectively. One approximation is based on the definition
of Ya(j) (g9) in (14): We take the gradient of this and calculate the limit as § — 0.
Secondly we study a regularization, where VN is multiplied by a smooth func-
tion 7 defined as above, i.e., we consider

(V.554)® (g) () = / RO =) ds, (15)

with

RO(w—y) = n(@)vm ). (16)

Note that (V.%54)%(g) # (Vya(i))(g) in general. The advantage of this reg-
ularization is that n is multiplied with VN, which is homogeneous of degree
minus one if d = 2, cf. a corresponding remark in the introduction. Similarly
we set

(Vo) (9) () = /a SR =) ds,

(- Vo) V)@) = [ glonta)- BV =) s,
where Rggzl(x—y) and n(z)-R® (r—y) are defined accordingly to (16). Note that
these functions are in general different from (Vtanfa(i))(g) and (n - Vya(g))(g),
respectively.
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The following proposition is a straightforward extension of an analogous
statement [25, p. 253] from three dimensions to d > 2, to a more general
geometric setting, and to both kind of regularizations introduced above.

Proposition 3.1. Let Assumptions A, and Ay hold. Then

(VA (g) — VFoalg) in LNQ) as 5 — 0
(VZo1)O(g) — V-Fpalg) in L(Q) as § — 0.

Proof. Since |Vn(|zgy|)| < gx[%ﬁ]ﬂx —yl|), we have

F(5)re))

< SIN@ = y)lxp 5 (7 = yl) + A VN(@ = y)lx12 o0 (|2 = 9)-

ST e

If d > 3, we can bound the first term by ¢|VN(z — y)]x[%ﬂﬂx —y|). Thus, if
d > 3, both regularizations lead to the bound ¢|VN(z — y)]x[g’m)(|x —yl).

We split 2 in a set close to A and the complement of this. To do so, we set
T, = {x € Q : dist(z,0A) < t} for some fixed t > 0. The volume of T}, can be
estimated with the help of the coarea formula (see, e.g., [6, Section 3.4]). This
yields that the volume of T} is bounded by a constant times ¢ times H?*(9A),
which is finite by assumption.

If v € Q\T;, it holds [VN(z—y)| < ct'~* for all y € A. Moreover, ¢|N (z—
y)|X[gvoo)(|x—y|) < <] lnt|x[gm)(|x—y|) if d = 2. Hence (V.%54)® (g)(x) as well

as (Vya(i))(g)(x) converge uniformly to V.%4(g)(z) = [,, 9(y)VN(z —y) ds,
for all z € Q\ T; as § — 0. Therefore it is natural to consider

/Q (V%) (9)(x) — V.- Fpalg) ()| da

< /Q\T (V1) () (x) = V-Ipalg) ()| dx + | [(V-F9a)D(g)(z)|dx

Ty

n / V- Sa(g) ()] dr.

and correspondingly for (Vfa(i))(g). It remains to show that for all £ > 0
there exists a ¢ > 0 such that the latter two integrals are bounded by 5. Since
(VS54) O (9) ()] < ¢ f,, IVN(z — y)| ds,, an integration over T} yields

1 1
V.Y (J)gxdxgc// ——ds dx:c/ ———dx ds,.
/Tt( 04)"(9)() n,Joa |T —yl*t ! oalr, [z —yl*! !
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By Holder’s inequality, we obtain for y € 0A

s ([1a) ([ )T
—_—ar < X ———dx .
T, |33 _ y‘d—l T T |.T _ y|2d2 1

The latter integral can be estimated by c [, diam(2

0 )7’_% dr and thus is bounded

independently of t. Moreover we know that the volume of T; is bounded
1
by ctH(0A). Hence [, (VF54)® (g)(x)| dz < ct2a-1, which can be chosen

to be smaller than §. Since |V.4(g)(x)| is bounded by a constant times

faA —leyl‘d_l ds,, we obtain analogously th IVFa(g)(z)| dz < &.
To finish the proof, we need to show similar estimates for (Vﬂa(i))(g), If

d > 3, we know that ](Vfa(i))(g)(:vﬂ <c[y,IVN(z —y)|ds, and thus we can
proceed as before. It remains to consider the case d = 2 and to estimate the
term

¢ c
E/T 8A‘ In|z — yHX[g,(;)(]x —y|)ds,dz < g/aA/T |In |z — yHX[g’é)(]x — y|)dxds,.
Holder’s inequality yields

1
5 [ Hole = yllxgs oo (l2 = yl) de
T

1 2 L) (s
<5 [ o= vlmie = slgato-abde) ([ lo-yitar)” 09
Tt Tt

t

[N

IN
Q

Indeed, the second integral on the right hand side is bounded by ct%, cf. (17).
The first integral is bounded by cféS r21In’rdr = c[% — 2p3(har — %)}i <
c6®In? 5. Now, with 2(8° In? 5)% < 1 for small §, we obtain the asserted bound

in (18) and the asserted convergence in L'(2) as § — 0. O

Next we consider normal and tangential derivatives of the single layer poten-
tial on the boundaries and the interface I'. As mentioned earlier, we follow [28]
mainly. Verchota assumes that A is a bounded Lipschitz domain (with a fixed
regular family of cones) and that g € LP(0A), 1 < p < oo; both requirements
are satisfied here by Assumptions A; and A,. According to, e.g., Verchota [28,
Theorem 1.11], the normal component of the gradient of .74 (g) at 0A is

(n-V-S9a(9) () = lim n(z) - (V-Fo4)(9)(x £ fn(z)) (19)
_ =L@ —p ) E7Y) 4
o) —po. [ gnle)- T=Bhas, @)
= 13U—im nx~(x_y)s
= Fgy(w) — lim |z_y‘>69(y ooy (2
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for almost every « € dA. The principal value on the right hand side of (20)
exists in LP(0A), 1 < p < oo, and pointwise almost everywhere. Throughout
the paper, Cauchy principal values (p.v.) of integrals are defined analogously as
in (21).

If A is a smooth domain (for instance C1*, 0 < a < 1) and g is a continuous
function, the convergence of the traces in (19) is uniform in z € JA (see, e.g.,
[7, Chapter 3.F], [18, Section 18.7]). It is well known that this breaks down
if the domain has edges or corners (see, e.g., [11, p. 157]). In this article we
consider Lipschitz domains which are merely piecewise C'*®, cf. Definition 2.1.
Thus we do not have uniform convergence in general. However, we still have
uniform convergence on compactly embedded subsets of the smooth parts of
the boundary, cf. Lemma 3.5 below.

While the normal component of the gradient of the single layer potential
jumps, its tangential component is continuous across dA. It follows from [28,
Theorem 1.6] that

(Vtany@A(g))+(x) = (vtanyaA(g))_(x) = pﬂ-/aAg(y)vtanN(x —y)ds, (22)

exists in LP(0A), 1 < p < oo, and for almost every x € 0A.

Kellog [11, p. 162] proves uniform convergence of the tangential derivative in
three-dimensional C? domains under the assumption that the surface density g
is uniformly Holder continuous. He also mentions that this result applies to
compactly embedded subsets of C? submanifolds [11, p. 160].

In the following proposition we consider, under Assumptions A; and A,,
the convergence of (Vtanya(i))(g) to the tangential derivative of the single layer
potential as 6 — 0. In Proposition 3.3 below we then prove an analogous state-
ment for the convergence of (Vian-%54)?(g). The proofs are generalizations of
the proof of an analogous statement in [25, Section 6.3] under the assumption
that A is a C? domain in R3.

Proposition 3.2. Let Assumptions Ay, and As hold and let U; C OA be one

of the CY® submanifolds in Definition 2.1. Furthermore, let U be a compactly
embedded subset of U;. Then

VinTo4(9)(x) = lim (Vian753) (9) ()

uniformly for all x € U.

Proof. Let U be a neighbourhood of z € U and let ¥ : Y’ C R! — R be a
parameterization of A NU such that ¢ (z') = « for fixed 2’ € U’, cf. Figure 2.
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P U C R?
T A
U c R
Figure 2: Parameterization of 0A NU in the proof of Proposition 3.2.
We choose U and 1) such that ¢ (OANU) = Bg(x') with some constant R > 0,
where Bg(z') denotes the d — 1 dimensional ball of radius R about z’, which

reduces to the interval [2'— R, 2'+ R] if d = 2. Notice that Dy(z") maps R%! on
the tangent space at x = ¢(2'); if d = 2, Dip(a’) simply is -44)(2"). Therefore,

dx’
the uniform convergence of (Vtanya(i))(g)(x) as 0 — 0 is equivalent to uniform
convergence of

V. Soala)w) Do =ty [ 99 (o 52 )8t - ) - Doy,

for all v € R L. Note that V. (Fpa(g) o ¥)(a')v = V,Fralg)(z) - DY(2')v,
where V,, = % if d = 2. Hence we obtain the proposition if we show that

Vo (75 (9) 0 ) — Vo (Foalg) 0 ¥) (23)
uniformly as 6 — 0. We rewrite Ygi) (g9) as

753 (9)()
- /mug(y)n (’“:gy’> N(m—y)dsy+LA\ug(y)n (’xgy’> N(z —y)ds,

- /MW gly)n (L}y') N(z —y)ds, + / 9(y)N(z —y) ds,,

dA\U

where the second equality holds for all § smaller than the minimal distance
between x and OU by the definition of 7. Hence we only need to consider the
first term, which we denote by 5’8(}4’5) (g), to prove (23). By a change of variables
we obtain

7500 = [ (PN g - st aty

Br(z')

= Q(;(ZL’/).
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Correspondingly we define Q(z’). Since g o ¢ and .J,, are bounded on Bg(z'),

C}fomlnfrdﬂ ifd=2
Q") ~ Qs(a")| <
CfBC5(.T’) de—ly/ lf d Z 3
< Jeoln(Co)], if d =2
| e ifd>3.

Thus @Qs(2’) converges uniformly to Q(z') as 6 — 0. Next we show that
V. Qs(x') converges uniformly to V,Q(2') as 6 — 0 by proving that V. Qs(z)
is a Cauchy sequence in C? as 6 — 0. Hence @) is C! and V,Q; converges
uniformly to V. Q.

To prove that V,Qs(2’) is a Cauchy sequence in C% as § — 0, let € € [g, J)
initially. We have

Q-(2') — Qu(') = / FI9() — b@)De ))&, (24)

Br(z')

where f(t) :== (n(%) — n(£))N(t) with N(|z —y|) := N(z — y). The support of
f is contained in [§/4, 0], and, for small enough § > 0,

Z% n(£>._n(§>>'yﬁXw|+‘n(é)—-n(%)hﬁﬁ@ﬂ

LU E (25)

Moreover, f € C*, and f(|(2')—1(y')|) vanishes for all ' in a neighborhood of
OBgr(z"). When we differentiate (24), we can therefore commute differentiation
and integration. Hence

|VorQ:(a') = VurQs(2'))|

- [ Tttt — v e atty|

= /BR@/) Vi 100) = 00 + 9 S0 = 0]
<) 1) 4y

w8 a6 | 29
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Since 1 is C1*, |Dy(z') — Dy(y')| < c|z’ — ¢/|*. This in turn is bounded by
cl(x’) — ¥(y')|*. By (25) we then obtain for small enough ¢ that the integral
in (27) is bounded by

‘),
BR(J,’,)

! / / ¢($')—¢( )

LnlBlge 5, dr ifd =2
grodre 2 i 2dr ifd >3

(DY(2') = Di(y))| d* 'y’

(29)
0% Ind| ifd=2

<c

o 0¢ ifd>3.

Hence it remains to estimate (28). By adding and subtracting J,(2') we can
make again use of ¢ being C1*. We have

‘/B ( /)Vy’f(W(x/) - ¢(y')|)9(¢(y’))(J¢(y’) _ Jw(w’)) dd—ly/

< [ Tt o)+ e ot) — vs))

x g(() (Jply) — Jyp(z") d™ 1y

‘ /B (") — () g W) (T (y) — Ju(2)) a4y

The first term on the right hand side can be estimated as (27), but simpler.
The second term can be bounded by

5| Ins| ifd=2

¢| Dy ()| 1/ ([0(") — vy — 2| d*y < C{aa ifd>3,

Br(z')

analoglously to (29). The bound on Di(z’) is uniform since z = (2’) € U,
which is compactly embedded in U; by assumption. To estimate (28), we con-
sider Jy(2') [, oy Vo f(10(2") — D ))g((y))d?y. We add and subtract

g(¥(2")). By Remark 2.3, g € C%* almost everywhere. Hence

19 () = g((@))] < clb(y) — ()" for ae. (), P(y) €U.

Since D(y') is uniformly bounded on the ball Br(z'), we can estimate the
term [0 Vo f([0(2") =0 ())) (9(0 (1)) — g((2"))) d 'y’ as in (29). Finally,

since f is zero on the boundary, an integration by parts of the remaining term,
Jy(2") fBR(I Vo f([0(2")—=¢(y)|) d4 1y, yields that it vanishes. Hence
(26) is bounded by 050‘| Ind| and c0®, respectively.
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Recall that we have assumed e € [g,é). We obtain the same estimates
for arbitrary 0 < € < ¢ by summing a geometric series. Hence V. Qs(z’) is a
Cauchy sequence as 6 — 0, and V@5 and therefore V. (Ya(i"(s) (9) 01/}) converge

uniformly as § — 0. Together with the uniform convergence fa(i‘) (9) = Foa(9)
this proves (23) and hence the proposition. ]

Proposition 3.3. Let Assumptions Ay and As hold and let U; C 0A be one
of the CY® submanifolds in Definition 2.1. Furthermore, let U be a compactly
embedded subset of U;. Then

VianT04(9) () = %E%(Vtanym)(a) (9)()

uniformly for all x € U.

Proof. We use the same parametrization ¢ of the boundary as in the proof of
Proposition 3.2. Since (23) holds, we only need to prove that

Vo (L33 (g) 0 ¥) (') - v /‘<wn05§ﬂ)VN@—ny¢@mw%

{wﬂm& if d =2
<

30
ifd>3, (30)

where
AEZHOE [ (oM7) ) - s
+/1 GEL%:ﬂ)ﬂwVN®—y%Dwu%d%,

Recall that x = v(2). Thus (30) follows if the first integral is bounded by
c0®|In d| and 6@, respectively. Note that the first integral vanishes trivally if
ly — x| > §. Similarly as in the proof of Proposition 3.2 we rewrite this integral
using the change of variables y = ¢(y’). We obtain that it is bounded by c|I|
with

s / W (") — () - D(aYo §(yf) d4 Yy,
Bes(x')

where h(w) = %n’(‘w‘)ﬁ'N( ) and j(y') = g(¥(y))Jy(y). Since g € C%
almost everywhere and ¢ € Ch*, we have [j(y') — j(2')] < ¢z’ — ¢/|* almost
everywhere for some constant ¢ > 0. Since 1/(;) is supported on [2, §], we have

2
h(w)] < 22 if d = 2 and |h(w)] < 5~ else. Thus

h(i(a') = ¢(y') - D)o (§(y) —j(2)) a7y <

Bes (1’/)

0¥ Ind| ifd=2
co® if d > 3.
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In order to show that I is bounded by ¢d®|In d| and ¢d®, respectively, it remains
to show that

/B ) h(¢(y/) - w(gj’)) . Dw(ﬂj,)?}j(m,) dd_ly, (31)

is at most bounded by ¢d®|Ind| and ¢, respectively. Set 2/ = a2’ — y’. Since
P is OV (a)) —Y(y') = D(2')2' + O(|2'|1T*). Moreover we know that h is
smooth and |Dh(w)| < ¢d72|Ind| if d = 2 and |Dh(w)| < ¢d~¢ else. Thus

PO — 9l = (DB + {gg;'f;é” e

and therefore we have

O Iné|) ifd=2
= [ wDut)) Duteste) e 00D
B.5(0) O(6%) ifd>3.
The integral on the right hand side vanishes since h is antisymmetric and the
domain of integration is invariant under z’ — —z’. Hence (30) is proved, which
finishes the proof of Proposition 3.3. O]

Remark 3.4. The above proof can also be adapted to show convergence of the
corresponding Cauchy principal integrals as defined in (22).

Next we come back to the normal derivative of the single layer potential.
Mikhlin [18, Satz 18.7.1] proved uniform convergence of the normal derivative
of the single layer potential on closed Ljapunov-surfaces and for continuous g.
He used Cauchy principal integrals in his proof. The proof can be adapted
in a straightforward way such that we also have uniform convergence on com-
pactly embedded subsets of C1* submanifolds. Here we show that the same
convergence result also holds for the smooth regularizations defined above.

Lemma 3.5. Let Assumptions A, and Ay hold and let U; be one of the C1
submanifolds in Definition 2.1. Furthermore, let U be a compactly embedded
subset of U;. Then

(n- V-T0a(9))*(2) = Fog(a) —p-v-/ g™ T =y)
0A

2 |z —y|?
= %9(33) +1im (n - V.73 (9)(x) (32)
= F9(@) + i (0 9.752) () (2) (33)

uniformly for all x € U.
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Proof. As commented on above, the first equation follows from [18, Satz 18.7.1]
and Remark 2.3. To prove (32) and (33), we apply a central estimate in the
proof of the convergence of the normal derivative of the single layer potential
(see, e.g., [18, Section 18.1]): Since U C dA is C+, |n(z) - (x —y)| < c|z —y[+™
for all x,y € U. Hence

‘ /aAX[e,oo>(\iU —ylg(y)n(z) - VN(z —y) ds, — (n- V.Sp4)" (9)()

<o / Xeooy (12 — y)n(z) - VN (z — ) — n(z) - RO (z — y)| ds,
0A

IN

C/ X[mm{s 2} max{e, 5}]( y’ ‘n VN Q? B ‘ dSy,

max{e,0} ro
c / ri=2 dr

d—1
min{a,g} r

IA

< c¢max{g, 6},

which tends to zero as £,0 — 0 and proves (33). To prove (32), it remains to

estimate
/8A

n(x)-vn<|:” )‘w (z —y)| ds,

<5 [ vl e = yDING =)l ds,, (34)

where we used that |n(x) - Vn('xgw)‘ < §hn(@) - =4 Ixg g (e —yl). I d =2,
(34) is bounded by ¢6*|Ind|; if d > 3, (34) is bounded by cd®. Both bounds

tend to zero as 6 — 0. O

By writing the gradient as a linear combination of normal and tangential
derivatives, we obtain

(V-0a(0))* (2) = F50()n(x) + Boa()(2) (3)

in L?(0A), 1 < p < oo, and pointwise for almost every x € 0A, where
Foa)a) = po. | g)VN@—y)ds, (36)

is defined for any function g € LP(9A), 1 < p < oo and for any z € RY. Again,
since H41(OA) is bounded, this statement also holds if g is assumed to be in

L>(A).
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Remark 3.6.
(i) If z € R?\ OA, the principal value in (36) becomes trivial, i.e., Baa(g) =
VyaA (g)
(ii) On 0A, Bya(g) equals the average of the inner and outer traces of V.74,
ie., Boalg) = %((VyaA(g))Jr + (VF%al9)) ).

(iii) From what we showed above, it follows that we could equivalently define
PBya(g) by using the smooth regularizations, i.e., by replacing the right
hand side in (36) with lims_ (VYgi)) (9)(z) or lims_o(V-F4)® (g)(z).

Set (V-754(9))(z) = (VianT94(9))(z)+(n-V.F54(g))(x)n(x). Then Propo-
sition 3.2 and Lemma 3.5 yield the following corollary. Recall that pointwise
convergence holds for all z € A according to [28].

Corollary 3.7. Let Assumptions A; and Ay hold and let Uy C OA be one of
the CY* submanifolds in Definition 2.1. Furthermore, let U be a compactly
embedded subset of U;. Then

(V-oa(0))*(x) = F(x)n(x) + Boa(9)()

forallz € U.

Next we consider the parts of 0A which are close to edges and corners.
From [28] we also know that Bya(g) exists in LP(OA), 1 < p < oo, and hence
in L'(0A) by Assumptions A; and Ay. A simple proof of this in the context of
our geometrical setting and for the regularization as in (15) close to edges and
corners follows easily from [25, p. 257]; it makes in particular use of Assump-
tion A4, (iv) and yields the following lemma.

Lemma 3.8. Letrg > 0 and let U; C 0A be as in Definition 2.1. Set A =, 0U;
and V,, = {x € 0A : dist(x,A) < ro}. Then
(Vya(ix))(g) — Baalg) in L*(V,,) as § — 0
(V-Z94) P (g) — Boalg) in L'(V,,) as s — 0.

Note that g € L>*°(0A) by Assumption 4;. Hence the convergence of the
gradient of the single layer potential in L'(0A) implies

lim [ g(y)(V-752) (9)(@ = y)ds, = lim | g(y)(VF4) (9)(z — ) ds,
9A 9A (37)

- / 0 Fon(9)( ) ds,

which is a useful statement in, e.g., the context of magnetic forces [22, 25], cf.
also the remarks in the introduction.
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4. Approximation of the gradient of solutions
of the Poisson equation

First we consider the approximation of the Newton potential ¥4(w) defined
n (9). Recall (13) for the definition of Véé)(w). The Newton potential #o\r(w)
and its regularization ”//Q(f%(w) are defined accordingly. Since I' is a set of d-
dimensional Lebesgue measure zero, one might want to write Yo\r(w) = %o (w).
But we stick to the more complicated notation as this reminds us of the defini-
tion of w = div M on R4\ (T' U 9N) and the regularity assumptions on M, cf.
Assumption A,. Furthermore, we set

V) ) = [ () 9N =y

— [ @R g)dy.
o\r
Proposition 4.1. Let Assumptions A;(i)—(ii) and As hold. Then

(V”//Q(f%)(w)(x) — VY (w)(z) uniformly inz € RY as § — 0
(VVar) @ (w)(z) — V¥ur(w)(z) uniformly in € R? as § — 0.

Proof. Let x € R%. By construction, 1 — (% 5 ul) is supported in the ball Bs(z
and its derivative has support in Bs(x) \ B%( x). Moreover, |V (1 — (I:r: yl))|
5XBs(0)\By () (y). Hence

9(( o5 e

C
SEIN(CE— Y)|XBs (@ \Bm)( ) FIVN(z — ) XBs ) (Y)-

)
<

Since w is essentially bounded on 2\ I' by assumption, we obtain

(Vanr) (w) (@) — (VI (w) ()|

e ()

c

<5 L Ve ldyse [ 9Ny
Bs :v)\Ba( ) Bs(x)

< cd|lnd| ifd=2
e if d >3

uniformly for all z € R? for small § > 0. This also yields that |V ¥o\r(w)(z) —
(VYorr)® (w)(z)| < CfBa(r) |IVN(x — y)| dy converges uniformly. O
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Next we make use of the splitting of ug in us +up, cf. (5), and put together
the above results for the single layer potentials. Here we consider the integral
representation of the solution ug of Poisson’s equation (1)—(2).

Theorem 4.2. Let Assumptions Ay and Ay hold. Let uq be a solution of Pois-
son’s equation (1) with transition condition (2) and let ug) be its reqularization
analogously to (12). Furthermore define (Vugq)®) correspondingly to (15), i.e.,

(V) (z) = / PR —y)dy + / 9(y)RO(z — y) ds,

+ / 9RO (x — y) ds, + / 9RO (z — y) ds,.
DA\T OB\T

Then (Vug)) as well as (Vug)® converge to

VuQ:V”//Q\p(w)—|—V§”p(—[g])—l—VYaA\p(g*)%—VYaB\F(Qf) m Ll(Q) (38)

and to
VU/Q = V’Vg\r(w) + %’p(—[g]) + %@A\F(g_> + %QB\F(QV_) m Ll(F U 8(2)

asd — 0. The convergence is uniform on compactly embedded subsets of the C1®
submanifolds of T' and 0S). Moreover, the gradient in the tangential direction
at x € OQUT is continuous across the interface and is given by

(Vtanuﬂ)i(aj) = vtanﬂj/ﬁ\f‘(wxl’) + vtanyf(_[g])(x> + VtanyaA\r(Qf)(l')
+ VianZomr(9” ) ()

for almost every x € OQUT. The gradient in the normal direction jumps at the
interface and reads

(n - Vug)*(z) = (n- V¥ar)(w)(z) + (n- V1) (~[9])(2)
+(n-VSar)(g ) (@) + (n- VIopr)(g” )(z)
for almost every x € 0QUT'. The inner and outer traces of the gradient of ug
are given by
(Vua)*(z) = VVar(w)(z) + Br(=[9])(2) + Boar(97) (@) + Bopr(g” ) (@)

—[g](x)n(z) ae ifrel
g (x)n(x) ae ifredA\T
&

V' (z)v(x) a.e ifx € 0B\T.

1
T3
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Thus there holds

Taa(a) = 5 (Vo) () + (Vo) ~(2))
lg](x)n(z) + (Vug) () ae ifxel
=< —g (x)n(x) + (Vug) (x) ae ifx € 0A\T

—g" (v)v(z) + (Vug) () ae ifr€dB\T.

All the traces mentioned as well as the gradients of the potentials can be approz-
imated by the use of either smooth reqularization.

Proof. By (5) and (8), the integral representation of ug reads

uq(x) = (ua + up)()
= Yo (w)(z) + Zr(=[g]) () + Foar(g7)() + Lopr(g” (),

where we assume as before that the standard normal to I' is n. Similarly we
have formulae for ug ), (Vugs )) and (Vug)®. The statements in the theorem
then follow from Propositions 3.1 and 4.1 for the convergence in L*(€2), and from
Propositions 3.2 and 3.3 as well as Lemma 3.5, Lemma 3.8 and Corollary 3.7 for
the convergence on the boundaries. Note that these assertions hold analogously

for the single layer potentials /1 (—[g]) and hpr(g” ) as well as for their
gradients. ]

5. About the second gradient of a solution
of Poisson’s equation

As already mentioned in the introduction, the second gradient of solutions of
Poisson’s equation is of interest for instance in the context of magnetic forces.
There, a typical expression is an integral over a bounded domain A of a vector-
valued W1 function M times the second gradient of a solution of Poisson’s
equation, VH = —V(Vu), ie., [,(M(z) - V)H(x)dx. We prove existence of
such expressions by showing that the second gradient of u is an L! function on
the bulk, i.e., on A in the above example. This then also allows for instance to
integrate by parts.

Recall that the gradient of u jumps at interfaces and surfaces. Hence the
distributional derivative of the gradient of u is not integrable on these interfaces
and surfaces, respectively. Here we show integrability of the second gradient of u
on the bulk up to interfaces and surfaces (and not only local integrability away
from interfaces and surfaces).

For a study of second derivatives of the Newton potential we use a well-
known LP estimate, see, e.g., [8, Section 9.4] or [19, Chapter XI §11], to obtain
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the following lemma. Though I' is a set of d dimensional Lebesgue measure
zero, we write L'(€2\ T') to remind us of the regularity assumption on M and
thus on w = —div M at the interface I', c¢f. Assumption A,.

Lemma 5.1. Let Assumptions A;(1)-(ii) and Ay hold. Then
V<V7/Q\[‘>(w> = Vz’y/g\p(w) = (&@Vg\p(w))i’j:l’m’d S LI(Q \ F).

Proof. Since 2 is a bounded domain, we have w € LP(Q\T), 1 < p < oo, by
Assumption A,. Hence, a special case of the Calderon-Zygmund inequality, see,
e.g., [8, Theorem 9.9], yields V>¥o\r(w) € LP(Q\I'), which implies V*¥o\r(w) €
L'(Q\T) by the boundedness of €. O

The proof of the following theorem is in the line of corresponding assertions
in [25, Section 4] for d = 3 and a simpler geometric setting. Here we make
use of Assumption 4;(iv) and Definition 2.1(iii) and have to bear in mind that
the sets A and B do not have to be nested, cf. Figure 3. In Remark 3.6(i) we
noted that Boa(g~)(x) = V.F%a(g7)(z) if x € R?\ DA, which holds similarly
for Br(—lg]) and Byp(g” ). However, we stick to the HAs for brevity in the
following theorem.

Theorem 5.2. Let Assumptions A; and Ay hold and assume that « = 1. Then

VBr(~lg)), VBoalg™), VBos(g” ) € L'(Q\T).
Proof. First we consider V%r(—[g]). Let z € Q\TI'. Since H¥ 1 (OANB(z,p)) <

cp®1, we have

(VB (~[g) ()] < / 14,

oA ’1’ - y’d

o d
L[ oo

=c —Hd YOAN B(x,p))dp
Aist(a:,@A) derl ))

* 1
<c / — dp
dist(z,04) P

L —
~ dist(z,0A)

We split Q\I" into the following three sets, cf. Figure 3. Fix some 0 < ry < 1 and
£ > 0 and denote by A the union of all the boundaries of the C''! submanifolds
Vi of (2 \ I'), cf. Definition 2.1. Then we set

(Q\F = {z € Q\T : dist(z,04) > r}*}
(Q\T)® := {2 € Q\T : 7" > dist(z, 0A) > dist(z, A)+}
(Q\I)"¥ = {x c Q\ T : dist(x,0A) < dist(x, A)'*e, dist(z, 0A4) < ,,,1+€}.

(39)

(40)



276 A. Schlémerkemper

By (40) and the definition of (2 \ T')") we have f(Q\r)M) (VHr(—[g]))(x)| dx <

c
1+e S C.
To

BA\

Q\T)® N4

€A

TN oB

Q\T)MNB

Q\@nB

---- Q\D)®nA

Figure 3: Sketch of the sets (2 \T)®, (Q\T)® and (Q2\T)® as defined in the
proof of Theorem 5.2. In this sketch we consider a geometric setting where (a
portion of) A happens to be in the relative boundary of I'.

Next we estimate V%r(—[g]) integrated over (2\ I')®. The definition of
(Q\I)? and (40) yield |(V%r(—[g]))(x)| < T foralla € (Q\I)?. The
volume of (2 \ I')® is bounded by the volume of {z € Q\T : dist(z, A) < ro}.
The latter volume can be estimated by cri. Indeed, let V; denote the C!
submanifolds as in Definition 2.1. Then the volume of {x € Q\T : dist(x,A) <
7o} is bounded by the finite sum of the volumes of {z € Q\ I' : dist(z,dV;) <
ro}. These are in turn bounded by cr2 by the neighbourhood estimate, cf.

Definition 2.2. Thus, by similar estimates as in (39)—(40),

2 —d11€ L 2+ dist(x d.fIZ'

l4e “1+e¢
SC/O P dﬂﬂ/r el

0
14+¢ ,_
=c rég—l—c—lJregc,

which proves the integrability of V%r(—[g]) on (Q\ T)®.

It remains to show the integrability on (Q\I')®). Let 2 € (2\T)® and set
r = min{dist(z, A),79}. Then we obtain, similarly to the derivation of (40),

o

1 c
<c T dsy < - < ————,
I\ B(z,r) |z — 9 o dist(z, 0A) T+

‘ /F\B(m [9)(y) V2N (z — y) ds,
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which is integrable on (© \ I')®). Indeed, the coarea formula yields that the
volume of {z € (Q\T)® : dist(z,0A) < p} is bounded by cp for p < rg™e.
Thus we have

1

1 00 L
/(Q\r)(3> dist(x,aA)Tis @\n® Jo (r0A)<r plis“

ré+5 1 oo 1

gc/ : dp+c/ ——dp (A1)
0 pi+e rote p1Ts+1

_ & (1+e)(1- ) &

=170 +—(1+€)1ie <ec.
I+e To

To finish the proof of the integrability on (22 \ I')®) we need to estimate the
integral [ip,[9](¥)V?N(z —y) ds,, which we write as

9)(x) / TN s+ / o (610) ~ 6)) VN ) s, (42

This allows us to integrate the first term by parts. Before we do so, we consider
the second integral in (42). Recall that we assume « = 1 and that [g] is in C*!
almost everywhere, cf. Remark 2.3. Hence a similar estimate as in (40) yields
that the second integral in (42) is bounded by a constant times

1 " 1
/ gt G s / —p" Hdp
'nB(z,r) ’1: - y’ dist(2,74) P

1
<cln— 43
= ndist(az,F) (43)

1
<clhn ———.
=om dist(x,0A)

As this is bounded by dist(z, 8A)_$, we obtain the integrability on (Q\ I')®
of the second term in (42) by (41).

We next estimate the first term in (42), which takes some time. Without
loss of generality we assume that I' N B(x, r) is connected and contained in one
of the C*! submanifolds Vj; otherwise apply the following arguments to each of
the connected components restricted to one of the ! submanifolds.

We parameterize the boundary I' N B(z,r) by a function 1 : Rt — RY,
Yy — () = (¥, va(y')) = y such that either (i) there is a ¢ with 0 < ¢ < 1
and B(z2',ér) C v~ 1(T'N B(x,r)), where 2’ is the orthogonal projection of x on
R, or (ii) there is a ¢ with 0 < ¢ < 1 and B(2/,ér) Ny~ N B(x, 7)) = 0.
(That is, we exclude the case 2/ € d(¢"Y(I' N B(z,r)) by choosing an appro-
priate parameterization.) Case (ii) is of interest when z € (2 '\ I')® is close to
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the relative boundary OI'; it is not needed in the proofs of the statements for
VBaa(g~) and VAByp(g” ) below. If (ii) holds, we always have |y’ — 2’| > ér.
Since |z — ¥ (y')|¢ > |2' — /|%, then Jrapesy VN (z = y) ds, is bounded by

Sc[p "2 dp

c c
S-S
o dist(z, )T+

/ VEN(z — () Joly) 4y
Y= INB(z,r)) (44)

which is integrable on (2 \ I')® by (41). If (i) holds, we split the integral

Jorwnpny VN(@ —9(y)Jy(y) d 1y’ as follows:

/ VAN (@ — w(y) (') &y
Y=1(CNB(z,r))\B(z’,cr)

(45)
+ / VAN (z — () Jp(y)) d* 1ty
B(z'ér)
The first integral in (45) can be estimated similarly as in (44) and thus is also
bounded by cdist(x, ")~ . Hence it is integrable on (Q\ )@ by (41).

Next we estimate the second integral in (45). To do so, we write V2N (z —
¥(y')) in terms of tangential and normal derivatives. Let (t1,...,t4_1,n) be an
orthonormal basis at 1 (y’), where n is the normal at ¢(y') to A. The normal
is C%! on QAN B(z,r) and hence on I' N B(z,r). We denote the tangential and
normal derivatives of N by Vy,N =¢;-VN,i=1,...,d—1,and V,N = n-VN,
respectively.

Recall that N is a fundamental solution of Laplace’s equation, i.e., AN =0.
Hence V2N = — Zf;ll Vi N. We therefore only need to consider second deriva-
tives of the form (V,,V,)N and (V, V)N withi,j = 1,...,d — 1. By the
product rule we have (V;,;V,)N =V (V,N) — (VN)V;,n and

(Vtivtj)N - th. (Vt]N> - (VN)VtIt], (46)

respectively. We write the tangential derivative in terms of 3’ so that we can
make use of Assumption A;. There is an invertible matrix (a;;); j=1,. 4—1 such
that ¢;(¢¥(y')) = au(y" )0k (y'). Since we assume here that I' N B(z, r) is piece-
wise 11, au(+) is C%1) as is the tangent vector t;. Hence |V, ¢;| < ¢ almost
everywhere. Thus the second term on the right hand side of (46) is bounded
by ¢|VN|. Similarly we can bound (VN)V,n by ¢|VN]|.

Next we write the first term on the right hand side of (46) in terms of ¥/

(Vi (Vi,N)) (@ = (y)) = (ai(y/) (@) (y) - V(V,N)) (@ = (y
_(aik( )ak(vt ))( —P(y).
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Similarly we obtain V,,(V,N)(z—(y')) = —(au(y' )0k (Vo)) (z—1(y')). This
allows us to integrate by parts:

/B< x )Wti(V"N))(fC — () u(y) d Y
- /B( o )ak (aik(y/)Jlb(y/))(vnN)(x — () dy
) /aB< oy (W) (VN = D)) July) oy

(with 0B(2',ér) = {—|ér — 2’|, |ér — 2’|} if d = 2). Therefore we obtain for all
d > 2 by using the bounds |Oxa:x(y')| < ¢ and |0k Jy (V)| < ¢

L TN )R

o NG s ve[ NG s s,
B(x!,ér) 9

B(z',cr)
C

C
S/ —ddfly/ _'_/ —dd725 .
B(z',ér) |ZL' - 7\/)(y,)|d_l OB(x',ér) |(L’ - ¢(y/>’d_1 !

Now we use again that x € Q\T" and thus |[x —¢(y')| > dist(z,T') > dist(x,0A) >
0. Hence the first integral is bounded by cln m, which is integrable on

(Q\I)®) see (43). Since |x—1(y')| > |2'—v/|, the boundary integral can be esti-
o i) W d?=%y', which in turn is bounded by c’;;l—j = <. Recall
that r = min{dist(z,A), 7o} and z € (Q\ T)®. Hence r~' < dist(z,DA) T+,
which is integrable on (Q\ I')®), see (41). Hence V&r(—[g]) € L}Y(Q\ ).
Finally, notice that |[V&sa(g™)(z)| < [,4 ﬁ ds,. To show that the gra-

dient of Bya(g™) isin L*(Q2\T'), we thus can proceed analogously as from (39)
onwards. It remains to prove that V%Bsp(g” ) € L*(Q2\ T'). This also can be
shown analogously to the above proof, but now we change the definitions of
the sets (Q\I)®, i = 1,2,3: We replace dist(x, dA) with dist(z, 0B) and then
proceed as before. O

mated by faB(

Finally, we conclude that the second gradient of the solution of Poisson’s
equation with transition condition is in L*(2\ T').

Theorem 5.3. Let Assumptions Ay and Ay hold and assume that « = 1. Then
V(Vug) € L*(Q\T).

Proof. This follows with Lemma 5.1 and Theorem 5.2 together with (38) and
Remark 3.6(i). O
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