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Local Tb Theorem

on Spaces of Homogeneous Type

Chaoqiang Tan and Lixin Yan

Abstract. In this article, we obtain a local Tb theorem for singular integral operators
on spaces of homogeneous type by using tree selection algorithm of the dyadic model
and the BCR algorithm, which extends an earlier result of M. Christ [Colloq. Math.
60/61 (1990), 601–628].
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1. Introduction

We begin by recalling the definitions necessary for introducing singular integral
theory on spaces of homogeneous type. A quasi-metric ρ on a set X is a function
from X × X to [0,∞) satisfying

(i) ρ(x, y) = 0 if and only if x = y;

(ii) ρ(x, y) = ρ(y, x) for all x, y ∈ X;

(iii) there exists a constant A < ∞ such that for all x, y and z ∈ X, ρ(x, y) ≤
A(ρ(x, z) + ρ(z, y)).

Any quasi-metric ρ defines a topology, for which the balls B(x, r) = {y ∈ X :
ρ(y, x) < r} for all x ∈ X and r > 0 form a basis.

Definition 1.1 ( [5]). A space of homogeneous type (X, ρ, µ) is a set X together
with a quasi-metric ρ and a non-negative Borel measure µ on X for which all
the associated balls B(x, r) satisfy the doubling property

µ(B(x, 2r)) ≤ Cµ(B(x, r)) < ∞

for all x ∈ X and r > 0, where the constant C ≥ 1 is independent of x and r.
It is also required that µ(B(x, r)) < ∞ for all x, r.
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In this paper, we will suppose that µ(X) = ∞ and µ({x}) = 0 for all x ∈ X.
For any x, y ∈ X, we set λ(x, y) = µ(B(x, ρ(x, y))). It is easy to see that λ(x, y)
is comparable to λ(y, x), uniformly in x, y.

Definition 1.2. A standard kernel is a function K(x, y) : X ×X\{x = y} → C

such that there exist ǫ > 0 and C < ∞ such that

|K(x, y)| ≤
C

λ(x, y)
for all distinct x, y ∈ X (1)

and such that

|K(x, y) − K(x′, y)| + |K(y, x) − K(y, x′)| ≤ C

(
ρ(x, x′)

ρ(x, y)

)ǫ
1

λ(x, y)
(2)

whenever ρ(x, x′) ≤ 1
2
ρ(x, y).

Denote by Dα the space of all Hölder continuous functions of order α ∈ (0, 1]
with compact support and D′

α the dual space of Dα (see [4, p. 603], for instance).
We say that T is a singular integral operator, if T is a mapping from Dα into
D′

α, which is associated to a standard kernel K(x, y), in the sense that

〈Tf, g〉 =

∫∫
K(x, y)f(y)g(x) dµ(x) dµ(y),

where f, g ∈ Dα with disjoint supports.

The first local Tb Theorem was proved by M. Christ [4]. It extends a global
version due to David–Journé–Semmes [7] in that it permits a pseudo-accretive
system, rather than a single para-accretive function.

Theorem 1.3 ( [4]). Suppose that T is a singular integral operator associated
to a standard kernel K(x, y), which in addition we assume to be in L∞. Suppose
also that there exist pseudo-accretive systems {b1

B}, {b
2
B} such that b1

B and b2
B

are supported in B, and for all ball B,

‖b1
B‖L∞(B) + ‖b2

B‖L∞(B) ≤ C (3)

‖T (b1
B)‖L∞(B) + ‖T ∗(b2

B)‖L∞(B) ≤ C (4)

C−1µ(B) ≤ min

(∣∣∣∣
∫

B

b1
Bdµ

∣∣∣∣,
∣∣∣∣
∫

B

b2
Bdµ

∣∣∣∣
)

. (5)

Then T extends to a bounded operator on L2(X), with bounds independent
of ‖K‖∞.

It should be noted that the assumption that K ∈ L∞ is merely qualitative,
and is satisfied, e.g., by smooth truncations of a standard kernel. This assump-
tion allows one to make certain formal manipulations with impunity, during the
course of the proof. See [4, p. 606].
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In [1], P. Auscher et al. gave a generalization of a local Tb Theorem (of M.
Christ) on R. It is of perfect dyadic Calderón–Zygmund operators where the
L∞ conditions are replaced by L2 conditions. Perfect dyadic means essentially
that the regularity is adapted to the dyadic grid: any function supported in
a dyadic cube with mean 0 is mapped to a function supported in the same
cube. Recently, P. Auscher and Q. X. Yang improved it for standard singular
integrals where the L2 conditions on the accretive system are replaced by the Lp

conditions for 1 < p < ∞ ( [2]). The crucial idea is to write a standard singular
integral as the sum of an Lp-bounded operator and of a dyadic perfect operator
( [1]), where we can use the Beylkin-Coifman-Rokhlin algorithm (see [2, 8, 10])
to obtain the desired results.

The aim of this article is to generalize a local Tb theorem of [2] on R
n to

general spaces of homogeneous type. The following is our main result.

Theorem 1.4. Suppose that T is a singular integral operator associated to a
singular kernel K(x, y), which in addition we assume to be in L∞. Let 1 <

p, q ≤ ∞ such that 1
p

+ 1
q
≤ 1 with dual exponent p′, q′, i.e., 1

p
+ 1

p′
= 1 and

1
q

+ 1
q′

= 1. Suppose also that there exist pseudo-accretive systems {b1
B}, {b

2
B}

such that b1
B and b2

B are supported in B, and for all ball B,

∫

B

|b1
B|

pdµ +

∫

B

|b2
B|

qdµ ≤ Cµ(B) (6)
∫

B

|T (b1
B)|q

′

dµ +

∫

B

|T (b2
B)|p

′

dµ ≤ Cµ(B) (7)

C−1µ(B) ≤ min

(∣∣∣∣
∫

B

b1
Bdµ

∣∣∣∣,
∣∣∣∣
∫

B

b2
Bdµ

∣∣∣∣
)

. (8)

Then T extends to a bounded operator on L2(X), with bounds independent
of ‖K‖∞.

The paper is organized as follows. In Section 2, we introduce the notion of
tree, martingale difference operator and dyadic BMO space on spaces of homo-
geneous type. In Section 3, we will give some estimates for singular integrals.
The proof of our main result, Theorem 1.4, will be given in Section 4 by making
use of the the dyadic model in [1] and the BCR algorithm in [2].

Throughout the paper, we use A . B to denote the estimate A ≤ CB for
some absolute constant C which may vary from line to line.

2. Notation and preliminaries

We first state a result of M. Christ ( [4, Theorem 11]), which gives an analogue
of the Euclidean dyadic cubes.
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Lemma 2.1. There exist a collection of open subsets P+ ={Qj
k ⊂ X : j ∈

Z, k ∈ Ij}, where Ij denotes some (possible finite) index set depending on j,
and constants δ ∈ (1,∞), a0 > 0, η > 0 and C1, C2 < ∞ such that:

(i) µ({X\ ∪k Q
j
k}) = 0 for all j ∈ Z.

(ii) If j < j′, then either Q
j
k ⊂ Q

j′

ℓ , or Q
j
k ∩ Q

j′

ℓ = ∅.

(iii) For each (j, k) and each j < j′ there is a unique ℓ such that Q
j
k ⊂ Q

j′

ℓ .

(iv) Diameter Q
j
k ≤ C1δ

j.

(v) Each Q
j
k contains some ball B(zj

k, a0δ
j).

(vi) µ{x| ∈ Q
j
k : ρ(x,X\Qj

k) ≤ C2tδ
j} ≤ C2t

ηµ(Qj
k) for any k, j and t > 0.

From the property (vi) of Lemma 2.1, it can be verified that for every k, j

and every 0 < t ≤ 1, µ{x| ∈ X\Qj
k : ρ(x,Q

j
k)} ≤ C2t

ηµ(Qj
k), and estimate

which will be used in the sequel.

We call these open sets P+ of Lemma 2.1 as being dyadic cubes. Whenever
Q

j
k ⊂ Q

j+1
k′ , we shall say that Q

j
k is a child of Q

j+1
k′ , and Q

j+1
k′ the parent of Q

j
k.

For every dyadic cube Q, the notation Q̃ denotes the collection of all children
of Q.

2.1. Trees. We follow an idea of [1] to describe a notion of tree on spaces
of homogeneous type. A tree is a collection T ⊆ P+ with a top dyadic cube
QT ∈ T such that P ⊆ QT for all P ∈ T . If P ∈ P+, we define the complete
tree Tree(P ) to be the tree

Tree(P ) := {Q ∈ P+ : Q ⊆ P}

with top P . If T is a tree such that T ⊆ P ⊆ P+, then we say that T is complete
with respect to P if T = Tree(QT )∩P. For every α > 0, an α-packing of T is a
set P ⊆ T such that

∑
P∈P

µ(P ) ≤ αµ(QT ). We say that P ⊆ P+ is convex if
for every pair of dyadic cubes Q1 ⊆ Q2 in P, the set {Q ∈ P+ : Q1 ⊆ Q ⊆ Q2}
is contained in P. Consider a convex tree T and a function a : T 7→ R

+, we
define the size of a on T by

‖a‖size(T ) :=
1

µ(QT )

∑

P∈T

a(P ),

and the maximal size of a on P by

‖a‖size∗(P) := sup
T⊆P

‖a‖size(T ),

where T ranges over all convex trees in P. We adopt the convention that
‖a‖size∗(P) = 0 if P is empty. Given any function f on X and a dyadic cube
Q ∈ P+, we define

‖a‖mean(Q) := µ(Q)−1

∫

Q

|f |dµ,
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and for any collection P ⊆ P+ we define

‖f‖mean∗(P) := sup
Q∈P

‖f‖mean(Q).

2.2. Martingle difference operators. For 1 ≤ p ≤ ∞, the space of p-
integrable functions on X is denoted by Lp(X), the norm of the function f ∈
Lp(X) by ‖f‖p, the scalar product in L2(X) by 〈., .〉, and [f ]Q = µ(Q)−1

∫
Q

fdµ.

For every j ∈ Z, recall that Ij denotes an index set depending on j as in
Lemma 2.1. Let Q ∈ P+. For every f ∈ L2(X), we define

a) EQ(f) := µ(Q)−1

∫

Q

fdµ · χQ

b) ∆Q(f) :=
∑

Q′∈Q̃

EQ′(f) − EQ(f)

c) Ej(f) :=
∑

k∈Ij

E
Q

j
k
(f)

d) ∆jf :=
∑

k∈Ij

∆
Q

j
k
(f).

(9)

It can be verified that 〈∆Qf, ∆Q′f〉 = 0 whenever Q 6= Q′. Then the following
result holds. We omit the proof.

Lemma 2.2. For any f ∈ L2(X), we have the representation formula

f =
∑

Q∈P
+

∆Qf =
∑

j∈Z

∆jf

with ‖f‖2
2 =

∑
Q∈P

+ ‖∆Qf‖2
2.

2.3. Dyadic BMO space. If T is a tree, we set ΠT f :=
∑

Q∈T ∆Qf, and hence
ΠTree(Q)f = (f − [f ]Q)χQ. Using the property of ∆Qf , we can estimate

‖ΠT f‖2
2 ≤

∑

Q∈Tree(QT )

‖∆Qf‖2
2 .

∫

QT

|f |2dµ.

Definition 2.3. A locally integrable function f defined on X is said to be in the
dyadic BMO space if ‖f‖DBMO = supT µ(QT )−

1
2‖ΠT f‖2 < ∞, where T ranges

over all trees belong to P+.

Lemma 2.4. Let P ⊆ P+. Suppose that a is a function from P to R
+. Then

for any 1 < p < ∞,
∑

Q∈P

a(Q)|[f ]Q|
p . ‖a‖size∗(P)‖f‖

p
p. (10)
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As a consequence, for every f, g ∈ L2(X) and every h ∈ DBMO, we have that

∑

Q∈P
+

∣∣〈∆Qf, h〉[g]Q
∣∣ . ‖f‖2‖g‖2‖h‖DBMO. (11)

Proof. The proof of (10) is similar to that of [1, Theorem 5.1]. We omit it here.
To prove (11), we use Hölder’s inequality and (10) to obtain

∑

Q∈P
+

∣∣〈∆Qf, h〉[g]Q
∣∣ .

∑

Q∈P
+

‖∆Qf‖2‖∆Qh‖2|[g]Q|

.

{
∑

Q∈P
+

‖∆Qf‖2
2

}1
2
{

∑

Q∈P
+

‖∆Qh‖2
2|[g]Q|

2

}1
2

. ‖f‖2‖g‖2‖h‖DBMO.

3. Some estimates on singular integrals

To begin, we have the following lemma.

Lemma 3.1. Under the assumptions of Theorem 1.4, for each Q ∈ P+, there
exist functions b1

Q ∈ Lp(Q), b2
Q ∈ Lq(Q) obeying the normalization

[b1
Q]Q = [b2

Q] = 1 (12)

and
∫

Q

(
|b1

Q|
p + |Tb1

Q|
q′ + |b2

Q|
q + |T ∗b2

Q|
p′
)
dµ ≤ Cµ(Q). (13)

Proof. From Theorem 1.4, we have that pseudo-accretive systems {b1
B}, {b

2
B} in

which each bi
B is supported in a ball B = B(zj

k, a0δ
j) for some z

j
k and δj. By

Lemma 2.1, there exists Q = Q
j
k ∈ P+ such that B ⊂ Q. Define,

bi
Q = bi

B(zj
k
,c0δj)

[∫
bi

B(zj
k
,a0δj)

dµ

]−1

, i = 1, 2.

Estimates (12) and (13) then follows readily.

Next, let us introduce perfect singular integral operators on spaces of ho-
mogeneous type ( [1]).

Definition 3.2. A linear operator T is said to be a perfect singular integral
operator if it associates with a kernel K that satisfies the size condition (1),
and 〈Tf, g〉 = 〈T ∗f, g〉 = 0 whenever f is supported Q with

∫
Q

fdµ = 0, and

suppg ∩ Q = ∅.
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Proposition 3.3. Let T be a perfect singular integral operator satisfying

‖T (1)‖DBMO, ‖T ∗(1)‖DBMO . 1

and the weak boundedness property:

µ(Q)−1|〈T (χQ), χQ〉| . 1 for all Q ∈ P+. (14)

Then T extends to a bounded operator on L2(X).

Proof. Let S denote a test function space to be any finite linear combination of
the functions ∆Qf for all Q ∈ P+ and all f ∈ L2(X). To prove Proposition 3.3,
we need to show that for all f, g ∈ S, we have

〈Tf, g〉 . ‖f‖2‖g‖2. (15)

Since T is a perfect singular integral operator and
∫

∆Qg = 0, one has

〈Tf, g〉 =
∑

P,Q

〈T∆P f, ∆Qg〉

=
∑

Q

〈T∆Qf, ∆Qg〉 +
∑

P,Q: Q P

〈T∆P f, ∆Qg〉 +
∑

P,Q: Q)P

〈T∆P f, ∆Qg〉

= I + II + III.

For the first term, one writes

I =
∑

Q

∑

Q′,Q′′∈Q̃

(
[f]Q′ − [f]Q

)(
[g]Q′′ − [g]Q

)
〈T(χQ′), χQ′′〉,

which, together with the property (14) and the condition (1) of K, gives

|I| .
∑

Q

‖∆Qf‖2‖∆Qg‖2 .

{∑

Q

‖∆Qf‖2
2

} 1
2
{ ∑

Q

‖∆Qg‖2
2

} 1
2

= ‖f‖2‖g‖2.

Consider the term II. Observe that
∑

P : Q P ∆Qf(x) = EQf(x), if x ∈ Q. We
apply Lemma 2.4 to obtain

|II| .
∑

Q

∣∣〈T (1), ∆Qg〉[f ]Q
∣∣ . ‖f‖2‖g‖2‖T (1)‖DBMO.

Estimate of III is similar to that of II but with T replaced by T ∗. This proves
(15), and then completes the proof of Proposition 3.3.

From Proposition 3.3, together with an argument as in [1, Corollary 6.3],
we have the following corollary.
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Corollary 3.4. Suppose that T is a perfect singular integral operator satisfying

‖T (χQ)‖L1(Q), ‖T
∗(χQ)‖L1(Q) . µ(Q) for all Q ∈ P+.

Then T extends to a bounded operator on L2(X).

Let P ⊆ P
+. We say a locally integrable function b is pseudo-accretive on

P if |[b]Q| & 1 for all Q ∈ P . In addition, if we have the property |[b]Q′ | & 1
for all Q′ ∈ Q̃ where Q ∈ P , we say that b is strongly pseudo-accretive on P .
Given such b, we define

Eb
Q(f) :=

EQ(f)

EQ(b)
=

∫
Q

fdµ
∫

Q
bdµ

· χQ , ∆b
Q(f) :=

∑

Q′∈Q̃

Eb
Q′(f) − Eb

Q(f) .

Define Sb(P ) as a test function space to be any finite linear combination of
functions CbχP and ∆b

Qf , for all Q ∈ Tree(P ) and all f ∈ L2(P ).

Lemma 3.5. Let T be a convex tree. Let 1 ≤ p ≤ ∞ with the dual exponent, i.e.,
1
p
+ 1

p′
= 1. Suppose that b is strongly pseudo-accretive on T and ‖b‖mean∗(T ) . 1.

Then for every f, g ∈ L2(X), we have that

∑

Q∈T

‖∆b
Qf‖2

2 . ‖f‖2
2 and

∑

Q∈T

|〈f, ∆b
Qg〉| . µ(QT )

1
2‖|f |p

′

‖
1
p′

mean∗(T )‖g‖2.

Moreover, we have

∑

Q∈T

|〈b′f, ∆b
Qg〉| . µ(QT )

1
2‖|f |p

′

‖
1
p′

mean∗(T )‖|b
′|p‖

1
p

mean∗(T )‖g‖2.

Proof. For the proof, we refer to [1, Lemma 6.7] for the details.

Lemma 3.6. Let 1 ≤ p, q ≤ ∞, Q′, Q, P ∈ P
+ with Q ⊆ P and Q′ ∈ Q̃. If there

exists some K & 1 such that
∫

Q′

(
|Tb1

P |
q′ + |b1

P |
p
)
dµ . Kµ(Q′), where 1

q
+ 1

q′
= 1,

then
∫

Q
|T (b1

P χQ′)|dµ . Kµ(Q′). Similarly for b2
P (but with T replaced by T ∗).

Proof. For the proof, we refer to [1, Corollary 6.10] for the details.

Next, we state the following lemma, which supplies an important tool in
the proof of Theorem 1.4.

Proposition 3.7. Let 1 < p, q ≤ ∞ with the dual exponent p′, q′. Let P ∈ P+.
Under the assumptions of Theorem 1.4, we can partition

Tree(P ) = T1 ∪ Pbuffer ∪
⋃

T ′∈T

T ′,

where
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(i) T is a collection of disjoint complete trees in Tree(P ) whose tops form a
(1 − ε)-packing of Tree(P ) for some 0 < ε ≪ 1 (depending only on the
implicit constant in (13));

(ii) T1 is a tree with top P such that b1
P is strongly pseudo-accretive on T1

(with constant perhaps depending on ε);

(iii) Pbuffer is a 2-packing of Tree(P ), T1 ∪ Pbuffer is convex, b1
P is pseudo-

accretive on T1 ∪ Pbuffer and we have the mean bounds

‖|b1
P |

p + |Tb1
P |

q′‖mean∗(T1∪Pbuffer) . 1 (16)

(with the implicit constant depending on ε);

(iv) we have the decomposition

f = [f ]P b1
P +

∑

Q∈T1

∆
b1P
Q f · b1

P +
∑

T ′∈T

(
fχQT ′ − [f ]QT ′ b

1
QT ′

)
+

∑

Q∈Pbuffer

ϕQ (17)

whenever f ∈ Sb(P ), where the “buffer functions” ϕQ are supported on Q,
have mean zero, and take the form ϕQ =

∑
Q′∈Q̃(aQ′b1

P χQ′ +a′
Q′b1

Q′), where

the coefficients aQ′ and a′
Q′ depend on f and the b1

P and obey the bounds

∑

Q′∈Q̃

|aQ′ | + |a′
Q′| . ‖f‖∞. (18)

A similar statement holds with b1
P and Tb1

P replaced by b2
P and T ∗b2

P (but the
sets T1,Pbuffer and T are different then).

Proof. The proof can be obtained by making minor modifications with [1,
Lemma 6.11]. We omit the details here.

4. Proof of Theorem 1.4

The aim of this section is to prove our main result, Theorem 1.4. For clarity,
we divide it into two steps.

Step I: T is a perfect singular operator. Let A be the smallest
constant such that ‖T ∗χP‖L1(P ) ≤ Aµ(P ) for all P ∈ P+. The assumptions
on T imply A is finite. We claim that the bound A = O(1), independent of
truncations of the standard kernel K. If the claim holds, then Theorem 1.4
follows from Corollary 3.4.

Let us prove our claim. Indeed, we shall show that

∣∣∣∣
∫

P

Tfdµ

∣∣∣∣ ≤ ((1 − ε)A + O(1))µ(P )‖f‖∞ (19)
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for all P ∈ P+ and f ∈ Sb(P ), and some 0 < ε < 1 depending only on the
implicit constant in (13). By duality this implies that A ≤ (1 − ε)A + O(1),
which proves the desired bound on A. Apply the equality (17) of Proposition 3.7
(with the b1

P ), we estimate

∣∣∣∣
∫

P

Tfdµ

∣∣∣∣ ≤
∣∣∣∣
∫

P

[f ]P Tb1
P dµ

∣∣∣∣ +

∣∣∣∣∣
∑

Q∈T1

∫

P

T (b1
P ∆

b1P
Q f)dµ

∣∣∣∣∣

+
∑

T ′∈T

∣∣∣∣
∫

P

T (fχQT ′ − [f ]QT ′ b
1
QT ′

)dµ

∣∣∣∣ +
∑

Q∈Pbuffer

∣∣∣∣
∫

P

TϕQdµ

∣∣∣∣

=: I + II + III + IV.

Observe that I ≤ O(1)‖f‖∞µ(P ), by Hölder’s inequality and the condition (13).
For term III, we use the fact that the function fχQT ′ − [f ]QT ′ b

1
QT ′

has mean zero
on QT ′ to show that

III ≤
∑

T ′∈T

{∣∣〈fχQT ′ , T
∗χQT ′ 〉

∣∣ +

∣∣∣∣[f ]QT ′

∫

QT ′

Tb1
QT ′

dµ

∣∣∣∣
}

≤
∑

T ′∈T

{
A‖f‖∞µ(QT ′) + O(1)‖f‖∞µ(QT ′)

}

≤
(
(1 − ε)A + O(1)

)
‖f‖∞µ(P ),

where the last inequality is obtained by using the fact that
∑

T ′∈T
µ(QT ′) ≤

(1 − ε)µ(P ).

Note that Pbuffer is a 2-packing. We use Lemma 3.6, the inequality (16)
and the bounds (18) to obtain

IV ≤ O(1)

( ∑

Q∈Pbuffer

‖f‖∞µ(Q)

)
≤ O(1)‖f‖∞µ(P ).

The left of the proof is to estimate the second term II. Define

B := sup
‖f |∞≤1

∥∥∥
〈
T ∗χP , b1

P ∆
b1P
Q f

〉∥∥∥
∣∣∣
size∗(T1)

.

We need to show that

∑

Q∈T1∩Tree(P ′)

∣∣∣
〈
T ∗χP , b1

P ∆
b1P
Q f

〉∣∣∣ ≤
(
(1 − ε)B + O(1)

)
µ(P ′) (20)

for all P ′ ⊆ P and ‖f‖∞ ≤ 1, and this gives that B = O(1).
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Let us prove (20). Fix a P ′. By Proposition 3.7 (with the b2
P ′), we have

Tree(P ′) = T2 ∪ P′
buffer ∪

⋃
T ′∈T

′ T ′. Putting it into (20), we have

∑

Q∈T1∩Tree(P ′)

∣∣∣
〈
T ∗χP , b1

P ∆
b1P
Q f

〉∣∣∣

≤

( ∑

Q∈T1∩
⋃

T ′∈T′
T ′

+
∑

Q∈T1∩P
′
buffer

+
∑

Q∈T1∩T2

) ∣∣∣
〈
T ∗χP , b1

P ∆
b1P
Q f

〉∣∣∣

=: II1 + II2 + II3.

Since T′ is an (1 − ε)-packing, II1 ≤ (1 − ε)Bµ(P ′). For any Q ∈ T1 ∩ P′
buffer,

it follows from by the Lemma 3.6 that
∣∣∣
〈
T ∗χP , b1

P ∆
b1P
Q f

〉∣∣∣ =

∣∣∣∣
∫

P

T
(
b1
P ∆

b1P
Q f

)
dµ

∣∣∣∣ =

∣∣∣∣
∫

Q

T
(
b1
P ∆

b1P
Q f

)
dµ

∣∣∣∣ ≤ O(1)µ(Q),

and hence, II2 ≤ O(1)µ(P ′).

In order to estimate II3, we fix Q ∈ T1 ∩ T2, and write F = χQ −
b2
P ′χQ

[b2
P ′ ]Q

.

Using Lemma 3.5, we can estimate
∣∣∣
〈
T ∗χP , b1

P ∆
b1P
Q f

〉∣∣∣ ≤
∣∣∣∣
〈

T ∗ b2
P ′

[b2
P ′ ]Q

, b1
P ∆

b1P
Q f

〉∣∣∣∣ +
∣∣∣
〈
T ∗F, b1

P ∆
b1P
Q f

〉∣∣∣ .

For the first term is |O(1)µ(P ′)| by the pseudo-accretivity of b2
P ′ . For the second

term, it follows from an argument as in [1, p. 47] that it suffices to control the

commutator
∣∣〈T ∗F, b1

P ∆
b1P
Q f

〉
−

〈
T ∗(F∆

b1P
Q f), b1

P

〉∣∣. If F has mean zero on all

Q′ ∈ Q̃, then this commutator would be zero. Hence, we may freely replace
F by

∑
Q′∈Q̃[F ]Q′χQ′ . If we throw the T ∗ onto the other side and apply the

Lemma 3.6, this commutator is bounded by O(1)µ(Q)
1
2

∥∥∆
b1P
Q f

∥∥
2

∑
Q′∈Q̃ |[F ]Q′ |.

A direct computation shows that

∑

Q′∈Q̃

∣∣[F ]Q′

∣∣ =
∑

Q′∈Q̃

∣∣∣∣1 −
[b2

P ′ ]Q′

[b2
P ′ ]Q

∣∣∣∣ ≤
∑

Q′∈Q̃

∣∣[b2
P ′ ]Q′ − [b2

P ′ ]Q
∣∣ .

∥∥∆Qb2
P ′

∥∥
2
µ(Q)−

1
2 ,

and then II3 ≤ O(1)µ(P ′) follows by the pseudo-accretivity of b2
P ′ . This proves

(20), and then completes the proof of Theorem 1.4 for perfect singular operators.

Step II: A complete proof of Theorem 1.4. The proof heavily de-
pends on the BCR algorithm for singular integrals on spaces of homogeneous
type, whose idea is borrowed from [6]. For every f, g ∈ S, define

a(j, k, l, f) := µ(Qj
l )

− 1
2

∫

Q
j
k

∫

Q
j
l

K(x, y)

( ∆
Q

j
l
f(y)

‖∆
Q

j
l
f(y)‖2

)
dµ(y) dµ(x)

b(j, k, l, g) := µ(Qj
l )

− 1
2

∫

Q
j
k

∫

Q
j
l

K(y, x)

( ∆
Q

j
l
g(y)

‖∆
Q

j
l
g(y)‖2

)
dµ(y) dµ(x).
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It follows from Lemma 2.1 that

〈g, Tf〉 =
∑

j∈Z

(
〈g, EjT∆jf〉 + 〈EjT

∗∆jg, f〉 + 〈g, ∆jT∆jf〉
)

=: 〈g, Uf〉 + 〈V g, f〉 + 〈g,Wf〉,

where

Uf =
∑

j,k,l

µ(Qj
l )

1
2 µ(Qj

k)
−1a(j, k, l, f)

∥∥∆
Q

j
l
f
∥∥

2
χ

Q
j
k

V g =
∑

j,k,l

µ(Qj
l )

1
2 µ(Qj

k)
−1b(j, k, l, g)

∥∥∆
Q

j
l
g
∥∥

2
χ

Q
j
k

Wf =
∑

j,k,l: k 6=l

∆
Q

j
k
T∆

Q
j
l
f.

Let us go further and modify formally U, V,W. Set

a′(j, k, l, f) =

{
a(j, k, l, f) if k 6= l

−
∑

k′:k′ 6=k a(j, k′, k, f) if k = l

b′(j, k, l, f) =

{
b(j, k, l, f) if k 6= l

−
∑

k′:k′ 6=k b(j, k, k′, f) if k = l.

One writes W ′f = Wf . Define

U ′f =
∑

j,k,l

µ(Qj
l )

1
2 µ(Qj

k)
−1

a′(j, k, l, f)
∥∥∆

Q
j
l
f
∥∥

2
χ

Q
j
k

V ′g =
∑

j,k,l

µ(Qj
l )

1
2 µ(Qj

k)
−1

b′(j, k, l, g)
∥∥∆

Q
j
l
g
∥∥

2
χ

Q
j
k
.

Then the following result holds.

Proposition 4.1. The operator T ′ = U ′ + (V ′)∗ + W ′ is bounded on L2(X).
Moreover, T − T ′ is a perfect singular operator.

Proof. We first prove L2-boundedness of U ′. For every R ∈ N, we define

a′
R(j, k, l, f) =





a′(j, k, l, f), if C0 ≤
ρ(zj

k, z
j
l )

δj+R
≤ C0δ

−
∑

k′: C0≤
ρ(z

j

k′
,z

j
l
)

δj+R ≤C0δ

a′(j, k′, l, f), if k = l

0, otherwise
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and U ′
Rf =

∑
j,k,l µ(Qj

l )
1
2 µ(Qj

k)
−1a′

R(j, k, l, f)‖∆
Q

j
l
f‖2χQ

j
k
. Since

∑
k a′

R(j, k, l, f)

= 0, we have that U ′f =
∑∞

R=0 U ′
Rf. In order to prove L2-boundedness of U ′,

it suffices to show that

‖U ′
Rf‖2 . R

1
2 δ−Rε‖f‖2, ∀R ∈ N. (21)

Let us prove (21). Using the conditions (1) and (2) of the kernel K, together
with the fact that

∫
∆

Q
j
l
f = 0, we can estimate

∑

k

|a′
R(j, k, l, f)| . δ−Rε, (22)

and ∑

l

µ(Qj
l )µ(Qj

k)
−1
|a′

R(j, k, l, f)| . δ−Rε. (23)

Set fj = ∆jf . Using estimates (22) and (23), we obtain

‖U ′
Rfj‖

2
2 ≤

∑

k

(∑

l

µ(Qj
l )µ(Qj

k)
−1|a′

R(j, k, l, f)|

)(∑

l

|a′
R(j, k, l, f)| · ‖∆

Q
j
l
f‖2

2

)

. δ−2Rε‖fj‖
2
2.

One writes

‖U ′
Rf‖2

2 =
∑

j,j′

〈
U ′

Rfj, U
′
Rfj′

〉

=

( ∑

|j−j′|≤R+C3

+
∑

j>j′+R+C3

+
∑

j′>j+R+C3

)〈
U ′

Rfj, U
′
Rfj′

〉

= I + II + III ,

where C3 is a constant to be chosen later.

The first term can be computed as follows.

|I| ≤
∑

|j−j′|≤R+C3

‖U ′
Rfj‖2‖U

′
Rfj′‖2 .

∑

|j−j′|≤R+C3

(
‖U ′

Rfj‖
2
2 + ‖U ′

Rfj′‖
2
2

)

. Rδ−2Rε‖f‖2
2.

Consider the second term. It can be seen that it is less than

∑

k,l,j

k′,l′,j′

∑

j>j′+R+C3

Q
j′

k′
⊆Q

j
k

[
µ(Qj

l )µ(Qj′

l′ )
] 1

2

µ(Qj
k)

|a′
R(j, k, l, f)||a′

R(j′, k′, l′, f)|
∥∥∆

Q
j
l
f
∥∥

2

∥∥∆
Q

j′

l′
f
∥∥

2
.
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Noting that supp a′
R(j′, k′, l′, f) ⊂ {ρ(zj′

k′ , z
j′

l′ ) ≤ C0δ
j′+R} and Q

j′

k′ ⊆ Q
j
k, we

have that Q
j′

l′ ⊆ {x|ρ(x,Q
j
k) < C4δ

j′+R}, where C4 = (A + 1)2(C0 + C1). Set
H

j
k =

{
x| ∈ X\Qj

k, ρ(x,Q
j
k) < C4δ

j′+R
}
∪

{
x| ∈ Q

j
k, ρ(x,X\Qj

k) < C4δ
j′+R

}
.

If Q
j′

l′ ⊆ Q
j
k, and ρ(zj′

l′ , X\Qj
k) > C4δ

j′+R, then Q
j′

l′ ⊂ H
j
k. This yields that

µ(Hj
k) . δ(j′+R−j)ηµ(Qj

k). We have

|II| . δ−Rε
∑

j,j′,k,l

∑

l′:Qj′

l′
⊂H

j
k

[
µ(Qj

l )µ(Qj′

l′ )
] 1

2

µ(Qj
k)

|a′
R(j, k, l, f)|

∥∥∆
Q

j
l
f
∥∥

2

∥∥∆
Q

j′

l′
f
∥∥

2

. δ−
3Rε
2

∑

j,j′

{
∑

k,l,l′:

Q
j′

l′
⊂H

j
k

|a′
R(j, k, l, f)|

∥∥∆
Q

j
l
f
∥∥2

2

(
µ(Qj′

l′ )

µ(Qj
k)

)}1
2
{

∑

k,l′:

Q
j′

l′
⊂H

j
k

∥∥∆
Q

j′

l′
f
∥∥2

2

}1
2

. δ−2Rε‖f‖2
2.

The same argument shows that |III| . δ−2Rε‖f‖2
2. This proves estimate (21),

and then gives the L2-boundedness of U ′.

Similarly, V ′ is bounded on L2(X). For the operator W ′, we use the condi-
tions (1) and (2) of the kernel K to estimate

|〈g,W ′f〉| ≤
∑

j,k,l:k 6=l

∣∣∣
〈
∆

Q
j
k
g, ∆

Q
j
l
Tf

〉∣∣∣ .
∑

j

‖fj‖2‖gj‖2 . ‖f‖2‖g‖2,

which gives L2-boundedness of W ′. Hence, T ′ is bounded on L2(X).

Finally, let us verify that T − T ′ is a perfect singular operator. Note that
the condition (1) for T − T ′ is satisfied. Now, if suppf ⊂ Q

j′

k′ ,
∫

f = 0 and

suppg ⊂ (Qj′

k′)c, we need to show that

〈g, (T − T ′)f〉 = 0. (24)

Observe that 〈g, (U−U ′)f〉 =
∑

k

∫
X

T (∆
Q

j
k
f)dµE

Q
j
k
g. Hence, ∆

Q
j
k
f = 0 unless

Q
j
k ⊆ Q

j′

k′ , and this leads to E
Q

j
k
g = 0. The similar argument shows that

〈g, (V ∗ − (V ′)∗)f〉 = 〈g, (W − W ′)f〉 = 0. This proves (24), and then T − T ′ is
a perfect singular operator. The proof of Proposition 4.1 is complete.

Proof of Theorem 1.4. From Proposition 4.1 and a standard argument( [9]), it
follows that the operator T ′ is bounded on Lp for all 1 < p < ∞. Note that
q′ ≤ p. We have

(
1

µ(Q)

∫

Q

|(T − T ′)b1
Q|

q′dµ

) 1
q′

.

(
1

µ(Q)

∫

Q

|Tb1
Q|

q′dµ

) 1
q′

+

(
1

µ(Q)

∫

Q

|T ′b1
Q|

pdµ

) 1
p

. 1,
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and

(
1

µ(Q)

∫

Q

|(T − T ′)b2
Q|

p′dµ

) 1
p′

. 1.

From Step I, we have that T − T ′ is bounded on L2(X). This completes of the
proof of Theorem 1.4.
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