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A Necessary Condition

for the Instantaneous Shrinking Property

of Solutions to a Semilinear Heat Equation
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Abstract. In the paper, we prove that if the support of the solution of a semilinear
heat equation has the instantaneous shrinking property, then the initial data must
vanish at infinity. We apply the weak comparison principle to prove this conclusion.
We also give an example to illustrate our results.
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1. Introduction

In this paper, we consider the following semilinear heat equation

ut −△u+ |u|q−1u = 0, (x, t) ∈ R
N × (0,+∞), (1)

where the exponent q will be constant in the range 0 < q < 1(the term |u|q−1u

usually represents a strong absorption term). We also assume initial data

u(x, 0) = u0(x) ≥ 0, u0(x) ∈ C(RN) ∩ L∞(RN). (2)

Such equation appears in the subject of plasma physics, biomathematics and
other applied fields. Under the assumption (2), there exists a unique nonnega-
tive classical solution u(x, t) of (1). As a result of the strong absorption term,
the solution of (1) may occur a phenomenon called instantaneous shrinking of
the support which is defined as follows.
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Definition 1.1. Suppose u(x, t) ∈ C(RN × [0, T ]), 0 < T ≤ +∞, u(x, t) ≥ 0,
set

ζ(t;u) = sup{|x|;u(x, t) > 0}.

We say that instantaneous shrinking of the support (briefly, ISS) occurs for
u(x, t) if ζ(0;u) = +∞ and there exists τ > 0 such that ζ(t;u) < +∞ for all
t ∈ (0, τ ].

By the definition, if ISS occurs for u(x, t), then for any small t > 0 the
support of u(x, t) is bounded although the initial data u0(x) may be positive
everywhere.

The ISS phenomenon has been studied by many authors. The results in [1]
yield the following conclusion: If the initial data u0(x) satisfies

lim
|x|→∞

u0(x) = 0, (3)

then ISS occurs for the solution of (1), (2). This result gives a sufficient condi-
tion of the initial data which ensures the occurrence of ISS property. However,
in this paper, we will prove that (3) is also a necessary condition for the emer-
gence of the ISS property for the solution of (1), (2). The following theorem is
our main result.

Theorem 1.2. Let u(x, t) be the solution of (1), (2). Then ISS occurs for

u(x, t) if and only if u0(x) satisfies (3).

Since the results in [1] yield the sufficient part of Theorem 1.2, hence in
order to prove Theorem 1.2, we only need to prove the following theorem.

Theorem 1.3. Let u(x, t) be the solution of (1), (2), and assume that u0(x)
satisfies either

lim inf
|x|→∞

u0(x) = C > 0, (4)

or

lim inf
|x|→∞

u0(x) = 0, lim sup
|x|→∞

u0(x) = C > 0. (5)

Then there exists τ > 0 such that ζ(t;u) = +∞ for all t ∈ [0, τ ]. Therefore ISS

does not occur for u(x, t) in both case (4) and (5).

It is well-known that the solution of heat equation has the infinite propaga-
tion property even the support of initial data is compact, hence the ISS property
of (1) and (2) is due to the presence of the strong absorption term. Compar-
ing equation (1), here we give some remarks about the following equation with
variable coefficient:

ut −△u+ b(x, t)|u|q−1u = 0, (x, t) ∈ R
N × (0,+∞), (6)
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where b(x, t) ≥ 0, 0 < q < 1. In this case, the appearance of the ISS property
for the solution of (6) and (2) depends not only on the behavior of u0(x), but
also on the relationship between b(x, t) and u0(x). For example the results in
[7] (N = 1) say that if u0(x) and b(x, t) satisfying

u0(x) ≤
c0

(1 + |x|)α
(c0 > 0, α > 0)

b(x, t) ≥
b0

(1 + |x|)β
(b0 > 0, β > 0),

and if β < α(1 − q), then ISS occurs for u(x, t) which solves (6) and (2).
See also [5]. Furthermore, for the variable coefficient equation with strong
absorption such as (6), we emphasize that even u0(x) does not vanish at infinity,
i.e., u0(x) does not satisfy (3), the phenomenon of ISS property can still occur
under an extra condition of b(x, t). Here we point out that the paper [8] gets
the ISS property when u0(x) is taken in Lp(RN)(1 < p <∞) spaces, and what
is even more surprising is that [9, 10] also proves the ISS property when u0(x) is
growing rapidly at infinity, in which u0(x) can be taken the form A0 exp(α|x|2)
where A0 > 0, α > 0.

With the effect of the strong absorption term, the solution of (1) and (2)
also has the extinction behavior, which means the solution will vanish after
finite time. See [2, 3, 4] and the references therein for more discussion about
the extinction behavior.

Using comparison principles is one of the main methods to discuss the ISS
property, hence in Section 2 we give some comparison principles which will be
used in the proof of Theorem 1.3, but it is interesting to notice that the classical
comparison principle is not enough for our proof to Theorem 1.3, so we prove a
weaker comparison principle in Section 2. In Section 3, we prove Theorem 1.3.
Section 4 deals with the ISS property under the condition N = 1, u0(x) =
| sin x|.

2. Comparison principles

This section gives some useful comparison principles. For simplicity, throughout
Lemma 2.1–Lemma 2.3, we set

Lu := ut −△u+ f(u),

where f : R → R be a continuous, non-decreasing function. The proofs of
Lemma 2.1–Lemma 2.3 are analogous to that of linear parabolic equations, so
we omit their proofs.
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Lemma 2.1. Let Ω be an open bounded set in R
N , T < +∞, QT = Ω× (0, T ],

and ∂pQT := QT\QT be the parabolic boundary of QT . Assume that u, v ∈
C(QT ) ∩ C2,1

x,t (QT ) satisfy the following condition:

{
Lv ≤ Lu, (x, t) ∈ QT

v(x, t) ≤ u(x, t), (x, t) ∈ ∂pQT .

Then v(x, t) ≤ u(x, t) everywhere in QT .

Lemma 2.2. Suppose that u, v ∈ C(RN × [0,+∞)) ∩ C2,1
x,t (R

N × (0,+∞)) are

bounded and satisfy the following condition:

{
Lv ≤ Lu, (x, t) ∈ R

N × (0,+∞)

v(x, 0) ≤ u(x, 0), x ∈ R
N .

Then v(x, t) ≤ u(x, t) everywhere in R
N × [0,+∞).

Lemma 2.3. Assume that u, v ∈ C((RN\Bn) × [0,+∞)) ∩ C
2,1
x,t ((R

N\Bn) ×
(0,+∞)) are bounded and satisfy the following condition:





Lv ≤ Lu, (x, t) ∈ (RN\Bn) × (0,+∞)

v(x, t) ≤ u(x, t), (x, t) ∈ ∂Bn × [0,+∞)

v(x, 0) ≤ u(x, 0), x ∈ R
N\Bn,

where Bn := Bn(0) be the open ball with center 0 and radius n. Then v(x, t) ≤
u(x, t) everywhere in (RN\Bn) × [0,+∞).

For a given function, it sometimes does not have continuous first order
or second order derivatives, therefore we cannot apply Lemma 2.1–Lemma 2.3
for such a function. In order to generalize the comparison principles for these
functions, following the idea in [6, 7], we first introduce the following concept
of a weak solution.

Definition 2.4. Let Ω be an open bounded set in R
N , T < +∞, QT = Ω ×

(0, T ]. We shall say a function u(x, t) is a weak subsolution of equation ut −
△u+ f(u) = 0 in QT if it is continuous in QT and satisfy the inequality

I(u, ϕ,Ω × [0, t1]) :=

∫

Ω

u(x, t1)ϕ(x, t1)dx−

∫

Ω

u(x, 0)ϕ(x, 0)dx

−

∫ t1

0

∫

Ω

uϕtdxdt−

∫ t1

0

∫

Ω

u△ϕdxdt

+

∫ t1

0

∫

∂Ω

u
∂ϕ

∂n
dSdt+

∫ t1

0

∫

Ω

f(u)ϕdxdt

≤ 0
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for all nonnegative test functions ϕ ∈ C
2,1
x,t (Ω×[0, t1]) such that ϕ(x, t)|∂Ω×[0,t1] =

0 and for all t1 ≤ T . We define a weak solution of equation ut −△u+ f(u) = 0
in QT as a continuous function u(x, t) which satisfies I(u, ϕ,Ω × [0, t1]) = 0 for
all test functions ϕ(x, t) and for all t1 ≤ T .

According to Definition 2.4, it is easy to check that a classical solution must
be a weak solution. Suppose now u(x, t) is a nonnegative classical solution of
equation ut −△u + uq = 0 in QT , and let uε(x, t) (0 < ε < 1) be the classical
solution of following problem:

{
(uε)t −△uε + (uε)

q − εq = 0, (x, t) ∈ QT ,

uε(x, t) = u(x, t) + ε, (x, t) ∈ ∂pQT .
(7)

As for uε(x, t), we have the following lemma which admits that u(x, t) can be
approximated by positive solution of the approximated problem.

Lemma 2.5. uε(x, t) satisfies the following properties:

(i) u + ε ≤ uε ≤ M + 1, where M = maxQT
u(x, t), therefore uε(x, t) has a

positive infimum.

(ii) For small ε > 0, we have uε ≤ u+ εq(M + 1)1−qq−1.

(iii) uε(x, t) → u(x, t) uniformly in QT as ε→ 0+.

Proof. (i) Let L1u := ut −△u+ uq, then we have

{
L1(u+ ε) ≤ εq = L1uε ≤ L1(M + 1), (x, t) ∈ QT

u+ ε = uε(x, t) ≤M + 1, (x, t) ∈ ∂pQT ,

where we have used the inequality (a + b)p ≤ ap + bp(a, b ≥ 0, 0 < p < 1). By
Lemma 2.1, we then conclude that u+ ε ≤ uε ≤M + 1.

(ii) Let z(x, t) = uε(x, t)−u(x, t), then uq
ε −u

q = q
∫ 1

0
(θuε +(1−θ)u)q−1dθ ·

z(x, t). Set bε(x, t) = q
∫ 1

0
(θuε + (1 − θ)u)q−1dθ. Since uε ≥ ε, we see that

bε(x, t) is well-defined in QT and q(M + 1)q−1 ≤ bε(x, t) ≤ εq−1. Now define
L2u := ut −△u+ q(M + 1)q−1u. Then for small ε > 0 we get

{
L2z ≤ εq = L2(ε

q(M + 1)1−qq−1), (x, t) ∈ QT

z(x, t) = ε ≤ εq(M + 1)1−qq−1, (x, t) ∈ ∂pQT .

Owing to Lemma 2.1, we deduce that z(x, t) ≤ εq(M + 1)1−qq−1, then uε ≤
u+ εq(M + 1)1−qq−1.

(iii) Combining property (1) and (2), we immediately see that uε(x, t) →
u(x, t) uniformly in QT as ε→ 0+.

Now we generalize Lemma 2.1 for weak solution as follows.
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Lemma 2.6. Let Ω, T, QT be the same with Lemma 2.1. Assume that u(x, t) is

a nonnegative classical solution of ut−△u+uq = 0 in QT and v(x, t) is a nonneg-

ative weak subsolution of the same equation in QT . If v(x, t) ≤ u(x, t)((x, t) ∈
∂pQT ), then v(x, t) ≤ u(x, t) everywhere in QT .

Proof. We argue by contradiction. If there exists (x0, t0) ∈ QT such that
v(x0, t0) − u(x0, t0) > 0, then by the continuity of u and v, we choose δ > 0
such that v(x, t0) − u(x, t0) > 0 for all x ∈ Bδ(x0) ⊂ Ω. Let now ψ(x) be a
nonnegative C∞

0 (Ω) function with supp ψ ⊂ Bδ(x0), then we have
∫
Ω
ψ(x)[v(x, t0) − u(x, t0)]dx > 0.

We will show that
∫

Ω

ψ(x)[v(x, t0) − u(x, t0)]dx ≤ 0, (8)

and then a contradiction occurs.

Let ϕ(x, t) ∈ C
2,1
x,t (Ω× [0, t0]) be a nonnegative function, ϕ(x, t)|∂Ω×[0,t0] = 0.

By Lemma 2.5, uε(x, t) is a classical solution of (7) , and then uε(x, t) is also a
weak solution of (uε)t −△uε + (uε)

q − εq = 0 in QT . Then from the definition
of a weak solution we have

I(uε, ϕ,Ω × [0, t0]) = 0. (9)

On the other hand, v(x, t) is a weak subsolution of (1.1), hence we have

I(v, ϕ,Ω × [0, t0]) ≤ 0. (10)

(9) and (10) yield
∫

Ω

[v(x, t0)−uε(x, t0)]ϕ(x, t0)dx≤

∫

Ω

[v(x, 0)−uε(x, 0)]ϕ(x, 0)dx

+

∫ t0

0

∫

Ω

(v−uε)(ϕt+△ϕ−cε(x, t)ϕ)dxdt

−

∫ t0

0

∫

∂Ω

(v−uε)
∂ϕ

∂n
dSdt−εq

∫ t0

0

∫

Ω

ϕdxdt,

(11)

where we have used the equality vq − uq
ε = q(v− uε)

∫ 1

0
(θv+ (1− θ)uε)

q−1dθ :=

cε(x, t)(v − uε), with cε(x, t) = q
∫ 1

0
(θv + (1 − θ)uε)

q−1dθ, notice that cε(x, t) is
well defined since uε ≥ ε > 0. In view of v(x, 0) ≤ u(x, 0) ≤ uε(x, 0) and ϕ ≥ 0,
from (11) we get that

∫

Ω

[v(x, t0) − uε(x, t0)]ϕ(x, t0)dx

≤

∫ t0

0

∫

Ω

(v−uε)(ϕt + △ϕ− cε(x, t)ϕ)dxdt−

∫ t0

0

∫

∂Ω

(v−uε)
∂ϕ

∂n
dSdt.

(12)
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Now we choose smooth functions {cεk(x, t)}
∞
k=1 which satisfy

cεk(x, t) → cε(x, t) in L2(QT ) as k → ∞. (13)

Consider the following boundary value problem:




ϕt + △ϕ− cεk(x, t)ϕ = 0, (x, t) ∈ Ω × [0, t0)

ϕ(x, t) = 0, (x, t) ∈ ∂Ω × [0, t0]

ϕ(x, t0) = ψ(x), x ∈ Ω.

(14)

(14) is a linear parabolic equation with smooth coefficients, and by the classical
theory ([9]), (14) has a unique C2,1(Ω× [0, t0]) solution ϕεk(x, t). By maximum
principles, we see that 0 ≤ ϕεk(x, t) ≤ max |ψ(x)| and

∂ϕεk

∂n
≤ 0, (x, t) ∈ ∂Ω × [0, t0]. (15)

Inserting ϕ(x, t) = ϕεk(x, t) into (12), using (15) and the condition v(x, t) ≤
u(x, t)((x, t) ∈ ∂pQT ) , we have

∫

Ω

[v(x, t0) − uε(x, t0)]ψ(x)dx ≤

∫ t0

0

∫

Ω

(v − uε)(cεk − cε)ϕεkdxdt

−

∫ t0

0

∫

∂Ω

(v − uε)
∂ϕεk

∂n
dSdt

≤

∫ t0

0

∫

Ω

(v − uε)(cεk − cε)ϕεkdxdt.

(16)

Taking the limit in (16) with respect to k → +∞, then (13) implies that
∫

Ω

[v(x, t0) − uε(x, t0)]ψ(x)dx ≤ 0.

Thanks to Lemma 2.5, let ε → 0+ in the above inequality, we finally arrive
at (8), and the proof is complete.

3. Proof of Theorem 1.3

This section gives the proof of Theorem 1.3. The main tool in the proof is
comparison principles that are established in Section 2. We prove Theorem 1.3
in three cases.

Proof. Case 1: u0(x) satisfies (4).

In this case, fixed ε ∈ (0, 1), we construct an auxiliary function

v(x, t) = εC(1 − λt)ω
+, (17)
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where ω = 1
1−q

, λ > 0 to be fixed later, a+ = max{a, 0}. Note that ω > 1, and
by direct calculation we find that

vt−△v+vq = (1−λt)
q

1−q

(
−

λ

1 − q
·εC+(εC)q

)
≤ 0, (x, t)∈R

N×
(
0, 1

λ

]
, (18)

if we choose λ = λ(C, ε, q) large enough.

Since lim inf |x|→∞ u0(x) = C > 0, it follows that there exists n > 0 such
that u0(x) > εC if |x| ≥ n. Thus we have

v(x, 0) = εC < u0(x), |x| ≥ n. (19)

On the other hand, by the continuity of v and u, we can find τ1 = τ1(n) > 0
such that

v(x, t) ≤ u(x, t), |x| = n, t ∈ [0, τ1]. (20)

By Lemma 2.3, it follows v(x, t) ≤ u(x, t), (x, t) ∈ (RN\Bn)× [0, τ ], from (18)–
(20), where we choose τ < min{ 1

λ
, τ1}. Hence (17) and the above inequality

imply that u(x, t) > 0, (x, t) ∈ (RN\Bn) × [0, τ ], thus ISS does not occur for
u(x, t).

Instead of continuing to prove Theorem 1.3, we here turn to prove the
following proposition.

Proposition 3.1. Given x0 ∈ R, c0 > 0, δ > 0. Let f(x) be a function

satisfying

f(x) =





c0
δ
(x− x0) + c0, x ∈ [x0 − δ, x0)

− c0
δ
(x− x0) + c0, x ∈ [x0, x0 + δ]

0, else,

and u(x, t) be the solution of equation (1) (N = 1) with initial data u0(x) =
f(x). Then there exists τ0 = τ0(c0) > 0 such that

u(x0, t) > 0, for all t ∈ [0, τ0).

Remark 3.2. The graph of f(x) is a ”tent” of height c0 = f(x0) and width 2δ,
lying above the interval [x0 − δ, x0 + δ]. The most important point in this
proposition is that τ0 only depends on the height of the ”tent” function f(x),
and does not depend on the width, thus τ0 does not depend on the slope of the
”tent” function.

Proof. Fix ε ∈ (0, 1). Let us consider the function

v(x, t) = εf(x)

(
1 −

t

(εf(x))1−q

)ω

+

, (21)
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where ω = 1
1−q

, a+ = max{a, 0}. Notice that v(x, t) does not always have

continuous second order partial derivatives. For simplicity, let A(x, t) = 1 −
t

(εf(x))1−q and

E+ = {(x, t) ∈ (x0 − δ, x0 + δ) × (0,+∞); A(x, t) > 0}

E0 = {(x, t) ∈ (x0 − δ, x0 + δ) × (0,+∞); A(x, t) = 0}

E− = {(x, t) ∈ (x0 − δ, x0 + δ) × (0,+∞); A(x, t) < 0}.

Then v = 0 in the set E−, thus

vt − vxx + vq = 0, (x, t) ∈ E−. (22)

In the set E+\({x0} × (0,+∞)), we compute

−vxx = −εf
′′

Aω −
[
ω(1 − q) − ω(1 − q)2

]
εqtAω−1f q−2(f

′

)2

− ε2q−1ω(ω − 1)(1 − q)2t2Aω−2f 2q−3(f
′

)2 − εqω(1 − q)tAω−1f q−1f
′′

.

Since f
′′

= 0 a.e., ω = 1
1−q

, omitting the nonpositive terms in the above equality
gives that

−vxx ≤ 0 a.e. in E+. (23)

It concludes from (21) and (23) that

vt − vxx + vq ≤ −εqωf qAω−1 + εqf qAωq

= εqf qAωq(−
1

1 − q
+ 1) < 0 a.e. in E+.

(24)

Note that (22) and (24) imply that v(x, t) is a weak subsolution of equation
ut −△u+ uq = 0 in (x0 − δ, x0 + δ) × (0,+∞), and recall that

v(x, 0) = εf(x) ≤ u(x, 0), x ∈ (x0 − δ, x0 + δ)

0 = v(x0 ± δ, t) ≤ u(x0 ± δ, t), t ≥ 0.

Using these facts and Lemma 2.6, we have

v(x, t) ≤ u(x, t), (x, t) ∈ [x0 − δ, x0 + δ] × [0,+∞).

By the definition of v(x, t), we choose τ0 = (εc0)
1−q, then u(x0, t) > 0 for all

t ∈ [0, τ0).

We now continue to prove Theorem 1.3.

Case 2: u0(x) satisfies (5), and the dimension N = 1.

Since lim supx→∞ u0(x) = C > 0, then we can choose a sequence {xk}
+∞
k=−∞

such that limk→±∞ xk = ±∞ and u0(xk) >
C
2

(k = 0,±1,±2, . . .). In view
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of the continuity of u0(x), we know that there exists {δk}
+∞
k=−∞ with δk > 0

(k = 0,±1,±2, . . .) and the intervals (xk − δk, xk + δk) (k = 0,±1,±2, . . .) are
disjoint and u0(x) ≥

C
2

for all x ∈ (xk − δk, xk + δk) (k = 0,±1,±2, . . .).

Given k, we now define

fk(x) =





C
2δk

(x− xk) + C
2
, x ∈ [xk − δk, xk)

− C
2δk

(x− xk) + C
2
, x ∈ [xk, xk + δk]

0, else.

From the definition of fk(x), we easily see that

u0(x) ≥ fk(x), x ∈ R. (25)

Then (25) and Lemma 2.2 together imply that

u(x, t) ≥ vk(x, t), (x, t) ∈ R × [0,+∞),

where vk(x, t) is the solution of (1) with initial data fk. By the previous propo-
sition and above inequality, we know

u(xk, t) > 0, t ∈
[
0,

(
εC

2

)1−q
)
, k = 0,±1, . . . ,

which implies that ISS does not occur for u(x, t) in Case 2.

Case 3: u0(x) satisfies (5), and the dimension N > 1.

Since lim sup|x|→∞ u0(x) = C > 0 and u0(x) is continuous in R
N , there exists

{xk}
∞
k=1 = {(x1

k, x
2
k, . . . , x

N
k )}∞k=1 and {δk}

∞
k=1 = {(δ1

k, δ
2
k, . . . , δ

N
k )}∞k=1 satisfying

limk→∞ |xk| = ∞, δi
k > 0 (k = 1, 2, . . . ,∞, i = 1, 2, . . . , N), u0(x) ≥ C

2
for all

x ∈ B|δk|(xk), and the balls B|δk|(xk) (k = 1, 2, . . . ,∞) are disjoint. Then for
each k and i, we define

f i
k(s) =





(C
2
)

1

N
1
δi
k

(s− xi
k) + (C

2
)

1

N , s ∈ [xi
k − δi

k, x
i
k)

−(C
2
)

1

N
1
δi
k

(s− xi
k) + (C

2
)

1

N , s ∈ [xi
k, x

i
k + δi

k]

0, else.

We now set fk(x) = fk(x
1, x2, . . . , xN) = f 1

k (x1)f 2
k (x2) · · · fN

k (xN). From the
definition we can check that u0(x) ≥ fk(x), x ∈ R

N .

Fix ε ∈ (0, 1), let ω = 1
1−q

, consider the function

vk(x, t) = εfk(x)

(
1 −

t

(εfk(x))1−q

)ω

+

. (26)

Proceeding similarly as in the proof of Proposition 3.1, we deduce that

u(x, t) ≥ vk(x, t), (x, t) ∈ [x1
k − δ

1
k, x

1
k + δ1

k]×· · ·× [xN
k − δN

k , x
N
k + δN

k ]× [0,+∞),
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thus this inequality and (26) imply that there exists τ =
(
εC

2

)1−q
such that

u(xk, t) > 0, t ∈ [0, τ), k = 1, 2, . . . ,∞. (27)

Then (27) demonstrates that ISS does not occur for u(x, t) in Case 3.

Combining Case 1–Case 3, we complete the proof of Theorem 1.3.

4. An example

This section gives an example in the case N = 1, u0(x) = | sin x|. By Theo-
rem 1.3, we know that ISS does not occur for the solution of (1) and (2) with
this u0(x), furthermore, we have the following proposition.

Proposition 4.1. Assume that N = 1, u(x, t) be the solution of (1) with

u(x, 0) = u0(x) = | sin x|. Then there exists ε ∈ (0, 1) and τ > 0 such that

u(x, t) ≥ ε| sin x|

(
1 −

t

(ε| sin x|)1−q

)ω

+

, (x, t) ∈ R × [0, τ ],

where ω = 1
1−q

. Particularly, one has u(kπ + π
2
, t) > 0 for all t ∈ (0, τ ],

k = 0,±1,±2, . . ..

Proof. Consider in (0, π) × (0,+∞) the function

v(x, t) = ε sin x

(
1 −

t

(ε sin x)1−q

)ω

+

, (28)

where ω = 1
1−q

, ε ∈ (0, 1) to be fixed. We simply set A(x, t) = 1− t
(ε sin x)1−q and

E+ = {(x, t) ∈ (0, π) × (0,+∞); A(x, t) > 0}

E0 = {(x, t) ∈ (0, π) × (0,+∞); A(x, t) = 0}

E− = {(x, t) ∈ (0, π) × (0,+∞); A(x, t) < 0}.

Hence we have
vt − vxx + vq = 0, (x, t) ∈ E−. (29)

In the set E+, a direct calculation gives

vt = −ωεq sinq xAω−1 (30)

and

−vxx = ε sin xAω − [ω(1 − q) − ω(1 − q)2]εqtAω−1 sinq−2 x cos2 x

− ε2q−1ω(ω − 1)(1 − q)2t2Aω−2 sin2q−3 x cos2 x

+ εqω(1 − q)tAω−1 sinq x

≤ ε sin xAω + εqω(1 − q)tAω−1 sinq x,

(31)
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where we have dropped the nonpositive terms in the last inequality.

Thus (28), (30) and (31) imply that

vt − vxx + vq ≤ εq sinq xAωq
[
− ω + ε1−q sin1−q xA+ t+ 1

]

≤ εq sinq xAωq
[
−

q

1 − q
+ ε1−q + t

]
,

(32)

where we have used the inequality 0 < A(x, t) < 1((x, t) ∈ E+). Now we first
choose ε = ε(q) ∈ (0, 1) such that − q

1−q
+ ε1−q < 0, then choose τ = τ(q) > 0

satisfying τ(q) < ε1−q and − q

1−q
+ ε1−q + τ ≤ 0. It follows from (32) that

vt − vxx + vq ≤ 0, (x, t) ∈ E+ ∩ ((0, π) × (0, τ ]). (33)

Owing to (29) and (33), we see that v(x, t) is a weak subsolution of (1) in
(0, π)×(0, τ ]. On the other hand, since u(x, t) is the nonnegative solution of (1)
with u0(x) = | sin x|, we have

v(x, 0) = ε sin x < sin x = u(x, 0), 0 < x < π

v(0, t) = 0 ≤ u(0, t), 0 ≤ t ≤ τ

v(π, t) = 0 ≤ u(π, t), 0 ≤ t ≤ τ.

Utilizing these facts and Lemma 2.6, we deduce that v(x, t) ≤ u(x, t), (x, t) ∈
[0, π] × [0, τ ]. Using the same method, we conclude that

v(x, t) ≤ u(x, t), (x, t) ∈ [2kπ, (2k + 1)π] × [0, τ ], k = 0,±1,±2, . . . . (34)

If we consider function

ṽ(x, t) = ε(− sin x)

(
1 −

t

(−ε sin x)1−q

)ω

+

,

where ε and ω are the same as in the function v(x, t). Then a similar discussion
yields that

ṽ(x, t) ≤ u(x, t), (x, t) ∈ [(2k+1)π, (2k+2)π]×[0, τ ], k = 0,±1,±2, . . . . (35)

Combining now (34) and (35), we find that

u(x, t) ≥ ε| sin x|

(
1 −

t

(ε| sin x|)1−q

)ω

+

, (x, t) ∈ R × [0, τ ],

hence the proposition is proved.

Remark 4.2. By the proposition, we know that for all δ ∈ [0, π
2
), there

exists τ = τ(δ, ε) > 0 such that u(kπ + π
2
− δ, t) > 0, for all t ∈ (0, τ ] (k =

0,±1,±2, . . .).
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