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Diffusion Phenomenon for
Linear Dissipative Wave Equations

Belkacem Said-Houari

Abstract. In this paper we prove the diffusion phenomenon for the linear wave
equation. To derive the diffusion phenomenon, a new method is used. In fact, for ini-
tial data in some weighted spaces, we prove that for 2 ≤ p ≤ ∞, ‖u− v‖Lp(RN )

decays with the rate t
−N

2
(1− 1

p
)−1− γ

2 , γ ∈ [0, 1] faster than that of either u or v,
where u is the solution of the linear wave equation with initial data (u0, u1) ∈(
H1(RN ) ∩ L1,γ(RN )

)
×
(
L2(RN ) ∩ L1,γ(RN )

)
with γ ∈ [0, 1], and v is the solution

of the related heat equation with initial data v0 = u0 + u1. This result improves the
result in H. Yang and A. Milani [Bull. Sci. Math. 124 (2000), 415 – 433] in the sense
that, under the above restriction on the initial data, the decay rate given in that
paper can be improved by t−

γ
2 .
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1. Introduction

In this paper we study the diffusion phenomenon of the following Cauchy prob-
lem with linear damping{

utt (t, x)−∆u (t, x) + ut (t, x) = 0, x ∈ RN , t ≥ 0

u (0, x) = u0 (x) , ut (0, x) = u1 (x) , x ∈ RN .
(1)

Our main goal is to show that the asymptotic profile of the solution u(t, x) of (1)
is given by the solution v(t, x) of the following parabolic problem{

vt (t, x)−∆v (t, x) = 0, x ∈ RN , t ≥ 0

v (0, x) = u0 (x) + u1 (x) , x ∈ RN .
(2)
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Let us define the rescaling function uλ(x, t) = λu(λ2t, λx), then from (1), the
function uλ(x, t) satisfies

λ−2uλ,tt (t, x)−∆uλ (t, x) + uλ,t (t, x) = 0, x ∈ RN , t ≥ 0.

The above formula indicates that, the term involving second order in time
derivatives becomes negligible. According to this formal argument it is natural
to expect the asymptotic behavior of the solutions of problem (1) to be the
same as that of the problem (2).

Up to our knowledge, the early result dealing with the diffusion phenomenon
is the one given by Hsiao and Liu [2] where the authors studied the p-system
with linear damping (which can be seen as a damped wave equation). Namely,
they considered the problem{

vt − ux = 0

ut + p (v)x = −αu, (3)

with initial data
u (0, x) = u0 (x) , v (0, x) = v0 (x)

satisfying (u, v) (0, x) = (u0 (x) , v0 (x))→ (u±, v±) as x→ ±∞. We recall that
in system (3) v = v(t, x) and u = u(t, x) represent the specific volume and
velocity, respectively, whereas the function p represents the pressure where is
assumed to be a smooth function of v such that p(v) > 0, p′(v) < 0 and α is a
positive constant. System (3) can be viewed as the isentropic Euler equations in
lagrangian coordinates with the frictional term−αu in the momentum equation.
Thus it models the compressible flow through porous media. Also system (3)
can be used to model the motion of one-dimensional elastic continua interacting
with media exerting frictional forces with deformation gradient strain v and
stress −p. The damping term −αu may prevent shock formation, at least for
smooth and small initial data.

The authors in [2] showed that for v+ 6= v−, the solutions of (3) time
asymptotically behave like those governed by Darcy’s law{

vt − ux = 0

p(v)x = −αu,

and the convergence rates

‖(v − v, u− u)‖ = O(t−
1
2 , t−

1
2 )

have been shown. System (3) was also considered by Nishihara in [10] and he
succeeded in proving the following decay rates of convergence

‖(v − v, u− u)‖L∞ = O(t−1, t−
3
2 ),
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when v+ = v−. The results in [2,10] have been extended and improved in several
directions. The interested reader is referred to [6,7,12,14] and references therein.

Nishihara [11] proved that the solutions of the nonlinear one-dimensional
wave equation {

utt − (a (ux))x + αut = 0

u (0, x) = u0 (x) , ut (0, x) = u1 (x) ,
(4)

behave asymptotically as those of the linear parabolic problem
αvt − a′ (0) vxx = 0

v (0, x) = u0 (x) +
1

α
u1 (x) .

(5)

This holds because the term utt decays faster than the other terms in (4) and
can be neglected as t tends to infinity. More precisely, he proved the decay
estimates

(u− v, ux − vx, ut − vt) = O(t−1, t−
3
2 , t−2).

Subsequently, the result in [11] has been extended to an abstract setting by
Ikehata and Nishihara [5], where they investigated the diffusion phenomenon
for a more general second order linear evolution equation of the form

utt (t) + ut (t) + Au (t) = 0, u (0) = u0, ut (0) = u1, (6)

where A : D(A) ⊂ H → H is a nonnegative self-adjoint operator in a Hilbert
space H with dense domain. They proved the estimate

‖u (t)− v (t)‖H ≤ C (1 + t)−1 (log (2 + t))
1+ε
2 ,

for any ε > 0, where v is the solution of the problem

vt (t) + Av (t) = 0, v (0) = u0 + u1.

They also conjecture that the optimal estimate which implies the diffusion phe-
nomenon for (6) is

‖u (t)− v (t)‖H ≤ C (1 + t)−1 . (7)

Chill and Haruax [1] proved the validity of Ikehata and Nihihara’s conjecture
(i.e., estimate (7)) by applying spectral analysis for unbounded self-adjoint op-
erators. A related result on the diffusion phenomenon of the wave equation in
exterior domains was also given by Ikehata in [3].

Yang and Milani [15] considered the N -dimensional version of (4) and
showed that there holds an improvement decay estimate of the form

‖u (t)− v (t)‖L∞(RN ) = O(t−
N
2
−1), (8)
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where v is the solution of the N -dimensional problem
vt − div (a (∇v)∇v) = 0

v (0, x) = u0 (x) +
1

α
u1 (x) .

(9)

It is by now well known (see [8]) that the solution u of the wave equation with
a linear damping decays like

‖u (t)‖L∞(RN ) ≤ C (1 + t)−
N
2 (10)

and the solution v of (9) decays as

‖v (t)‖L∞(RN ) ≤ C (1 + t)−
N
2 . (11)

Consequently, the estimate (8) implies that the norm ‖u (t)− v (t)‖L∞(RN ) of
the difference u− v decays faster than that of either u or v.

Under the additional hypothesis u0, u1 ∈ L1,γ(RN) with
∫
RN ui(x)dx = 0,

i = 0, 1, Ikehata [4] proved that the estimate (10) can be improved to be

‖u (t)‖L∞(RN ) ≤ C (1 + t)−
N
2
− γ

2 .

On the other hand, we prove (see Theorem 3.2) that under the condition
v0 ∈ L1,γ(RN) such that

∫
RN v0(x)dx = 0, then the decay rate (11) of the

solution of problem (15) can be also improved to

‖v (t)‖L∞(RN ) ≤ C (1 + t)−
N
2
− γ

2 .

Now, a natural question to be asked is whether or not the decay rate given
in (8) can be further improved? The main result of this paper (Section 3) is
to give a positive answer to the above question (see Theorem 3.3). In fact, we
show that, for initial data restricted in some weighted spaces, we prove that
‖u− v‖L∞(RN ) decays with the rate t−

N
2
−1− γ

2 , γ ∈ [0, 1], faster than the one
in (8) given by Yang and Milani in [15]. To obtain our result, we use some
estimates from [15], which are still valid in our case, but we use also new ideas
to get better decay rates (see for example the proof of Lemma 3.6). In addition
Theorem 3.2 is completely new. Moreover, the method that we use in the proof
(especially to get the L1-estimate) has not been introduced in [4].

The remaining part of this paper is organized as follows: in Section 2, we
fix notations and for the convenience of the reader, we recall without proofs
some useful results. In Section 3, we state and prove our main results.
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2. Preliminaries

In this section, we introduce some notations and some technical lemmas to be
used throughout this paper.

Throughout this paper, ‖.‖q and ‖.‖Hl stand for the Lq(RN)-norm (1 ≤
q ≤ ∞) and the H l(RN)-norm. Also, for γ ∈ [0,+∞), we define the weighted
function space Lp,γ(RN), 1 ≤ p <∞, N ≥ 1, as follows: u ∈ Lp,γ(RN) iff

‖u‖pp,γ =

∫
RN

(1 + |x|)γ|u(x)|pdx < +∞.

Next, we introduce some inequalities which will be used later in this paper.

Lemma 2.1 ([9]). Let N ≥ 1. Let 1 ≤ p, q , r ≤ ∞, and let k be a positive
integer. Then for any integer j with 0 ≤ j ≤ k, we have∥∥∂jxu∥∥Lp ≤ C

∥∥∂kxu∥∥aLq ‖u‖1−aLr (12)

where 1
p

= j
N

+ a
(

1
q
− k

N

)
+ (1− a) 1

r
for a satisfying j

k
≤ a ≤ 1 and C is a

positive constant. There are the following exceptional cases:

1. If j = 0, qk < N and r = ∞, then we made the additional assumption
that either u(x)→ 0 as |x| → ∞ or u ∈ Lq′ for some 0 < q′ <∞.

2. If 1 < r <∞ and k− j−N/r is nonnegative integer, then (12) holds only
for j

k
≤ a < 1.

Now, we introduce the Hausdorff-Young inequality.

Lemma 2.2. For p, q, r (1 ≤ p, q, r ≤ ∞) satisfying 1
q
− 1

p
= 1 − 1

r
, the

inequality

‖f ∗ g‖p ≤ C ‖f‖r ‖g‖q
holds, where ∗ denotes the convolution.

3. The diffusion phenomenon

In this section, we consider problem (1) and (2) and show that if we restrict
the initial data (u0, u1) ∈

(
H1(RN) ∩ L1,γ(RN)

)
×
(
L2(RN) ∩ L1,γ(RN)

)
with

γ ∈ [0, 1], then we can derive faster decay estimates of the difference w = u− v
than those given in [15]. First consider the wave equation (1) and exploiting
the method in [8], then the solution of (1) can be represented as follows

u(x, t) = K1 ∗ u1 +K2 ∗ u0,
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where the asterisk ∗ denotes the convolution, K1 and K2 can be represented as

Kj(x, t) =
1√
2π

∫
RN
eixξRj(ξ, t)dξ, j = 1, 2.

Here Rj(t, ξ) is the Fourier transform of Kj(t, x). Thus, Rj satisfies the following
ODE systems

d2

dt2
Rj + α

d

dt
Rj + β|ξ|2Rj = 0, j = 1, 2

R1(0, ξ) = 0,
d

dt
R1(0, ξ) = 1

R2(0, ξ) = 1,
d

dt
R2(0, ξ) = 0.

(13)

Based on the ODE form (13) and on some estimates in [8], Ikehata [4] has
proved the following result:

Theorem 3.1 ([4]). Let N ≥ 1 and γ ∈ [0, 1]. Assume that u0 ∈ (H1(RN) ∩
L1,γ(RN)) and u1 ∈

(
L2(RN) ∩ L1,γ(RN)

)
. Then the solution u (t, x) of prob-

lem (1) satisfies
‖u (t, ·)‖2 ≤ CI0 (1 + t)−

N
4
− γ

2 + CI1 (1 + t)−
N
4

‖∇u (t, ·)‖2 ≤ CI0 (1 + t)−
N
4
− γ

2
− 1

2 + CI1 (1 + t)−
N
4
− 1

2

‖ut (t, ·)‖2 ≤ CI0 (1 + t)−
N
4
− γ

2
−1 + CI1 (1 + t)−

N
4
−1 ,

(14)

where C is a positive constant and

I0 = ‖u0‖H1 + ‖u0‖1,γ + ‖u1‖2 + ‖u1‖1,γ , I1 =

∣∣∣∣∫
RN

(u0 (x) + u1 (x)) dx

∣∣∣∣ .
Theorem 3.1 shows that for a particular class of initial data the classical

Matsumura’s decay estimates can be improved by using a device to treat the
low frequency part in the Fourier integral formula of the solution.

Now, we want to extend Ikehata’s result to the heat equation. In order to
achieve this goal, let us consider the problem{

vt (t, x)−∆v (t, x) = 0, x ∈ RN , t ≥ 0

v (0, x) = v0 (x) , x ∈ RN .
(15)

Our first new result reads as follows.

Theorem 3.2. Let N ≥ 1, γ ∈ [0, 1] and k be nonnegative integer. Then, we
have ∥∥∂kxv (t, x)

∥∥
p
≤ Ct−α−

k
2
− γ

2 ‖v0‖1,γ + C

∣∣∣∣∫
R
v0 (x) dx

∣∣∣∣ t−α− k2 , (16)

for 1 ≤ p ≤ ∞, where α = N
2

(
1− 1

p

)
and C is a positive constant.
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Proof. Let us prove (16) for the L∞ and L2-norms.
The solution of (15) can be given explicitly. Indeed applying the Fourier

transform in the x variable, problem (15) can be rewritten as{
v̂t (t, ξ) + |ξ|2 v̂ (t, ξ) = 0, ξ ∈ RN , t ≥ 0

v̂ (0, ξ) = v̂0 (ξ) , ξ ∈ RN .
(17)

Solving the first order ordinary differential equation (17), we get v̂ (t, ξ) =

e−|ξ|
2tv̂0 (ξ) . Consequently, we have from the above formula∥∥∥∂̂kxv∥∥∥

L1(RN )
=
∥∥∥(iξ)k v̂

∥∥∥
L1(RN )

≤ C
∥∥∥|ξ|k e−|ξ|2tv̂0∥∥∥

L1(RN )

= C

∫
RN
|ξ|k e−|ξ|

2t |v̂0 (ξ)| dξ
(18)

Our goal now is to estimate |v̂0|. Indeed, we have (see [4])

|v̂0 (ξ)|=
∣∣∣∣∫

RN
e−ixξv0 (x) dx

∣∣∣∣
≤
∫
RN
|cos(x·ξ)− 1| |v0(x)| dx+

∫
RN
|sin(x·ξ)| |v0(x)| dx+

∣∣∣∣∫
RN
v0 (x) dx

∣∣∣∣.
Since Kγ = supθ 6=0

|1−cos θ|
|θ|γ < +∞, Mγ = supθ 6=0

sin θ
|θ|γ < +∞ for 0 ≤ γ ≤ 1 we

deduce

|v̂0 (ξ)| ≤ Cγ |ξ|γ ‖v0‖1,γ +

∣∣∣∣∫
RN
v0 (x) dx

∣∣∣∣ (19)

with Cγ = Kγ +Mγ. Consequently, inserting (19) in (18) yields∥∥∥∂̂kxv∥∥∥
L1(RN)

≤C ‖v0‖1,γ
∫
RN
|ξ|k+γe−|ξ|

2tdξ+C

∣∣∣∣∫
RN
v0(x)dx

∣∣∣∣ ∫
RN
|ξ|ke−|ξ|

2tdξ.

Hence, passing to polar coordinates, we get∥∥∥∂̂kxv∥∥∥
L1(RN)

≤C ‖v0‖1,γ
∫ +∞

0

rN−1+k+γe−r
2tdr+C

∣∣∣∣∫
RN
v0(x)dx

∣∣∣∣ ∫ +∞

0

rN−1+ke−r
2tdr.

Thus, by the well known inequality
∫ +∞
0

rσe−r
2tdr ≤ Ct−

σ+1
2 , we get∥∥∥∂̂kxv∥∥∥

L1(R)
≤ C ‖v0‖1,γ t

−N+k+γ
2 + C

∣∣∣∣∫
RN
v0 (x) dx

∣∣∣∣ t−N+k
2 . (20)

By using the inequality

‖f‖Lp(RN ) ≤ ‖f̂‖Lq(RN ),
1

p
+

1

q
= 1, 1 ≤ q ≤ 2,
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we have
∥∥∂kxv∥∥L∞(RN )

≤
∥∥∥∂̂kxv∥∥∥

L1(RN )
, and therefore, this last inequality together

with the estimate (20) imply∥∥∂kxv∥∥L∞(RN )
≤ Ct−

N
2
− k+γ

2 ‖v0‖1,γ + C

∣∣∣∣∫
RN
v0 (x) dx

∣∣∣∣ t−N2 − k2 ,
which is equivalent to (16), for p =∞.

By the same method, and using the Plancherel theorem, we can easily show
the L2-decay estimate. Once (16) is true for p = 2 and p = ∞, then (16)
for 2 < p < ∞ follows from the interpolation inequality (12) by choosing
k = p

2
j, q = 2, r =∞ and a = 2

p
.

Now, to complete the proof of (16), we have only to prove (16) for p = 1.
Let us first prove the estimate (16) for k = 0. Indeed, the solution of (15), can
be given as

v (t, x) = G (t, x) ∗ v0 (x) =

∫
RN
G (t, x− y) v0 (y) dy (21)

where

G (t, x) = (4πt)−
N
2 e−

|x|2
4t , (22)

is the heat kernel (the fundamental solution of the heat equation). Conse-
quently, (21) takes the form

v (t, x) = (4πt)−
N
2

∫
RN
e−
|x−y|2

4t v0 (y) dy. (23)

Then (23) easily takes the form

v(t, x) = (4πt)−
N
2

∫
RN

(
e−
|x−y|2

4t − e−
|x|2
4t

)
v0(y)dy + (4πt)−

N
2

∫
RN
e−
|x|2
4t v0(y)dy

= v1(t, x) + v2(t, x).

It is clear that∫
RN
|v2(t, x)| dx ≤ (4πt)−

N
2

∫
RN

∣∣∣∣∫
RN
e−
|x|2
4t dx

∣∣∣∣ |v0(y)| dy ≤ C

∣∣∣∣∫
RN
v0(x)dx

∣∣∣∣ .
On the other hand,

|v1(t, x)|≤(4πt)−
N
2

∫
RN

∣∣∣∣e− |x−y|24t − e−
|x|2
4t

∣∣∣∣ |v0(y)| dy

=(4πt)−
N
2

∫
RN

(∣∣∣∣e− |x−y|24t − e−
|x|2
4t

∣∣∣∣γ∣∣∣∣e− |x−y|24t − e−
|x|2
4t

∣∣∣∣1−γ|v0(y)|

)
dy

≤Cγ (4πt)−
N
2

∫ 1

0

∫
RN

∣∣∣∣y (x− θy)

2t
e−
|x−θy|2

4t

∣∣∣∣γ|v0(y)| dydθ

≤Cγ
(4πt)−

N
2

t
γ
2

∫ 1

0

∫
RN

∣∣∣∣y (x− θy)

2
√
t

e−
|x−θy|2

4t

∣∣∣∣γ|v0(y)| dydθ. (24)
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By putting z = x−θy
2
√
t

, and since
∫
RN |z|

γ e−|z|
2γ

is bounded, then (24) implies

‖v1 (t, x)‖1 ≤ Ct−
γ
2

∫
RN
|y|γ |v0(y)| dy ≤ Ct−

γ
2 ‖v0‖1,γ . (25)

Therefore, (3) together with (25) imply the inequality (16) for k = 0.
It is sufficient to use the induction on k to obtain higher order estimates for

v1 and v2. (This higher order estimates of v1 are sharp for k even). In order to
let the reader understand the core of the argument, we prove here the estimate
of v1 (the most difficult term) for k = 1. We have

∂xv1 = (4πt)−
N
2

∫
RN

(
−2 (x− y)

4t
e−

(x−y)2
4t +

x

2t
e−

x2

4t

)
v0(y)dy,

this implies that

|∂xv1|

≤Ct−
N
2

∫
RN

∣∣∣∣x−y2t
e−

(x−y)2
4t − x

2t
e−

x2

4t

∣∣∣∣1−γ∣∣∣∣x−y2t
e−

(x−y)2
4t − x

2t
e−

x2

4t

∣∣∣∣γ|v0(y)| dy.
(26)

However, for the right-hand side in (26), we set first z = |x−y|
2
√
t

for the first term

and z = |x|
2
√
t

for the second term. Then, using the facts that the function ze−z
2

is bounded in z ≥ 0 and that
∣∣∣ x2te−x24t ∣∣∣ ≤ 1√

t
ze−z

2
, we get

|∂xv1| ≤ Ct
γ−1
2 t−

N
2

∫
RN

∣∣∣∣(x− y)

2t
e−

(x−y)2
4t − x

2t
e−

x2

4t

∣∣∣∣γ |v0(y)| dy

≤ Ct
γ−1
2 t−

N
2

∫
RN

∣∣∣∣∫ 1

0

d

dθ

{
(x− θy)

2t
e−

(x−θy)2
4t

}
dθ

∣∣∣∣γ |v0(y)| dy

= Ct
γ−1
2 t−

N
2

∫
RN

∣∣∣∣∣
∫ 1

0

−y
2t
e−

(x−θy)2
4t +

(x− θy)2

4t2
e−

(x−θy)2
4t dθ

∣∣∣∣∣
γ

|v0(y)| dy.

Now, putting z = x−θy
2
√
t
, and since

∫
RN e

−|z|2γdz and
∫
R |z|

2γ e−|z|
2γ

dz are
bounded, we get∫

RN
|∂xv1| dx ≤ Ct

γ−1
2 t−

N
2 tγ

N
2 t−γ

∫
RN

(1 + y)γ |v0 (y)| dy ≤ Ct−
γ+1
2 ‖v0‖1,γ .

Thus (16) is fulfilled for k = 1; the rest follows by induction.

Now, we will prove the diffusion phenomenon of the problem (1). The next
theorem improves the result in [15]. Let u(t, x) be the solution of (1) and v(t, x)
be the solution of (2). Then, we have the following result.
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Theorem 3.3. Let γ ∈ [0, 1] and N < 4
(
1− γ

2

)
. Assume that (u0, u1) ∈(

H1(RN) ∩ L1,γ(RN)
)
×
(
L2(RN) ∩ L1,γ(RN)

)
satisfying

∫
RNui(x)dx=0, i=0, 1.

Then, we have

‖u (t, ·)− v (t, ·)‖∞ ≤ Ct−
N
2
−1− γ

2 . (27)

Remark 3.4. If γ = 0, the result in Theorem 3.3 holds for all N ≥ 1 (without
the restriction N < 4

(
1− γ

2

)
). In this case a slight modification in the proof of

the estimate (43) is needed (see [15]). Moreover, the condition N < 4
(
1− γ

2

)
is technical and we conjecture that the estimate (27) holds without it.

Proof of Theorem 3.3. Let us first define w (t, x) = u (t, x)−v (t, x) . Then w
becomes a solution to the problem:{

wt (t, x)−∆w (t, x) = −utt (t, x) , x ∈ RN , t ≥ 0

w (0, x) = −u1 (x) , x ∈ RN .
(28)

Problem (28) can be solved exactly, with

w(t, x)=

∫
RN
G(x−y, t)(−u1(y))dy +

∫ t

0

∫
RN
G(x−y, t−τ)(−utt(τ, y))dydτ, (29)

where G is the heat kernel defined in (22). As it was shown in [13] the heat
kernel satisfying the following decay estimates

‖G (t, ·)‖1 ≤ C∥∥∂ktG (t, ·)
∥∥
2
≤ Ct−

N
4
−k∥∥∂ktG (t, ·)

∥∥
∞ ≤ Ct−

N
2
−k

‖∇G (t, ·)‖∞ ≤ Ct−
N
2
− 1

2 .

(30)

Now, following [15], we split the second integral in (29) into two parts over
the intervals [0, t

2
] and [ t

2
, t], and obtain (see [15] for details)

w (t, x) = −
∫
RN
G

(
t

2
, x− y

)
ut

(
t

2
, y

)
dy

−
∫ t

2

0

∫
RN
Gt (t− τ, x− y)ut (τ, y) dydτ

−
∫ t

t
2

∫
RN
G (t− τ, x− y)utt (τ, y) dydτ

= J1 (t, x) + J2 (t, x) + J3 (t, x) .

Our goal now, is to estimate the terms Ji, i = 1, 2, 3. To this end, we apply the
same method as in [11,15].
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First, applying Hölder’s inequality, using the last inequality in (14) and the
second estimate in (30), we get

|J1(t, x)|≤
∥∥∥∥G(t2 ,·

)∥∥∥∥
2

∥∥∥∥ut(t2 ,·
)∥∥∥∥

2

≤Ct−
N
4 (1 + t)−

N
4
− γ

2
−1 =Ct−

N
2
−1− γ

2 . (31)

To estimate the term J3(t, x), we have by [14, Lemma 3.1] (of course the esti-
mates in that lemma can be easily generalized to the high dimensional case and
to the L∞-norm)

‖utt (t, x)‖∞ ≤ C (1 + t)−
N
2
−2− γ

2 . (32)

Consequently, Hölder’s inequality together with the first estimate in (30)
and (32) give

|J3(t, x)| ≤
∫ t

t
2

‖G (t− τ, ·)‖1 ‖utt (τ, ·)‖∞ dτ

≤ C

∫ t

t
2

(1 + τ)−
N
2
−2− γ

2 dτ

= Ct−
N
2
−1− γ

2 .

(33)

Now, going back to J2, and similarly to [15], we have

J2(t, x) = −
∫
RN
Gt

(
t

2
, x− y

)
u

(
t

2
, y

)
dy +

∫
RN
Gt (t, x− y)u0 (y) dy

−
∫ t

2

0

∫
RN
Gtt (t− τ, x− y)u (τ, y) dydτ

= J21(t, x) + J22(t, x) + J23(t, x).

(34)

Concerning J21, we have by Hölder’s inequality, the first estimate in Theorem 3.1
and the second inequality in (30)

|J21(t, x)|≤
∥∥∥∥Gt

(
t

2
,·
)∥∥∥∥

2

∥∥∥∥u(t2 ,·
)∥∥∥∥

2

≤Ct−
N
4
−1(1 + t)−

N
4
− γ

2 ≤Ct−
N
2
−1− γ

2 . (35)

The estimate of J22 is also crucial in deriving the diffusion phenomenon with the
optimal decay rate t−

N
2
−1− γ

2 . In [15], the authors showed the following estimate

|J22(t, x)| ≤ ‖Gt (t, ·)‖∞ ‖u0‖1 ≤ Ct−
N
2
−1. (36)

However, we can not use the same estimate here, otherwise we will lose t−
γ
2 .

Instead, of the L1-norm of the initial data u0, we will use the L1,γ-norm of u0
in order to gain t−

γ
2 in the estimate (36).
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Lemma 3.5. It follows that, for all γ ∈ [0, 1],

|J22(t, x)| ≤ Ct−
N
2
−1− γ

2 . (37)

Proof. For simplicity, we take γ = 1. Using (22), we get

Gt (t, x) = −4πN

2
(4πt)−

N
2
−1 e−

|x|2
4t +

|x|2

16t2
(4πt)−

N
2 e−

|x|2
4t (38)

Consequently,

J22(t, x) =

∫
RN
Gt (t, x− y)u0 (y) dy

= −4πN

2
(4πt)−

N
2
−1
∫
RN
e−
|x−y|2

4t u0 (y) dy

+ c (4πt)−
N
2
−1
∫
RN

|x− y|2

4t
e−
|x−y|2

4t u0 (y) dy

= K1 (t, x) + cK2 (t, x) .

Now, let us estimate K1 (t, x). Indeed, since
∫
RN u0 (y) dy = 0, we have

K1 (t, x) = −2πN (4πt)−
N
2
−1
∫
RN
e−
|x−y|2

4t u0 (y) dy

= −2πN (4πt)−
N
2
−1
∫
RN

(
e−
|x−y|2

4t − e−
|x|2
4t

)
u0 (y) dy

= −2πN (4πt)−
N
2
−1

√
t

∫ 1

0

∫
RN

y · (x− θy)

2
√
t

e−
|x−θy|2

4t u0 (y) dydθ

(39)

The estimate (39) gives

|K1 (t, x)| ≤ C1t
−N

2
− 3

2 ‖u0‖1,1 , (40)

where C1 = 2πN (4π)−
N
2
−1 supz∈RN{|z| e−|z|

2}.
By the same method, and since

∫
RN u0 (y) dy = 0, we estimate K2 (t, x) as

follows

K2 (t, x) = (4πt)−
N
2
−1
∫
RN

|x− y|2

4t
e−
|x−y|2

4t u0 (y) dy

= (4πt)−
N
2
−1
∫
RN

(
|x− y|2

4t
e−
|x−y|2

4t − |x|
2

4t
e−
|x|2
4t

)
u0 (y) dy

=
(4πt)−

N
2
−1

√
t

∫ 1

0

∫
RN

y · (x− θy)

2
√
t

e−
|x−θy|2

4t u0 (y) dydθ

+
(4πt)−

N
2
−1

√
t

∫ 1

0

∫
RN

|x− θy|2

4t
· y · (x− θy)

2
√
t

e−
|x−θy|2

4t u0 (y) dydθ.
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This implies

|K2 (t, x)| ≤ C2t
−N

2
− 3

2 ‖u0‖1,1 , (41)

where C2 = (4π)−
N
2
−1
{

supz∈RN{|z| e−|z|
2}+ supz∈RN{|z|

3 e−|z|
2}
}
. Taking into

account (40) and (41), then (37) is fulfilled. This completes the proof of

Lemma 3.5.

Next, we are going to estimate the term J23 in (34). Proceeding as in [15],
then J23 can be written as

−J23 =
2∑
i=0

ai

∫ t
2

0

∫
RN

[
∂2−it G

(
t

4
, ·
)
∗ ∂itG

(
3t

4
− τ, ·

)]
(x− y)u (y, τ) dydτ

= a0L0 + a1L1 + a2L3.

where ai, 0 ≤ i ≤ 2 are suitable constants. Then, we have the following Lemma.

Lemma 3.6. It holds that, for all γ ∈ [0, 1],

|Li| ≤ Ct−
N
2
−1− γ

2 , i = 1, 2, 3. (42)

Proof. The term L0 can be written as (see the term J0 in [15])

L0 =

∫ t
2

0

∫
RN
Gtt

(
t

4
, z

)[
G

(
3t

4
− τ, ·

)
∗ u (τ, ·)

]
(x− z) dzdτ.

Then, Hölder’s inequality implies

|L0| ≤
∫ t

2

0

∥∥∥∥Gtt

(
t

4
, ·
)∥∥∥∥

2

∥∥∥∥G(3t

4
− τ, ·

)
∗ u (τ, ·)

∥∥∥∥
2

dτ.

Exploiting the second estimate in (30), and using the Hausdorff-Young inequal-
ity (Lemma 2.2), with p = q = 2 and r = 1, we find

|L0| ≤ Ct−
N
4
−2
∫ t

2

0

∥∥∥∥G(3t

4
− τ, ·

)∥∥∥∥
1

‖u (τ, ·)‖2 dτ

Using the first inequality in (30), and the first estimate in Theorem 3.1 (recall

that I1 = 0, since
∫
RN ui = 0, i = 1, 2), and assume that N

4
+ γ

2
< 1, then we

get
∫ t

2

0
(1 + τ)−

N
4
− γ

2 = O(t1−
N
4
− γ

2 ), which gives

|L0| ≤ Ct−
N
4
−2
∫ t

2

0

(1 + τ)−
N
4
− γ

2 ≤ Ct−
N
2
−1− γ

2 . (43)

Consequently, the desired estimate (42) holds for L0.
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Concerning the estimate of L1, we have by using the second estimate in (30)

|L1| =
∫ t

2

0

∫
RN
Gt

(
t

4
, y

)
∗Gt

(
3t

4
− τ, y

)
(x− y)u (τ, y)

≤
∫ t

2

0

∥∥∥∥Gt

(
t

4
, ·
)∥∥∥∥

2

∥∥∥∥Gt

(
3t

4
− τ, ·

)
∗ u (τ, ·)

∥∥∥∥
2

≤ Ct−
N
4
−1
∫ t

2

0

∥∥∥∥Gt

(
3t

4
− τ, ·

)
∗ u (τ, ·)

∥∥∥∥
2

.

(44)

As above, applying Lemma 2.2, with p = q = 2 and r = 1, then (44) takes the
form

|L1| ≤ Ct−
N
4
−1
∫ t

2

0

∥∥∥∥Gt

(
3t

4
− τ, ·

)∥∥∥∥
1

‖u (τ, ·)‖2 dτ. (45)

In view of the structure of Gt(t, ·) defined in (38), we deduce that
∥∥Gt(

3t
4
−τ, ·)

∥∥
1

≤ Ct−1. Consequently, the above estimate together with the first estimate in
Theorem 3.1 imply

|L1| ≤ Ct−
N
4
−1
∫ t

2

0

(
3t

4
− τ
)−1

(1 + τ)−
N
4
− γ

2 dτ

≤ Ct−
N
4
−1
∫ t

2

0

(
3t

4
− τ
)−1

(1 + τ)−
N
4
− γ

2 dτ.

Since τ ≤ t
2
, then we have 3t

4
− τ ≥ t

4
. Thus,

|L1| ≤ Ct−
N
4
−2
∫ t

2

0

(1 + τ)−
N
4
− γ

2 dτ = Ct−
N
2
−1− γ

2 ,

which shows the inequality (42) for L1. The estimate of L2 holds exactly like
the one of L0. We omit the details. This completes the proof of Lemma 3.6.

Completion of the proof of Theorem 3.3. Now, going back to the proof
of Theorem 3.3, we deduce that (27) holds from (31), (33), (35), (37) and (42).
This completes the proof of Theorem 3.3.

Remark 3.7. In Theorem 3.3 we proved the decay of the L∞-norm of (u(t, ·)−
v(t, ·)). The same method used in the proof of Theorem 3.3 can be adapted to
prove that the L2-norm decays as

‖u (t, ·)− v (t, ·)‖2Ct
−N

4
−1− γ

2 . (46)

Corollary 3.8. Under the assumption of Theorem 3.3, and for 2 ≤ p ≤ ∞, we
have the following decay estimate

‖u (t, ·)− v (t, ·)‖p ≤ Ct−α−1−
γ
2 , (47)

where α = N
2

(
1− 1

p

)
.
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Proof. It is clear that from Theorem 3.3 and Remark 3.7 that (47) holds for
p = 2 and p =∞. Now, to prove (47) for 2 < p <∞, we apply the interpolation
inequality (12) by choosing j = 0, q = 2, r = ∞, and a = 2

p
, we get get our

desired estimate (47).
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