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Abstract. We consider the Cauchy-Dirichlet problem for a nonlinear parabolic equa-
tion with L' data. We show how the concept of kinetic formulation for conservation
laws introduced by P.-L. Lions, B. Perthame and E. Tadmor [A kinetic formulation
of multidimensional scalar conservation laws and related equations. J. Amer. Math.
Soc. 7 (1994), 169 — 191] can be be used to give a new proof of the existence of renor-
malized solutions. To illustrate this approach, we also extend the method to the case
where the equation involves an additional gradient term.
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1. Introduction

We consider the question of existence of solution to the nonlinear parabolic
problem

u — div(a(Vu)) = f in Qx (0,7) (1a)
=y on  x {0} (1b)
u=0 on 2, (1c)

where € is a bounded subset of RN, N > 1, T is positive and ¥ = 99 x (0, 7).
Let p > 1 be given. In (1), the operator —div(a(Vu)) is assumed to be a
Leray-Lions operator of exponent p (for example the p-Laplacian):
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Assumption 1. The function a € C(RY,RY) satisfies: There exists a > 0, 3 > 0
such that

a(X) - X > a|X|P (2a)
la(X)] < BIXPP~ (2b)
(@(X) —a(Y))- (X =Y) >0 (2¢)

for all distinct X,Y € RY, where X -Y is the canonical scalar product of two
vectors of RY and | X| the associated euclidean norm of X.

The framework is L!:

Assumption 2. The data ug, f are L' functions on 2 and Q x (0, T') respectively.

Remark 1.1. The flux ¢ may depend on z and u. More general problems
also may be considered, with additional first-order terms div(®(u)), div(g) in
Equation (1a), as in [5] for example.

The existence of solution (precisely, of renormalized solution, see Defini-
tion 2.1 below) to Problem (1) or quite more general problems has already been
proved. We refer in particular to the paper by Blanchard, Murat, Redwane [5].
Our purpose here is to give a new proof of this fact. The cornerstone in the
proof of existence of solution (by means of a process of approximation) of such
a nonlinear parabolic problem as (1) is the proof of the strong convergence of
the gradient. We give a new method (inspired from the kinetic formulation of
conservation laws developed by Perthame and coauthors [18,27,29]) to prove
this result.

Let us briefly summarize how and in which context the question of strong
convergence of the gradient occurs: First, as soon as the problem under consid-
eration involves a nonlinear function of the gradient. This is for example the
case in the following problems:

—Au+vy(w)|Vul* =gin Q, u =0 on 0%, (3)

or

—div(a(Vu)) =¢in Q, wu =0 on 01, (4)

with given right-hand side g € L*(2), where a satisfies (2) with p = 2, and ~
is a bounded continuous function satisfying the sign condition u~y(u) > 0 for
all u € R. Indeed, in order to prove existence of a solution (in H}(Q)) to (3)
or (4), it is usual to prove existence by approximation, for example by Galerkin
approximation, thus for a set of data g,, converging to g. Then weak convergence
in H} of possibly a subsequence of u,, the solution with datum g,, although
easily obtained by uniform estimate on ||ty z1(q), is not enough to pass to the
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limit. One has to prove! the strong convergence of the gradient Vu,. This is
done by use of monotonicity methods. We refer to [16, 24, 28], and [23] for a
brief explanation of the technique.

Nonlinear expressions of the gradient also occur after renormalization of
an elliptic or parabolic equation. Note actually that they occur even if the
original equation is linear. Nevertheless, renormalization for elliptic or parabolic
equation has been introduced to deal with nonlinear equations with data of low
regularity, and as a consequence, once renormalized, the equation involves at
least two nonlinear expressions of the gradient (see, e.g. Equation (6) below). In
any case, it will be necessary to prove the strong convergence of the (truncates
of) the gradient in order to get existence of a solution by approximation.

We give a new proof of the strong convergence of the gradient by use of an
equation on the characteristic function on the level sets of the unknown, similar
to the kinetic formulation for conservation laws introduced in [27] (see also
[18,29] concerning the kinetic formulation of second-order conservation laws).
We intend to use it to study certain systems of reaction-diffusion equations (a
forthcoming paper).

Let us conclude this introduction by a few words about the concept of renor-
malized solutions. Introduced by DiPerna and Lions for the study of ordinary
differential equations and Boltzmann equation [21,22], it has been extended
to nonlinear elliptic equations in [11] in parallel with the equivalent notion of
entropy solution [1] and has been extended to nonlinear parabolic equations in
[4,5,26], in parallel with the equivalent notion of entropy solution [32]. It has
also been extended to first-order conservation laws [2,31].

The problem of strong convergence of the gradient, hence the question of
existence of solution, has initially be solved by the method of Minty-Browder
and Leray-Lions [16,24,28], then extended to the case of nonlinear elliptic, then
parabolic equations with less and less regular data by several methods, see, e.g.
[5-8,10-12,19,20]. Note that this list of references to some works in the field
of renormalized solutions for elliptic and parabolic equations is far from being
complete.

The paper is organized as follows: In Section 2.1, we introduce the notion of
renormalized solution and state the equivalent formulation by the so-called level-
set P.D.E. In Section 2.2, we analyze this formulation and explain how it can be
relaxed, although still characterizing renormalized solutions, see Theorem 2.5
and Lemma 2.6. In Section 2.3, we apply our tools to prove the convergence of
an approximation to Problem (1) and thus existence of a renormalized solution
to (1). In Section 3, we give the proofs of various results, which are reported
at the end of the paper to let the main arguments of Section 2 stand out.
Eventually, in Section 4, we extend the method to prove the existence of a

! Actually, in Problem (4) it is sufficient to obtain the weak convergence of (a(Vu,)) to
a(Vu), see Remark 3.3
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renormalized solution to the Cauchy-Dirichlet problem for a nonlinear parabolic
equation with a term with natural growth.

Notations. We set Q7 := Q x (—=1,T) and Ur := Qr x R. Any measurable
function v: Q x (0,7) — R™ is implicitly extended to a measurable function
Q1 — R™ still denoted by v, defined by v =0 on Q x (—1,0).

If v is a Radon measure on Ur, we denote by v, be the push-forward of v
by the projection on Rg:

v.(E) =v(Qr x E), V E € B(R),
where B(R) is the Borel o-algebra of R. More generally, if F is a topological
space, B(E) denotes the o-algebra of the Borel subsets of E.
If ¢ > 1 and V is an open subset of R? we denote by D(V') the set of smooth

(C*°) functions on V' compactly supported in V' and we denote by D'(V') the
set of distributions on V.

2. Existence of a renormalized solution - strong conver-
gence of the gradient

2.1. Renormalized solutions.

2.1.1. Definition. For k& > 0, we let Tj(u) be the truncate of a function u at
level k: Ty (u) := min(u, k) if u > 0, T} odd.

Definition 2.1. A function u € L>(0,T; L'(Q2)) is said to be a renormalized
solution of the problem (1) if

1. (Regularity of the truncates)
Ti(u) € LP(0,T; Wy P(Q)), Yk > 0. (5)

2. (Renormalized equation) For every function S € W2>(R) with S(0) =0
such that S" has compact support, the equation

S(u)y — div(S"(w)a(Vu)) = S(up) @ deo + S (u) f — S (u)a(Vu) - Vu (6)

is satisfied in the sense of distributions in Q).
3. (Recovering at infinity)

lim a(Vu) - Vudzdt = 0. (7)

k=t JQrn{k<|u|<k+1}
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2.1.2. Level-set P.D.E. For a € R, £ € R, we set xo(§) = loceca — La<e<o-
This is the “equilibrium function” in the kinetic formulation of conservation
laws [27]. Let u € L>(0,T; L*()) satisfy (5). Then we define the (vector-
valued) distribution a(Vu)d,—¢ on Ur by its restriction to each space Dy (Ur)™
(the set of smooth vector-valued functions with support in the compact subset

K of Ur) as

(a(Vu)dy—g, o) = / a(VTi(uw)) - afx, t, Tp(u))dzdt, (8)

T

where a € D (Ur)N, K C Qr x [—k,k]. Similarly, we define the distribution
a(Vu) - Vudy—¢ on Ur by

(a(Vu) - Vubyg, o) = / a(VTi(w)) - VT (w)a(x, t, Ti(u))dzdt,  (9)

T

for all @ € Dk (Ur). By (5) and assumption (2b), we have

[{a(Vu)du=g, )| < [|a(VTk ()]l 1o (@pylletll o)
< BCEN T (| oo rywor e vl oe x0),

and
[{a(Vu) - Vubuee, )| < BITi(w)ll oo vy lltll oo a0)-

This shows that the right-hand sides of (8) and (9) are distributions on Uz of
order 0. To prove that (8) and (9) makes sense, we must also show that their
respective right-hand sides do not depend on the choice of k: Suppose k < &’
for example, with K C Qr x [—k, k], then a(x,t,Ti(u)) # 0 for |u| < k only,
in which case Ty(u) = Ty (u).

With these definitions at hand, we can give the “level-set” formulation of
Definition 2.1.

Theorem 2.2. A function u € L=(0,T; L*(Q)) is a renormalized solution of
the problem (1) if and only if it has the reqularity of the truncates (5) and
satisfies

1. (Level-set P.D.E.) The function (x,t,£) = Xu@u (&), denoted by Xy, is
solution in D'(Ur) of the equation
DX — div(a(Vu)du—e) = Xup ® =0 + fOu—e + Oept, (10)
where 1 1s defined by
p=a(Vu) - Vud,—, (11)
2. (Recovering at infinity)
lim a(Vu) - Vudzdt = 0. (12)
k=t Jorn{k<|u|l<k+1}

The proof of Theorem 2.2 is given in Section 3.1.
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2.2. Relaxation of the definition of renormalized solution - analysis
of u.

2.2.1. Analysis of p. Let u € L>(0,T; L*(Q2)) be a renormalized solution to
Problem (1) and let p be defined by (11). Since p > 0, u is represented by

a nonnegative Radon measure on Upr. We study the properties of the push-
forward pu, of p: . (E) = u(Qr x E), E € B(R).

Fact 1. For every h € C.(R),

[ reine) = [ einto..e). (13)

Proof. By definition of y,, (13) is satisfied if h = 1 is the characteristic function
of a Borel set £ C R, and therefore if h is a simple function. There exists a
pointwise converging sequence of bounded simple functions with limit A with
the same compact support as h. The Lebesgue dominated convergence theorem
gives the result. O]

Fact 2. For every h € C.(R) with, say, supp(h) C [—k, k],
[ 1€ = | a(9B ) I (14)

Proof. Let (¢,) be a nonnegative sequence of C.(Q7) such that ¢, 1T 1 every-
where on Q). By definition of u, we have

/U onl, () du(a, 1, €) = / a(VTi (1)) - VT () g, ) (u)

The Lebesgue dominated convergence theorem then gives, at the limit
n — +o9,

/U WE)dp(z,t, &) = / (Y T(w)) - VTk(u)h(u)dadt.

T

We conclude by (13). O

Fact 3. The measure u, has no atom.

Proof. Given k > 0, set v = Ti(u). For &, € (—k, k), let (hy,) be a sequence of
Ce(—k, k) converging monotonically to 1, (take the h, to be tent functions
for example). For every n, we have, by (14),

/Rhn(f)du*(g) :/Q a(Vv) - Voh,(v)dzdt.
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At the limit n — 400, we obtain, by the Lebesgue dominated convergence
theorem,

n(&D) = [ alVo): Vol (e)dodt. (15)

Qr

For a.a. t, v(t) € W'?(Q). For such t’s, we have Vo(t) = 0 a.e. on {z €
Q,v(x,t) = £}. Indeed, we recall the following property of Sobolev functions
(the proof goes back to Stampacchia and can be found in [13]):

Lemma 2.3 (Stampacchia). Let w € WH(Q) and let Z C R be a Borel negli-
gible set, then the set
{z € Qw(x) € Z, Vw(x) # 0}

is negligible in 2. In particular, for all k € R, Vw(x) =0 a.e. on {w = k}.
It follows therefore from (15) that p.({&}) = 0. O

Fact 4. For every [ > k,

/ Lo (€ () = / o(Vu) - Vudadt. (16)
R Qrn{k<u<i}

Proof. In the right hand-side of (16), u stands for T,,(u), m := max(|k|, |I|).
Let (h,) be a nonnegative sequence of C.(k,[) such that h, T 1. For each n,
we have by (14),

/Rhn(f)d,u*(f) :/ a(Vu) - Vuh,,(u)dzdt.

T

At the limit n — 400, the dominated convergence theorem gives the result. [J

Fact 5. For ¢ € C.(Q1), ¢ > 0, define
pop(A) = / o(x, t)du(z,t,§), ¥V A Borel subset of Ur.
A

The measure p, has the same properties as p and its analysis follows the same
lines. In particular, p, . has no atoms and, for every k£ > 0,

o=k ) = (0 0) = [ a(VTiw) - VEu(w(o, et (17)
T

Remark 2.4. Note that the proof of the above Facts depends only on the

property (5) of the truncates Ty(u). Actually, we may even replace a(Vu) by

any measurable o: Qr — RV, such that o1j,<x € L” (Qr)" for all k > 0. This

will be used in Paragraph 2.3.3.
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2.2.2. Relaxation of the definition of renormalized solution. According
to the above Facts (Paragraph 2.2.1), the condition (12) may be rewritten in
terms of the push-forward pu, uniquely as

lim p.((k,k+1)) =0, (18)
k—+too

where we recall that p is defined by (11). This simplifies the statement of The-
orem 2.2 somewhat. However, what really makes plainer the characterization
of renormalized solutions is the fact that, to some extent, it is not necessary to
specify p. This characterization is as follows.

Theorem 2.5. Let u be a function of L°°(0,T; L'(Q)) which has the reqularity
of the truncates (5) and satisfies the condition at infinity (7). Then w is a
renormalized solution of Problem (1) if and only if there ezists a nonnegative
Radon measure p on Ur satisfying (18) and such that

Orxu — Aiv(a(Vu)dyee) = Xup @ 0o + fuze + Ocpt, (19)
in the sense of distributions on Ur.

The proof of Theorem 2.5 consists in showing that y = a(Vu) - Vud,—¢.
It is therefore a result of structure of u: Under the hypotheses of Theorem 2.5
and (19), o has to be the measure a(Vu)-Vu d,—¢. Theorem 2.5 has the virtue to
give a plain characterization of renormalized solutions to (1). However, to prove
the convergence of a sequence of approximate solutions to (1) and the existence
of solution, we will need a slight generalization of Theorem 2.5 contained in the
following lemma.

Lemma 2.6. Let u be a function of L>=(0,T; L*(2)) which has the reqularity
of the truncates (5). Let o be a measurable function Q x (0,T) — RN such
that o 1< € Lp’(QT)N for all k > 0. Suppose that there exists a nonnegative
Radon measure jv on Ur such that

lim p.((k,k+1)) =0, (20)

k—>o00
and such that the following equation is satisfied in D' (Ur)
Orxu — div(00y—¢) = Xuy ® d¢=0 + fOu—e + Ocpt. (21)
Suppose also that either
u>0ae and supp(p) C Qr x [0, +00), (22)

or, more generally, that the distribution o-Vu d,—¢ satisfies the (sided) condition
at infinity

liminf{o - Vud,—e, 0 @ Lg_11)) <0, Vo € C(Qr), ¢ > 0. (23)

k——o0

Then pp =0 - Vudy—¢.
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In Lemma 2.6 the definition of the distribution ¢ - Vu d,—¢ is comparable to
the definition of the distribution a(Vu) - Vuéd,—¢ by (9):

<U -Vu 5u:§a CY> = / (01|u|<k> ’ VTk(U)OZ<I', t, Tk(U))dl’dt, (24)
for all & € Dk (Ur), K compact subset of Qr x [k, k.
Equation (21) appears naturally when one considers limits of renormalized

solutions, in particular of solutions of approximate equations u}’ —div(a(Vu")) =
f", see Paragraphs 2.3.2 and 2.3.3.
The proof of Lemma 2.6 is given in Section 3.2.

Proof of Theorem 2.5. Lemma 2.6 is actually a generalization of Theorem 2.5.
We only have to notice that (23) is satisfied where, here, o0 = a(Vu):

lim (o Vudy—e, ¢ ® Lp_1)) = lim a(Vu) - Vu pdzdt = 0,
k——o0 k——o0 Qrn{k—1<u<k}
where we have used the condition at infinity (7). O

In the situation of Lemma 2.6, once the equality y = o - Vud,—¢ has been
proved, and thanks to Remark 2.4, we deduce the following corollary.

Corollary 2.7. Under the hypotheses of Lemma 2.6, and given ¢ € C.(Qr),
@ >0, the measure i, has no atom and

el (R k) = (k) = [ o VTupla ot (29

T

for all k > 0.

2.3. Existence of a renormalized solution - Strong convergence of the
gradient.

2.3.1. Approximation. Let (u) and (f") be some approximating sequences
of, respectively, ug and f in, respectively, L'(Q) and L'(Q x (0,7T)) such that
up € LP N LA(Q), f* € LP(Q x (0,T)). For each n, the problem

uy —div(a(Vu™)) = f* in Q x (0,7) (26a)
u" =uj on Q x {0} (26b)
u"=0 onX, (26¢)

has a unique solution u™ in the space Wy, where
)

Wr={ver?(0, TsWe (9)); vee 170, T; W H(52)} (27)
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if p> 2 and
Wr= {U e LP(0,T; Wy ()N L*(Qr); v e LP(0,T; W_l’p/(Q))ﬂLﬁ(QT)} (28)

if p < 2 [25]. The function u™ is a weak solution to (26). By considering test-
functions depending on ™ itself and by a chain-rule lemma (e.g. Lemma 3.1
below with € = 0), we obtain that u" satisfies

/ Su™)pr — S"(u™)a(Vu™) - Vdadt — / a(Vu") - Vu"S" (u™)pdxdt
T T (29)
= / S(uf)e(z,0)dr + S (u™)pdzdt,
Q Qr

for all S € C(R) such that §" € WH*(R) and for all ¢ € C([0,T) x Q).
Equivalently, u™ satisfies the following equation

Oixun — div(a(Vu")duncg) = Yup @ 1o + [ Gunce + Oept”, (30)
where p" is defined by
p = a(Vu") - Vu" Oyn¢. (31)

If additionally S’(0) = 0, then S’(u") vanishes on 02 and the class of test-
functions ¢ in (29) can be enlarged to the ¢ € C=([0,T) x Q). In particular,
by considering a sequence (p,) of test-functions converging to the characteristic
function 14, 0 < ¢t < T, it is possible to pass to the limit in (29) since the space
Wr is embedded in C([0, T]; L*(©2)). We then obtain the following identity:

/S(u”)(t)da:—i—/ a(Vu")-Vu"S"(u")dajdt:/QS(ug)dJ:—l— 1S (u")dxdt, (32)

Q T Qr

valid for all ¢ € [0,7] and all S € C(R) such that S’ € WH>(R) satisfying
S'(0)=0

2.3.2. Estimates and limit equation. Up to a subsequence (and as a conse-
quence of the strong convergence in L'), we can assume that there exists some
functions g, f in L'(Q2) and L'(Qr) respectively such that |u?| < T, | < f
a.e. For k > 0, we define S;, by

Sk(u) = / (TkJrl — Tk)+(8)d5
| . (33)
= 300l = PTucpcnen + (1l = b= 5 ) Tenci
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Then Sy € C(R), S;, € Wh(R) S;,(0) = 0 and S} > 0 a.e. Since |u| < Sp(u),
|So] < 1 and Sp(u) < 1+ |ul for all u € R, it follows from (32) that

/Q ' (O)lde < 190 + ([l + 1Flien) (34)

for all ¢t € [0,7]. In particular, we obtain a bound independent on n on
™| Loo (0,111 (2))- Similarly, choosing S = S, for k > 0 in (32), we obtain

/ i (8)|d < / o + / F|dadt.
ON{un (t)>k+1} QN {un (t)>k} Qr{un>k}

In particular, (u") is equi-integrable in L'(Qr). We now derive a bound on
VTk(u"), k> 0. Let

Juf?

u 2
) = [ Tutodts = tocca + (Ml = 5 ) tac
0
Then 0 < Ti(u) < k|u| and, taking S = Ty, in (32) gives

/ a(Vu") - Vu' Ty (u")dzdt < k ([Tl zr@) + 11 fll2r@r)) - (35)

T

Recall that Vu™ = 0 a.e. on {u™ = k} (see Lemma 2.3), so that
VT (u") = T, (u")Vu" = Lpyn ) VU = 1pmey Vu" ae.

In particular, a(Vu™) - VI (u") = a(VT(u™)) - VI (u™) a.e. Then, using (35)
and Assumption 1, we deduce the following bounds (where C} denotes a con-
stant depending on k , but not on n):

|a(VTi(u"™)) - V(v 21 (@r) < Ck (36)

and
VT (u")[ @) < Chs [[a(VTR(u") | 1 (g < Ck- (37)

Let us now prove that (up to a subsequence), there exists v € L>(0,T; L*(2))
such that u™ — uin L'(Q7): We have already proved that (u™) is equi-integrable
on Q7 and obtained a bound on (u") in L>°(0,T; L'(Q)). Tt is therefore sufficient
to show that there exists u € L'(Qr) such that u™ — u a.e. Let us fix a functions
S, € C(R) such that S/ € W1(RR) has a compact support and S,,(u) = u for
lu] < m. By (29), we have

Sm(u™)y = div(a(Vu™) S, (u™) — a(Vu") - Vu" Sy (u”) + [0, (u™)

in the distribution sense.
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By (36) and (37), (Sy(u™),) is bounded in L¥ (0,T; W~ (Q)) + L*(Qr).
It follows that (S,,(u");) is bounded in L'(0,T;Y), Y := LY(Q) + W17 (Q).
By (34), (36) and (37), (S,,(u™)) is bounded in LP(0,T; W, (R)). Using the
injections WyP(Q) C LP(Q) (compact injection) and LP(Q) C Y, we deduce
by Aubin-Simon’s compactness theorem [34] that (.S,,(u")) is precompact in
LP(Qr). Consequently, there exists a subsequence of (S, (u™)) converging a.e. on
Qr and in LY(Q7r) to a u,, € L'(Q7). We then conclude by a diagonal argu-
ments: We obtain u” — u a.e., where u = u,, on {|u| < m}.

Since Tp(u™) converges to Ty(u) in L'(Qr), then VTy(u™) converges to
VT (u) in the sense of distributions. Thanks to the second estimate in (36), we
deduce that VT (u") converges weakly in LP(Qr) to VT (u) for all k > 0 as
n — 0o,

Let K C (0,00) be the set of points where the monotone function

[k € (0,00) — meas([Ju| < k])]

is continuous. Recall that (0,00) \ K is at most denumerable. For all k € K,
meas([|u| = k]) = 0 and 1jjynjcp) = Ljjuj<k] a.€. as n — 00,

Now, let (k™)nen be an increasing sequence of points of K such that
lim,;, 00 ™ = +00. From (37), and using a diagonal process, we claim that there
exists a subsequence (n,)4en such that, for all m € N, ol = a(VTjm(u™))
converges weakly in L” (Qr) as ¢ — +00 to some opm € L (Qr).

We have, for k € K and k™ > k, a(VT,(u")) = 1jjyra|<k)0fm, from which
we deduce that a(VTj(u™)) converges weakly in L' (Qr) to op := 1jjy<gosm
as ¢ — oo. In particular, o = 1y, <pqopm for all m > . We may define
o : Qr — RY measurable such that, for all k € K, 0}, = 1{jy|<k)o and

VikeK, a(VIi(u™)) converges to 1j, <o weakly in L7 (Qr).

To pass to the limit in (30), there remains now to study the measure p" defined
by (31). The bound (36) on a(VTy(u")) - VI (u") in L'(Q7) gives a uniform
bound on p"(K) for each compact subset K of Ur. Up to subsequence, we
can therefore suppose that (u™) converges weakly to a Radon measure p in Ur.
Note that we have then

py(E) < liminf ul (E), (38)
n—+oo
for each £ C R open. Indeed, p,(E) = p(Qr x E) < liminf, ,, . p"(Qr X E) =
liminf, . p?(E), since Q7 x E is open in Ur.
With these results of convergence at hand, we let n — 400 in (30) to obtain
the limit equation

OrXu — div(06u=g) = Xuy ® =0 + fOun=g + Ocp. (39)
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In the remaining part of this paragraph, we will show that (u, o, 1) satisfies
the conditions at infinity (20) and (23). First, by (32) with S = Sk, where Sy
is defined by (33), we have

a(Vu") - Vu"dzdt < /

/ |u6’|dx+/ | f"|dzdt.
Qrn{k<|um|<k+1} QN{|up|>k} QrNn{|un™|>k}

This is
(k4 1)+ (k= 1-k) < [ e+ | £ dad.
QN{|ug|>k} QrN{|u™|>k}

Up to a subsequence (and as a consequence of the strong convergence in L'),
there exists a function uw € L'(Qr) such that [u"| < u a.e. Recall that we also
supposed |uf| < g, |f"| < f a.e. Thus p™ satisfies the uniform estimates

(k. b+ 1)+ (k- 1) <

Qn{mo>k}

Todx + / fdxdt, (40)
Qrn{u>k}

from which we deduce by (38):

ps((k b+ 1)) + p((F = 1,-F)) < / Uodx + / fdadt.
Qn{ao>k} Qrn{u>k}

In particular, p satisfies (20).

In the nonnegative case, i.e., ug,ug > 0 a.e., f, f* > 0 a.e., the approxi-
mate solutions are nonnegative, and therefore u > 0 a.e. and p is supported in
Qr % [0, +00): Hypothesis (22) in Lemma 2.6 is satisfied. Let us show that, in-
dependently on any sign condition, Hypothesis (23) is satisfied: Let ¢ € C(Qr),
@ > 0. For k£ <0, n,m € N, and by monotonicity of a, we have

0< [ (a(VeR) ~ (V). Ve = Ve)pdade, o} = (Thyer ~ Ti)(a),
Qr
ie.,

/ (a(Vu") - V™ + a(Va™) - V) Lo (") Lo (™) ot

Qr

< / (a(Vu") - Vu" L1 1) (u") + a(Vu™) - Vu™ L1 5 (u™))pdxdt.

T

Denoting by & the right hand-side of (40) (with |k| instead of k since k < 0
here), we deduce

/ (a(Vu")-Vu"+a(Vu™)-Vu™) L1 1) (u")Lg—1,p) (") pdrdt <2e|| @]l (41)
Q

T
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with limg_,_, e = 0. Recall that I is the set of continuity points of the
monotone function [k € (0, 00) — meas([|u| < k])]. Let now (k;) be a sequence
of negative numbers such that lim;_, ., k; = —oo, for all j, k; —1,k; € K. Then
Le,—1,k) (W) = Lg;—14)(u) ae. in Qr. Take k = k; in (41). Taking the limit
n — 400, then [m — +o0] and [j — +o0], we obtain

limsup(o - Vudy—¢, © @ L,—14,)) <0,

Jj—+oo

which shows that Hypothesis (23) is satisfied.

2.3.3. Strong convergence of the gradient. We are now in position to
apply Lemma 2.6, which gives

=0 VU,

To conclude, we want to examine the weak convergence of the push-forward u
to p.. We fix a test-function ¢ € C.(Qr), ¢ > 0. We use the notations of
Section 2.2.1, in particular

Ho(A) = /A oz, )dp(z, 1,6), ¥ A€ BUr).

Then, if 1) € C.(R), we have fR Ydpug, = fUT © ® pdu", where ¢ @ ¥(z,t,&) =
o(x, ) (&) € C.(Ur), hence

[z~ [ oo vdu= [ v,
R Ur R

and we conclude that (uf,,) converges weakly to u, on R. Let k > 0. By (25)
the p, ,-measure of the boundary of [—k, k] is zero and, by weak convergence,
we obtain

pip o ([= Ky K]) = ppu([=F, K]). (42)
This identity (42) is the central result in the proof of the strong convergence of
the gradient. Indeed, by (17) and (25), (42) reads

/ a(VT,(u™)) - VTi(u")pdxdt — o - VTi(u)pdxdt (43)
T Qr
and from (43) follows the strong convergence of the gradient

VTi(u") = VTi(u) a.e. (44)

Although the argument is classical, we give the proof of the implication
(43) = (44) in Section 3.4. By (44), we have in particular o = a(Vu) a.e. on
Q1. Therefore u is solution to the level-set p.d.e. associated to Problem (1):

OrXu — div(a(Vu)dy—e) = Xuy @ O1=0 + fOu=e + Oc(a(Vu) - Vudy—g).

By Theorem 2.2, (u™) converges to u, which is a renormalized solution to (1).
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3. Completion of the proofs

3.1. Proof of Theorem 2.2. Since the vector space generated by
{e®0;0€D(Qr),0 € D(R)}

is dense in D(Ur), (10) is equivalent to: For all § € D(R),

(Orxu — div(a(Vu)du=¢), 0) D (e) D(Re) = (Xuo @ Ot=0 + fOu=g + Ocst, 0) D (re) D(Re)

in D'(Qr). By definition of u, this is equivalent to: For all § € D(R),

8tAXu9d§—div(9(u)a(Vu)): (/quoﬁdﬁ) ®01—0+0(u) f—0' (u)a(Vu)-Vu (45)

in D(Qr). The correspondence between (6) and (10) is obtained by taking 6= 5"
in (45), by the identity [ xu(£)S'(§)d§ = S(u), satisfied for all S € W>>(R)
such that S(0) = 0, and by a standard argument of density.

3.2. Proof of Lemma 2.6. Set v := 0-Vu d,—¢ (see (24) for the definition of v).
We have to check that (i, p®1) = (v, p®1) for all p € D(Qr), v € D(R). We
first suppose that ¢ = 0.0 with § € D(R), so that (i, o @ V) = —(Oept, ¢ ® 0).
By (21), (i, o ® ) = (v, o ® 1) is then equivalent to the following identity

//(/ dé)sotJr//aw //fg)g
——/0 /Q(a.vu)gpe'(u)

By use of the rule of derivation of a product of functions in W1? N L, we
obtain the equivalent, more compact form of (46):

//(/ dﬁ)%—l—/ /UV@H //fgpe o

Equation (47) can be formally deduced from the chain-rule formula and from
the equation

(46)

0= 0w — div(o) — up ® di—g — f- (48)

Let us also remark that, formally, the equation (48) can be deduced from
Equation (21) by integrating with respect to & € R. Indeed, that u(§) — 0
when & — 400 is, still at the formal level, a consequence of the condition
wi((kyk 4+ 1)) — 0 when k& — fo00. Therefore, we begin with the derivation of
an approximate form of Equation (48): Fix k > 0, let (p,), be an approximation
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of the unit on R (p, having compact support in [—%, %}), set o 1= g * Lk 1),
and define

P = () = /| o = OO o = [

l
We have v* € LP(—1,T; WyP(Q)) N L>®(Q7), vk € L>(Q) and, for [ > 0,
> 1ae, T(v") = Ti(u) in LP(—1,T; W, (Q)), vé” — up a.e.,

when k tends to +o00. Test Equation (21) against ¢(t, z)ri(€) to obtain

//U_UM+/ /avw_//fw_///ww (49)

This is the approximate form of (48). Now we want to use a kind of chain-rule
formula to obtain an approximation of (47). To this purpose, we first infer from
(49) the inequality

T
/Q | <G’w>dt\ < llglliees, (50)
T 0

where GF = —(div(or*(u)) + frf(uv)) € L¥(0,T; W=7 (Q)) + L}(Q) and
ep = p((k — 1,k +2) + p((=k — 2,—k + 1)) — 0 when k — +oo. We
then consider the following lemma.

Lemma 3.1. Let ¢ > 0, v € LP(0,T; W, ?(Q)) N LY(Q7), v € L®(Q) and
G e LP(0,T; W= (Q)) + LY (Qr) satisfy

T
[ uto = ) - / (G, @dt‘ < ello~e, (51)
0

for all o € D(Qr). Then, for all o € D(RN x (=1,T)), for all h € W1*°(R)
such that
(h(v)p)(t) =0 on 09, for a.e. t € (0,T), (52)

we have

o [ ey - /Gh dt\<||sor|m||h||m (53)
Q

The Dirichlet condition (52) makes sense since h(v)p € LP(0,T; WhP(Q)).
The proof of Lemma 3.1 is given in the following section. We apply Lemma 3.1
o (50), with ¢ € D(Q7), h(v) = 0(v) to deduce

/ /(/ df) Pt — / /ark Uk))+/OT/§2ka(u)909(vk)

< o ® 0| poek.
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By use of the Lebesgue dominated convergence theorem, we obtain (47) at
the limit & — +4o00. Recall that ¢ = 00, so that we actually proved that
O¢(pr — v) = 0. By a classical lemma in the theory of distributions, this shows
that © — v is constant with respect to &, or, more precisely, that for every
k € D(Qr) the distribution on R defined by ¢ +— (u — v, k ® 1) is represented
by a constant c,. There remains to show that ¢, = 0.

In the case of nonnegative solution, i.e., under Hypothesis (22), this is
straightforward since both p and v vanish on Q7 x (—00,0)¢. In the general
case, i.e., under Hypothesis (23), we show that v actually satisfies the following
conditions at infinity: For all non-negative ¢ € C.(Q7),

limsup(v, ¢ ® 1g—14)) >0, liminf(r, ¢ ® 1g_1)) < 0. (54)
k——oc0 k——o0
Since ¢, = (1t — v, K@ L(k_1,)) for all k, it follows then from (20) that ¢, is both
non-negative and non-positive, i.e., ¢, = 0.

To prove (54), we first observe that it is sufficient to obtain (54) for regular

test-functions ¢ in the multiplicative form

oz, t) = p1(t)pa(x), 1€ Ccl(—l,T)7 P2 € CE(Q)v p; > 0.

We then apply Lemma 3.1 to Equation (49) with o(z,t) = ¢1(t)]|¥2] o,
h(v) = (Tyy+1 — Tyy)~(v), I < 0 (observe that h € W'*°(R), and h(0) = 0
so that (52) is satisfied) and let & — 400 to obtain Equation (47) as above
with ¢ = ¢1(t)[[¢2(|, L€,

/OT/Q(U'V“)%@)Hw!lool(l_l’l) (u)

:AZ(L}ﬂl+1—TZ|)(€)d5) ¢3(t)|’¢2|\m+AZf¢1(t)\I@z!loo(TuH—T”)(u)dg,

Relabel [ by k£ and take the limit & — —o0 to obtain

Jim (v @[ @alloc @ Lgem1p)) = 0. (55)

Since +¢+¢1 /2]l € C(Qr) is nonnegative, we also have, by (23): lim infj_,
(v, (£¢ + @1]l92]loc) ® Lg—1,k)) < 0. This, combined with (55), gives (54).

3.3. Proof of Lemma 3.1. It is a variation on the proof of [17, Lemma 4.3]
([17, Lemma 4.3] corresponds to the case € = 0).

Step 1. Suppose that vy additionally satisfies vy € I/VO1 P(Q). For t < 0, set
v(t) = wvy. Also first suppose h is non-increasing and ¢ nonnegative or h is
non-decreasing and ¢ non-positive. We have

T T
“lelme < [ [ lo—w) = [ Gt <lplme (560
0 0
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for all ¢ € D(Qr) and thus, by regularity of v, G, for all ¢ satisfying ¢ €
LP(=1,T; WP () N L®(Qr) and ¢; € L (Qr). To use the function h(v) as a
test-function in (56), we have first to regularize its dependence on ¢: For fixed
¢ € DY(Qr) and for n > 0 small enough (such that supp(y) C Qx(—1,7—2n)),

we set ¢ := ph(v),
1 t
Gy (1) — —/ ((z,s)ds
n t—n
In (56), this gives

/0T<G, Gprdt < [l pee|[hl[ L +/0T/52(g0,7)t(v — )

— lplle 1l e + / / L¢taty = Clant — ) (0 — o) (o, t)drdt
= ol N1l g + / / ot + 0))C(a, £)dudt
= |l ||h]| Loee +// —u(t+n))h(v(t))e(t)dzdt.

Since h is non-increasing and ¢ nonnegative or h is non-decreasing and ¢ non-
positive, we have the inequality
v(t4n)

(0(t) — o(t + m)h(u(t)p(t) < /@ W(r)dro(t), t<T,

hence

/ (G, Gpdt < ||90||L00||h||L005+// /v(t-i-ﬂ
~lpll=litlime + | [ ot = ot - ) /v:(t)h(r)dr_

At the limit n — 0, a first inequality is obtained

T T u(t)
/ (G b))t < o]l e + / / o /
0 0 Q V0

By use of (,: (z,t) = % tt+n

way the second inequality

/ (G, h(@)p)dt > —[ple ] e + / Lo /

which gives (53). In case h is non-decreasing and ¢ nonnegative or h is non-
increasing and ¢ non-positive, proceed similarly (just exchanging the order of
the different time-regularizations) to prove (53), then decompose h as the sum
of two monotone functions and ¢ as the sum of two signed functions to deduce
the result in the general case.

((x, s)ds as a test-function, we derive in a similar
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Step 2. In the general case where vy € L>(Q), regularize vy by vf, v € Wol’p(Q),
lvo — 0§ || 1) < +. Observe that, from (51), we deduce

/OT/QgOt(U—’Ug>_/OT<G,Qp>dt' < Il (H%)_

T v T
Jo o e M€Y~ [T h(w)@)t] < ol o e (e 4 1),
then pass to the limit n — +o00 to achieve the proof of Lemma 3.1.

Apply Step 1 to get

3.4. Proof of the strong convergence of the gradient. We start from (43)
and prove the strong convergence of the gradient by the arguments of Minty,
Browder and Leray, Lions [16,24,28]. Let ¢ € C.(2 x (0,7)), ¢ > 0 be given.
Consider the sum

/Q (a(VT(u") — a(VTi(u))) - (VTE(u™) — VTi(u))pdzdt. (57)

We develop the product in this last term. The result (43) yields precisely
the convergence of the term fQT a(VTi(u")) - VT (u™)dzdt. The other terms,
which are linear with respect to VTi(u") or a(VTg(u")), converge by weak
convergence. At the limit n — +o0o in (57), we obtain

l_lgl (a(VT(u")) — a(VT(u))) - (VT (u") — VTi(u))pdzdt = 0.
T JQr

Since F, := (a(VT(u™))—a(VT(u)))- (VT (u™) —VTi(u))p is nonnegative (by
monotonicity of a), this shows that F,, — 0 in L'(Q7). A subsequence of (F},)
(still denoted (F,)) therefore converges to 0 on a set A of full measure in Q7.
Let (z,t) € A and let ¢ be an adherence value of (VT (u")) in R". Without loss
of generality, we can suppose that ¢(z,t) > 0. The vector ¢ has finite-valued
components as a consequence of the growth of a(VTy(u")) - VIi(u"™), which
gives

(VT (u™)(z, )P = CIVT(u")(z, 1)) p(z, t) < Fo(z,t) — 0.
At the limit n — +o0 in F,(x,t) — 0, we thus obtain

(a(g) — a(VTi(u)(x,1))) - (¢ = VTi(u)(z,1))p(z,t) = 0.

By strict monotonicity of the flux a, ¢ = VT (u)(x,t). Thus (VT (u")(x,t))
has only one possible adherence value and is therefore convergent: V7Tj(u") —
VTi(u) a.e. on Qp. Together with the uniform bound on VT (u") in LP(Qr),
this shows the strong convergence of VT (u™) to VI (u) in any L™ (Qr), r < p.
Similarly, a(VT;(u")) converges to a(V1y(u)) a.e. and in L' (Qr), r < p'. In
particular, 0 = a(Vu) a.e.

To conclude, notice that we can recover the strong convergence VT (u") —
VTi(u) in LY (Qr). To this purpose we will use the following lemma.

loc
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Lemma 3.2 (Variation on the dominated convergence). Let (X, A, pu) be a
measure space, let w,v: X — R be some measurable functions and let (vy,),
(wy) be some sequences in L'(X) such that |w,| < v, w, — w a.e., v, — v
a.e. and [ vpdp — [ vdp. Then w, — w in L'(X).

Let K be compact subset of Q7. By the weak convergence of (a(VT}(u")))
and (VTg(u")) to a(VTg(u)) and VT (u) respectively, and by the convergence

in LK), (a(VT(u™)) - VT;.(u")) converges to a(VTj(u)) - VT (u)) in L'(K)-
weak. We also have a(VTy(u™)) - VT (u") = a(VTi(w)) - VTi(u) a.e. in K. By
Lemma 3.2 applied to v, = w, = a(VT(u")) - VI}(u"), it follows that

a(VTp(u™)) - VT (u") = a(VTi(u)) - VTi(u) in L'(K).
Then, by Hypothesis (2a), @, := |VTi(u™) — VT (u)|? is dominated by
Uy i= 220" (a(VTi(u™)) - VT(u™) + a(VTi(u)) - VT (u)).

Since w,, — 0 a.e. in K, using again Lemma 3.2, we obtain the strong conver-
gence VI (u") — VTi(u) in LP(K).

Proof of Lemma 3.2. By Fatou’s lemma w,v € L'(X). By applying Fatou’s
lemma also to the non-negative function v,, + |w| — |w — w,|, we obtain

/ (0 + lwl)du < / (v + |e])dp — lim sup / [ — wn|dp,
X X X

n—-+0oo
ie., w, = win L'(X). O

Remark 3.3 (Minty’s trick). As announced in the introduction, we study Prob-
lem (1) as a prototype of more elaborated parabolic equations with L! data,
in particular problems of the type of (1) where a depends also on u, or Prob-
lem (58) below, and for this last class of problems, the proof of the strong
convergence VT (u") — VT (u) in LP is necessary in the proof of existence by
approximation. Consequently, it appears to be necessary to do the hypothesis
of strict monotonicity (2c). However, let us emphasize here that, for the special
case of Problem (1), this hypothesis can be relaxed to the mere monotony of a:

(a(X)—a(Y))- (X -Y)>0, VX, YcR"

Indeed, since a is continuous, a is then maximal monotone; let us recall the
proof of this fact: If X, W € RY and 0 < (W —a(Y))- (X —Y), forall Y € RY,
then by taking Y = X +¢Z, ¢ # 0, Z € RY, and by dividing by &, we obtain

0< —sgn(e)(W —a(X +¢c2))- Z.
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At the limit & — 0, this gives 0 = (W — a(X)) - Z for all Z € RY, hence
W = a(X). Now we come back to (57) (What follows is the Minty’s trick [28]).
Instead of (57), we write that fQ a(VT,(u™))—a(X))- (VI (u™)—X)pdzdt > 0,
for all X € RY. At the limit n — +o0, by (43) and weak convergence, we obtain

/ (or —a(X)) - (VIi(u) = X)pdxdt > 0, 0y = 01y <k

Since ¢ is arbitrary, it follows that (op — a(X)) - (VTk(u) — X) = 0 a.e. in
Qr, hence o, = a(VTi(u)) a.e. in Qr since a is maximal monotone. This
identification is then sufficient (cf. (39)) to conclude that u is a renormalized
solution to (1).

4. Parabolic equation with a term with natural growth

In this section, we briefly indicate how to adapt the arguments and proofs given
above to solve the question of the strong convergence of the gradient (and,
therefore, prove the existence of a renormalized solution) in the approximation
by regularization and truncation of the following problem:

—div(a(Vu)) +v(w)|VulP = f in Qx (0,7 (58a)
u=1wup on ) x {0} (58b)
u=0 onX. (58¢)

We keep the same assumptions on a and on the data: Assumptions 1 and 2.
The function v € C(R) is supposed to satisfies the sign condition

uy(u) >0, YuelR

This sign condition ensures a priori estimates for the additional term ~y(u)|VulP,
with a bound in L'(Qr). More generally, we may consider a term ~(u)|Vul|"
with a power r € [1, p|, instead of the term ~y(u)|VulP.

Numerous works have been devoted to the study of Problem (58) (or to
its elliptic version). Let us cite in particular [9,10,14,15,30,33] and references
therein.

In case p = 2, a = Id, there is a change of variables that transforms the
equation in a classical heat equation:

—Av=yg, v= / e livde, g = fe ki
0
It is this change of variables that we will adapt to the nonlinear case by use of

the kinetic formulation (or level-set PDE).
A renormalized solution to (58) is defined as follows.
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Definition 4.1. A function v € L*(0,7T;L'(Q)) is a renormalized solution
to (58) if

Ti(u) € LP(0, T; W5 (), V¥ k>0,
and, for every function S € W2°°(R) such that S’ has compact support and
S(0) =0,
S(u);—div(S(u)a(Vu))+S(u)y(u)| VulP = S(ug) @—o+ S (u) f —S"(u)a(Vu)-Vu
and

lim a(Vu) - Vudzdt = 0.

k=t Jorn{k<u<k+1}
We can also use directly the level-set PDE and define a renormalized so-

lution to (58) as a function u € L*>°(0,T; L'(Q)) having the regularity of the
truncates Ty, (u) € LP(0,T; W, *(Q)), ¥V k > 0, which satisfies the equation:

Oixu — div(a(Vu)du=¢) +7(&)[VulPdu=e = Xuo @ di=0 + fOu=¢ + eyt

where p = a(Vu) - Vud,— satisfies the condition at infinity limy_,4.
wi((k,k+1)) =0,

We now explain how to prove the existence of a renormalized solution to
Problem (58). For the sake of simplicity, we will suppose that the solution has
a sign: We assume

up > 0a.e. and f>0a.e.

Step 1. (Approximation) Let (uy) and (f™) be some nonnegative approximating
sequences of, respectively, uy and f in, respectively, L'(Q) and L'(Q x (0,7))
such that u € LP N L2(Q), f» € LP(Q x (0,T)). For each n, the problem

uy — div(a(Vu™)) +y(u™)|Vu"|P = f* in Q x (0,7) (59a)
u” =wuy on Q x {0} (59Db)
u"=0 on?, (59¢

n

has a unique solution u™ in the space Wr defined in (27), (28). The function u
is a weak solution to (59), hence a renormalized solution and therefore satisfies
the equation

Opxur —div(a(Vu")dun—) +7(§) [V [POun—¢ = Xup @i=0+ f"Oun—g+ 0", (60)
where p™ is defined by p™ := a(Vu™) - Vu™yn_e.
Step 2. (Estimates) As in Section 2.3.2, we show that, up to a subsequence,
u, = u € L=(0,T7;LY(Q)) in L'(Qr), a(VIr(u")) = oljy<k, k € K and
u" — pu weakly. We also prove, by the same technique as in Section 2.3.2; the

conditions at infinity
lim g, ((k, k+1)) = 0. (61)
k—4o0

Since u™ > 0 a.e., we also have u > 0 a.e. and p is supported in Q7 x [0, +00).
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Step 3. (Limit of the equation) To pass to the limit of Equation (60), there is
a difficulty in the fact that the term ~(§)|Vu™[Pd,n—¢ is uniformly bounded in
L' and that no stronger a priori bound is available. We define

1 € .
B Ef07 if&>0
F+<£>_{—%f£7 if € < 0.

The function I'; is continuous, not C*, on R, but a step of regularization shows
that we have

A Ty — div(e T+ O a(Vu™) S yn—e)

— €_F+(€)(Xug ® Gp—o 4 fMOun—e) + 55(6—1%(5)#“) +R,
where R := v(&)e ™ O (@ Mesg + B o)™ — |Vu|Pdun—c} (observe that
the function & — v(§)(a " 1e=0 + 87 1¢<o) is continuous since v(0) = 0). Since

pr = a(Vu") - Vu"yn—¢, the Hypotheses (2a) and (2b) on the flux a ensure
that R > 0 and, therefore, that

O™+ O X — div(e T+ O a(Vu")dune)

62
> 67F+(£)(Xu8 ® O + f"5un:§) + a§<€*F+(£)M ). (62)
Similarly, we define
1 (¢ :
= tE>0
r ()= {5{0 Lo
T a fg v oitE<
and show the inequality
D "=y — div(e = a(Vu™)dyn—e)
T r (63)
<e -(&) (Xug (9 5,5:0 + f"éunzg) + a§<€ _(§)un)
It is then possible to pass to the limit n — +o0 in (62) and (63) to obtain
e T+ &y, — div(e_r+(§)a5u:§)
—I'+(9) T4 (€) (64)
Z et (Xuo ® 575:0 + féuzf) + a&(e * u),
and
e T-Ey ., — div(e "-©g5,_
t X ( ¢) (65)

< e O (xuy @ im0 + [Ouce) + Oc(eT-Op)

What information do we extract from (64) and (65)? At a formal level, we can
do the following computations: Sum each inequality with respect to £ € R and
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use the condition at infinity (61) to obtain the (formal) weak equations
0 [ e O — div(e T o) 2 [ T d @ dig e T
R R
0, / e -y, de — div(e’r‘(“)a) < / e’F’(f)xuOdﬁ Qg+ e -7,
R R
Multiply the first inequality by e!+©&-T-(©§,_. and the second inequality by
e T+E+-©)§,_¢ to obtain (still after formal computations)
Oe "=, — div(e O a(Vu)dyu—¢)
> 671—‘_(5) (Xuo ® 5t=0 + f(suzﬁ) — 671—‘_(5)0' : vauzﬁ;

and

atefr-k(i)xu — djv(efr‘k(g)a(su:g)
< €_F+(§)<Xuo ® d¢—o + f5u:§) - 6_F+(€)0- ' V(su:g'

At last, use the identity e T+ 0.V, = (e T=E)v), where v := 0-Vu §,—¢,
(this is also a very formal identity) to obtain

Ae "=, — div(e T a(Vu)d,—c)

66
> e (Xup @ Gimo + fOuze) + De(e™ =), (90)
and
e T+, — div(e_r+(§)05u:§)
. . (67)
<e +(€)(Xu0 ® Oreo 4 fOue) + Oc(e” +(£),/).
Come back to the starting point (64), (65) to deduce the inequalities
Oe(e ™+ O) < O(eTHO), O(eT-O) < (e T-Op). (69)

Assume for the moment that (68) is satisfied in D'(Ur). A test-function ¢ €
Dt (Qr) being fixed, we consider the distributions on R defined by

o ¥ (Lo @), Vi b= (Ve ®Y).
They satisfy the inequalities
Oe(e™ Op,) < (e Ow,), Oele™ ) < (e Op,)

in D'(R). Consider the first of these inequalities. Since p, = v, = 0 on (—00,0),
we have e 1+, < e T+®y  in D'(R). Similarly, using the second inequality,
we obtain e -y, > e T-©y, and conclude that p, = v,. This being true
for every ¢ € DT (Qr), we have the desired result p = v.
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Step 4. (Strong convergence of the gradient) The identity p = v is the key
point in the proof of the strong convergence of the gradient. Once this has
been proved, we proceed as in Paragraph 2.3.3. We prove in particular that
VT (u") = VT (u) in LV (Qr), and this allows to pass to the limit in Equa-
tion (60) to obtain

O Xu—div(a(Vu)du—e) +7(&)|VulPduee = Xuy @0t—0+ fOuze+0e(a(Vu)-Vudy—¢),

i.e., the fact that u is a renormalized solution.

Step 5. (Rigorous proof of (68)) This is a variation on the proof of Lemma 2.6
given in Section 3.2. Let us explain the main arguments. Introduce oy :=
P * Lk g41), and define rk = rF(u) = fliT oy, and

b [ re© S A
o /R e T O, (O)ral(E)de, o /R Yoo () (€)E.

Set also 7F = e T+Wyrk and

/e_F+(€)Xu(f)d€7 Vo ;:/e—F+(§)XUO(§)d§.
R R

We have v* € LP(—1,T; Wol’p(Q)) N L‘X’(QT), vk € L®(Q) and T(v*) — T;(v)
in LP(—1,T; W, *(Q)) (I > 0) vo — vg, ¥ — 1 a.e. when k tends to +o00. Test
Equation 64) against ¢(t, )k (¢) (with ¢ € DT(Q7)), to obtain

//v—vogot—i—//anpr—//f(pr>///gpe P+ yedp.

We deduce the inequality fQT i (vF — vf) fo (G, o)dt < ||l per,
where G* = —(div(o7*(u)) + fi*(u)) € LY (0,T; W~ 11”((2)) + LY(Q) and
er = ps((k — 1,k +2)) — 0 when & — 4o00. The analogue of Lemma 3.1
then shows that, for every h € W1°°(R), v* satisfies the following inequality:

vk
/ o /h Oydc — / £, oh(F))dt < ||l o ]|
T Vg

Taking h with compajgt support, we obtain at the limit k& — +oo the inequality
Jo, #i [ MQdC = [ (G ph(v))dt <0, ie.,

/ o / “h(O)dC [ T Vgt + / e+ fioh(v) < 0. (69)

T

(VN

We then fix § € D(R) and apply (69) with

I3
hC) = e-“*-”)w““”e(cb—l<c>>, o(€) = /
0

in such a way that [’ h(C)d¢ = [ e7"-©0(¢)dg, h(v) = e~ T==T)Wg(u), to
obtain the weak form of (66). Slmllarly, we prove (67). As explained in Step 3,
these two inequalities combined with (64) and (65) imply (68).
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