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Sobolev Theorems for Cusp Manifolds
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Abstract. In the past, we established a module structure theorem for Sobolev
spaces on open manifolds with bounded curvature and positive injectivity radius
Tinj(M) = infzenr minj(2) > 0. The assumption rinj(M) > 0 was essential in the proof.
But, manifolds (M™,g) with vol(M",g) < oo have been excluded. An extension
of our former results to the case vol(M™,g) < oo seems to be hopeless. In this
paper, we show that certain Sobolev embedding theorems and a (generalized) module
structure theorem are valid in weighted spaces with the weight {(x) = rinj(z)™" or

{(x) = vol(Bi(x)) .
Keywords. Weighted Sobolev spaces, open manifolds, injectivity radius, finite vol-
ume, embedding theorems
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1. Introduction

For open manifolds, we developed in [2-5] Sobolev uniform structures to in-
troduce canonical intrinsic Sobolev topologies for geometric objects like Rie-
mannian metrics, connections or spaces of mappings. To the generalized arc
components we attached features like spectral properties or in certain cases
characteristic numbers. All these constructions have been performed under the
assumption of bounded geometry, i.e. bounded curvature up to a certain degree
and injectivity radius 7, = inf, 7i,i(2) > 0. The reason for this permanent as-
sumption was the frequent use of certain Sobolev embedding theorems, and, as
an absolutely essential tool, module structure theorems for Sobolev spaces. To
prove these theorems, we used bounded geometry.

Unfortunately, a large class of manifolds is excluded, namely manifolds with
finite volume or ri,; = inf, rip;(x) = 0, which appear, e.g., as locally symmetric
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spaces of finite volume in a very natural manner. The first main task to extend
our theory of Sobolev uniform structures to open manifolds with vol(M) < oo
or Tipj = 0, is to reestablish the corresponding Sobolev embedding theorems and
module structure theorems for these classes of manifolds. But we see no chance
to do that. The assumption ry,; > 0 was essential in all proofs. As already
indicated in [5, p. 18], a suitable approach could be to work with weighted
Sobolev spaces. This is the content of this paper.

The paper is organized as follows. In Section 2, we start with a brief
discussion of weighted Sobolev spaces and the fundamental behaviour of the
injectivity radius at the ends. Then we establish our first embedding theo-
rem concerning the embedding of sections of weighted spaces into the space
of bounded C™-sections. This is Theorem 2.11. Here we assume bounded
sectional curvature and use the weight £(z) = max{1, ri;(z) "}. In concrete
cases, it could be difficult to calculate the continuous function z — riy(x).
Therefore we propose to work also with general estimates for the injectivity
radius, e.g. ripg(z) > C(p)e~ = DVEd@D) and ¢(z) = P, § = n(n — 1)VK,
py(z) = dist(z,y). Fortunately, an embedding theorem “weighted Sobolev
space —> (C™-sections” remains valid. This is Theorem 2.12. The key for
module structure theorems for weighted Sobolev spaces is the so called scale of
embeddings. We establish this scale for arbitrary weights, excluded the initial
step. This are Theorems 2.16-2.18. According to [7,8], the initial step in the
unweighted case is valid if and only if inf,¢ s vol(By(z)) > 0.

We see that in our case vol(M) < oo or riyj(M) = 0 for at least one end of
M the weighted scale of embeddings fails. Hence we must work with weighted
Sobolev spaces. The final Section 3 is devoted to this task. Fortunately, the
initial step of the scale of embeddings has been established already in [10],
and in an elaborated version by Hebey in [8]. The used weight is {(z) =
v(z) = m. After that we are able to establish our module structure
theorem for the weight m. Using our scale of embeddings and Holder
inequality for the weighted measure du, = mdvolm(g), the proof of our
main Theorem 3.6 reduces to the solution of the system (38). This main theorem
is not a module structure theorem as in [6] or in a pure algebraic sense. The
multiplication of a Sobolev function with Sobolev sections of a vector bundle
transforms these sections into a weighted Sobolev space of lower Sobolev index.
This is expressed by the last two equations in (38). Important, our system (38)
has many nontrivial solutions. Unfortunately, the weights &(z) = riy;(2)™™ and
v(x) = m do not give equivalent weighted Sobolev spaces.

In a forthcoming paper, we apply our results to the introduction, discussion
and application of uniform Sobolev structures as in [2-5].
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2. Weighted Sobolev spaces

We consider a Riemannian vector bundle £ = ((E, h, V) — (

open and complete. Then we set for p > 1, r >0, m > 0,

Qf(E)E{soeC‘”< Nplpr = / sz Lavol.(9))” <

7)), o) = O}

OP"(E) = {¢ a distributional section of E with |¢|,, < oo},

WUE) = {90 € C=(E) :"|p| = Z Sgﬂgwi% < oo} :

bmo(E) = 5(B) ' = {p € C™(B) : ™| < oo},

M™,g)), (M",g)

Then, Q" (E) C 0" (E) C QP (E), ¥™Q(E) are Banach spaces, for p = 2

Hilbert spaces. If (M", g) satisfies the conditions (I) and (By),

Tinj<Mn, g) = xlél]f/[ Tinj (ZE) > O,
|sectional curvature K| < C,

then one has for r > % + m a continuous embedding
Q"(E) — *™Q(E).

If (M"™, g) and E satisfy additionally

IVIRI| < C;, 0<i<K,

IVIRF|<D;, 0<i<k,
then

Pr(E) =" (B) = P7(B) forr < k+2.

A second Sobolev embedding theorem is given by

Proposition 2.1. Assume
n n
kzra T__ZS__a T257 qu
p q

and (1), (B,(M.g)), (B,(E)). Then

P (B) — Q% (B).

(Br(M, g))
(Bi(E))
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Proof. We refer to [5,6] for the proof. O

With the help of (1), (3) we proved in [6] our module structure theorem
for Sobolev spaces which asserts that under certain (lengthy) conditions for p,
1, P2, T2, P, T, K, (BL(M,g)), (B.(EF)) and (I), the tensor product of sections
defines a continuous bilinear map

Qpl’rl(El, Vl) X QPQ’TQ(EQ, VQ) — Qp’r(El & E — 2, Vl & VQ) (5)

Unfortunately, (5) is for cusp manifolds with (highly enough) bounded curvature
not available since (1) and (4) fail. But the constant C' in (1) for m = 0,

lo(@)] < Clelpr, (6)

behaves like

n n

c=C (K,n,p, T, ij(x)_5> =0 (ij(x)_5> (7)
which can be really considered as a constant if r;,;(M) > 0. For cusp manifolds,
rinj(z) =0 as x — oo. (8)

Hence the constant in (6) grows and grows if x approaches infinity, and we can-
not have a continuous embedding theorem (1). The way out could be weighted
Sobolev spaces with a weight ~ 7,;(2)™". This is our main idea. Before consid-
ering special geometric weights, we briefly introduce general weighted spaces.
Let E = ((E,h,V) — (M",g)) be a Hermitean vector bundle, £ a measur-
able section of End(E) with values in the pointwise endomorphisms such that £
is locally bounded from above and is locally strictly positive. & extends to

(T*)®'® @7 E. Set
Lye(E) = {¢ € Lyioc(E) : £ € L(E)}

with ) )
|80|p,§ = |§;SO|LP = |5590|p'

We restrict here to weights £, £(x)(e) = £(z) - e. We now define for an arbitrary
weight &(x) = &£()- € L joc, £ > 0,

() = {so € C(B): el i= ([ S s@IVipavol(9)” < oo} ,

P = 7\ ‘p,ﬂ ° p.r e |p,r,
Q(E) = (E) "™, Q¢ (B)=Cx(E) ",
QP"(E) = {¢ : ¢ a distributional section with|p|, ¢ < co}.
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In our applications below, £(z) will be a negative power of ri,;(z) or a certain
estimate for this. Therefore we must discuss same properties of the function

Tinj (I) .
We consider open complete manifolds (M", g) with bounded curvature Ky,
| K| < K, with finitely many ends e1, . .., €5. Each of these is automatically iso-

lated, i.e. there exists for any ,, a neighborhood U (e,) which is not a neighbor-
hood of any other end. Consider such an U(e,). Then either inf ey (o) rinj(@) =
0 or inf,ep(e,) Tinj(x) > 0. This property is independent of U(e,) and a property
of , alone, i.e. either 7i,i(e,) = 0 or rip;(e,) > 0. Analogous considerations lead
to the alternative 7i,;(e,) < 00 or 7iy(e,) = 0o, which means that for U(e,)
sufficiently near to infinity for all € U(e,) there holds r;,;(z) = co. An exam-
ple is the hyperbolic space. Finally, sup,c (., ) rinj(z) = 0o is an invariant of ¢,
too, and in this case we write sup 7i,i(e,) = 00.

Remark 2.2. It can happen, even in the case (By), that ri(e,) = 0 and
SUPzeu(e) Tinj (z) = o0.
Lemma 2.3. Suppose (M",g) open, complete, satisfying (Bg) and let € be an
isolated end of M, U(e) a neighborhood of € alone.

1. If vol(E) < oo then rinj(e) = 0.

2. inf ey vol(Bi(x)) = 0 if and only if riyj(e) = 0.

Proof. The Case 1 is absolutely trivial.
For the Case 2 we start with the standard Bishop-Guenther-Gromov volume

estimates. Let z € M, r < min {rinj (x), ﬁ} Then

%/Or (%)nldt < vol(B,(z)) < izr; /OT <%>nldt.

2
Suppose inf,cp) vol(Bi(z)) = 0 and inf ey rinj(2) = rinj(e) = o > 0. If
19 < 1, then

] /io sintv K
L Y LI
0

el N )nldt < vol(B;, () < vol(By(z)) (9)

for all x € U(e). If 49 > 1, choose 0 < 1y < min {1,2’0, ﬁ} and one gets

e /TO sintv K
o [ (R
0

r(5) VE

2
for all x € U(e), i.e. in any case a contradiction. For the converse direction we
recall [1, Theorem 4.7]. O

)nldt < vol(B, () < vol(Bi(z)) (10
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Proposition 2.4. Let (M",g) be open, complete with H < Ky < K. Let
p = dist(p,x) and fix r, ro, s with ro + 2s < \/L?, ro < ﬁ?, where in the case
K <0, rog 4+ 2s, g can be arbitrary, i.e. we set in the case K < 0, \/% = 00.
Then

To 1
Tinj(2) > 5 VE E (11)
rots ptT
L+ S8, v

Moreover, if r +s < p, then

1
Fni(2) > —— . (12)
L+ vol(ng:r(Sp)) (V;?Ij—?“ - ‘/plir)

Here V¥ = vol(B(z)), B (z) C H-space form. If now lim,, e inj(2,)
then necessarily for fixed r, rg, s, p

‘/’f'l(;]'f‘s (VH

vol(B,(p,)) " "

i.e. vol(B,(p,)) — 0T as p, — oc. O

H
—V,,) =00 asp, — oo,

Remark 2.5. It is very easy to construct ends € with bounded curvature,
vol(e) = oo, ripj(e) = 0.

Preparing our first embedding theorem, we must still introduce some notions
and estimates. Set

Finj(2) 1= min {rinj (x), ﬁ} (13)

Lemma 2.6. There exists a constant C' > 0, depending on K, such that for all
r,pEe M

Fing(2) > Cigi(p)e™ " DVEAE),
Corollary 2.7. Given p € M, there exists a constant C' = C(p) > 0 such that
Fing () > Cle—(n—DVKd(z.p)

Lemma 2.8. There exists a constant C' = C(K) such that for each x,y € M
we have the inequality

_<n_1)7T d(l‘,y)} (14>

Tinj(y) > Cfinj(l')eXp{ D P (2)
inj
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Lemmas 2.6, 2.8 and Corollary 2.7 are [9, Lemmas 2.3-2.5] and we refer to
9] for the proofs. The key to the proofs are the standard volume comparison
theorems and (9), (10).

The main point of these lemmas is the maximal decrease/increase of the
injectivity radius.

Proposition 2.9. Let (M", g) be open, complete with H < Ky < K. € an end
of M™ with rin;(e) =0, U(e) a neighborhood of €. Denote

IG@mgﬁ):{zeU@%rm@%<u$F}.

Then there exists a > 0 such that for all z € I(s, ﬁ)

sup  Tinj(z) > arpi(z). (15)
zeBrinj(z)(z)

Proof. riuj(e) = 0 implies (5, ﬁ) is not empty and Fipj(x) = rip(x) for
x el 5,%). Suppose (15) is wrong. Then there exist sequences (z,),
(2,) = o0 in I(&?, #f),

T, € Bz (20) and  rigi(x,) > vring(2,). (16)
We set y = z,, x = x,, in (16) and obtain

%n—Dﬂﬂ%wﬁ}‘

Tinj(20) > Tinj (2, )exp {

12 Tinj (x,)
But p .
(Zzn-ry> < Tinj(zy) < 0,
Tinj(Ty) — rimj(xy) v
—(n—1)m d(zy,z,) 3 4
1> exp{ 15 — > 7 grinj(z,,) > (), v >,
which contradicts (16). O

Remark 2.10. 1. It is possible (and standard) to prove Proposition 2.9 by
means of convexity considerations.

™

2. If vol(e) < oo then one can assume I(e, ﬁ) = Ul(e) and rinj(2) < 5oz
for all z € U(e).

Now we are able to prove our first embedding theorem.
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Theorem 2.11 (First embedding theorem). Let £ = ((E,h,V) — (M",g))
be a Riemannian vector bundle, (M", g) being open, complete, H < Ky < K,
with finitely many ends €1, €, . ... Suppose, at least for one end e, riy;(e) = 0.
Let

&(x) = max {1, rinj(:p)_"}. (17)
Then, for r > % -+ m, there exists a continuous embedding
Q’g’r(E) — bMQ(E). (18)

Proof. According to our choice of &, Q¢"(E) C QP7(E). We start with r > 2
and suppose

p e QT (E)NC™.

Then, according to [5, p. 16-18],

T

plza(X [

=0 BTinj(Z)(Z

hSA

[V'¢(@)lzdvola(o))

=a(X T el ()

<o (Y

v€By,50(2)

RS

§(@)V () 2dvol.(g))

=0 BTinj(Z)(z)
_1
=Cy sup max{l,rmj(x)’”} z

TED,. (z)(z)

inj
r . 1
(X[ cwlviewhili)’
=0 BTinj(Z>(Z)

=Cy sup  min {1,y (x)%} ( Z / f(x)\vigp(x)\gdvolx(g» %

TE€By i (=) (2) i=0 ¥ Briy () (2)

Let ze M™\ U U(e,). Then

vol(es) <00

02202(n7p7HaK7<rinj U )),,)

vol(eg ) <oo

and

C, sup min {1,rinj (x)%} < (s, (19)

xeBrinj (2) (Z)
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C; independent of z. If z € U(e), where riy;(e) = 0, then

n

Co = Co (mp. H K. rig(2) ) = O (rig(2) )

for z = oo in I(e ) But in this case

! 12%
CQ sup min {1, Tinj (I)%} < Cg min {1, CLT’mj(Z)%} < 04, (20)

meBrinj (2) (2)

C, independent of z.

Altogether, we obtain |(10(Z)’ < C‘SO‘BT. () ()P < C‘@’p,r,& Le. Wl 1s
inj
bounded by C|(,0|p77n7§.

The remaining part are standard arguments. If ¢ € Q" (E), p, — ¢ w.r.t.
| lpre; ©u smooth, then o, — ¢ wr.t. b|| = 9| ¢ is C° Applying this to
V...,V ™y, yields the assertion. O]

Examples of open manifolds as above are manifolds of the type I'\G/K =
locally symmetric manifolds of finite volume, or, a little more general

M:MOUU(gl)U"'UU(ES)7

where ¢, are the cusps = ends (with finite volume) of some I' \G/ K.

The choice of the weight 7i,;(z) ™" is in a certain sense the upper limit of the
set of weights if one wants to have an embedding theorem as Theorem 2.11. For
practical calculations this choice is relatively inconvenient, since the calculation
of the injectivity radius riy;(x) can be very difficult. Much more convenient is
to work with an estimate for the injectivity radius. An example for such an
estimate is given by inequality of Lemma 2.6, Corollary 2.7.. If vol(g) < oo,
then for U(e) far enough from a “central” compactum

Tinj(2) = rinj(2) for x € U(e), ripj(x) > Ce~(r=DVEKd@p), (21)

If rinj(e) > 0, i.e. ripj(x) > ¢ > 0 for all z € U(e), then the estimate (21)
is much to crude and does not reflect any actual behaviour of the injectivity
radius. On the other side, for open complete (M™", g) with only such ends we
have already well established embedding and module structure theorems. The
weight is, e.g., simply £(z) = 1. Finally, in the mixed case riyj(¢) = 0 but
vol(g) = oo, the actual behaviour of the injectivity radius can be very far from
exponential decay and we should work with the choice of (17).



398 J. Eichhorn and C. Wang

We summarize, in the case of bounded curvature there are for an end ¢
exactly three alternatives.

Tinj(€) >0 and hence vol(e) = oo, (22)
vol(e) < oo and hence 7i,5(z) = 0 as x — oo, (23)
Tinj(€) =0 and vol(e) = 0o (24)

The case (22) is already settled. We are concerned with (23) and (24) and
establish in the case (23) a first embedding theorem for the weighted spaces
with the weight &(z) = Cen(=DVEd@p)  For simplicity &(z) = ¢%v, y fixed,
6 =n(n — 1)VK, p,(z) = d(z,y). Then there are defined

1
r P
|Plprg = [@lproy = (/Z ‘vz(pmeépdele(g)) ’
i=0
QP

255 E) = {0 € C¥(B) : ¢y < 00},

By (B) =

7,0,y

(E>‘ ‘P,'r',é,y’ gozg’T(E) — CSO(E)l |p,7‘,6,y

Y

Q5 (E) = {gp . ¢ distributional section with @[, s, < oo}.

Theorem 2.12. Let (M™,g) be open, complete, vol(M) < oo, |Ky| < k,
E = ((E,h,V) — (M",g)) a Riemannian vector bundle, r > % + m,
6 =n(n —1)Vk. Then there exists a continuous embedding
Qs (E) = "MQ(E).
Proof. As before for ¢ € ﬁ?’;(E) NC*>,
|0 (2)]
<C (Z |Vi90(fv)|’$dvo1x(g)>
i=0  Bripi(2)(2)
r 1

=C sup (Z (e” mest )\/Epy)p’en(np_ )\/Epyvigp(q:ﬂgdvolz(g))

xeBT'inj(Z)(z) i=0 Brinj(z)(z)
<O sw <e‘<"‘”””y)5<2 e‘sﬂylvw@s)v;dvolm(g))

mGBij(Z)(z) i=0 BTinj(z)(z)

1

< Cilrg(2) F (s e(”””’”)p(Z eﬁpyrvwx)@dvolx(g))

€80 (?) =0 7 Brinj(2)(2)

<Gy |90|p,7",5,y>
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since, according to Corollary 2.7, at each end

(rinj(2)) " ® sup e_(”_l)ﬁpy); <D. (25)

xeBrmj (z) (Z)

The remaining arguments are exactly the same as in the proof of
Theorem 2.11. O

The next step in preparing module structure theorems are embedding the-
orems similar to Proposition 2.1.

First we restrict to the case of functions. We recall the following theorem
which can be found in [7].

Theorem 2.13. Let (M", g) be open, complete and suppose an embedding

0,1,1 n_
s Q0T = [ _n

n—1

Q

1s valid. Then, for any real numbers 1 < q < p and any integer 0 < m < k
satisfying % = é — kam’ there is an embedding

QO,qu (_> QO:P’m .

Here in Q%%*_ s stands for s-forms, hence s = 0 for functions. One says in
this case, the scale of Sobolev embeddings is valid.

Theorem 2.14. The Sobolev scale of embeddings is valid if and only if

;gj&vol(Bl(x),g) > 0.

Proof. We refer to [7, p. 38| for the proof. O

Corollary 2.15. For complete manifolds with finite volume and bounded cur-
vature the Sobolev embeddings are not valid. In particular this holds for cusp
manifolds. O

We see once again that our search for embedding theorems in the class of
weighted spaces has a substantial background.

In the next considerations, we will not fix the weight &(x), but we will have
in mind three classes, £(z) as in Theorems 2.11, 2.12 or £(z) = W.T‘he
proofs of the following Theorems 2.16, 2.17 carry over straightforwar(f from
the unweighted to the weighted case. But we present them to improve the
readability of this treatise.
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Theorem 2.16. Let (M™,g) be open, complete and suppose a continuous em-
bedding

—=0,1,1

Qg Lnﬁl’g‘
Then, for any real numbers 1 < q < p satisfying 1 < g < n and }—17 = é — %,
there holds

—=0,q,1

Proof. By definition

3 =

[Clpre = (Z / |vigo\f’§dvolx<g>>
1=0

Let ¢ € C° and set ¢ = @|p|P" = ~!. Then |¢

1= |g|?,
et 1
Vel Y = |lP = Vel + (p— )wlwlp V¢,

there holds |V]y| | < |V¢| and

n—1
n—1

([ 1ereivoia)) *
= ([ 1eieivolta)) ©

< [ (1961 + og(ivol.(o)

< [(ler T 1ol (5 = 1)l I+ [P ool o)
Cr [ 1PVl (6 el ela)dvola (o)

[ 16P19leta)dvola(o) + G [ 1P g(oivola(o)

([ 1o e ) ([ 1velreta dvol<>)1
(/|so|p% Javol, ) (/W’é Javol, ))

with 14 =1,/ =prt1=p-2 -1 L =11 g = p o™ = [p|y|

’p

and where we applied Holder inequality with respect to du, = {(z)dvol,(g).

n—1
=Cip
n

< Clp
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We obtain

([ 1ereaivol.is)) -
([ 1epetarivoL >) (/ |w|qs<oc>ozvolf,c<g>)é
(/ (o PE)dvol.( ) (/ 1€ dvol( >)

Then we multiply this inequality with (( [ |elPE(x)dvol, (g ))L’> and get by

meansof”T’l—izl—%—q’:l—%—(1-5):

(/ ‘@‘pf(x)dvolx@));
((/|w|qg Jdvol, ( ) (/|<,o|qg )dvol, ( )))

Note that if (M™,g) is complete, then Qoql = ﬁg’q’l. Since (26) holds for
e , it also holds for ¢ € Qg . O

U=

< Clp

_1
n

D =

1
q

n—
<Cip

P Q)
Now, the corresponding extension of Theorem 2.13 is given by

Theorem 2.17. Let (M™,g) be open, complete and suppose a continuous em-
bedding

=0,a0,1 r 1 1
Q — L —_ = — = = 1< <n. 27
13 D0, o % n’ >qGo<"n ( )

Then there exist continuous embeddings

_ 1 1 —1
Qg,q,k N ﬁg,m,l’ . 5 . T’ 1<qy<n. (28)

Proof. By assumption, there exists C' > 0 such that for all u € ﬁg’q’k
’u‘pmé < C(’vu’%é + ‘u’lonﬁ)
~0,9,1 .
If u=|V'w| € Q" then we obtain

IV wlpye < C(IVIV W] |gog + IV Wlg0¢) < C(IV ™ 0]g06 + [VWlgo ). (29)
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Let w € ﬁg’q’k NC>®and ¢ =qo, 7=k — 1,k —2,.... Then (29) yields

[0]p s k1,6 < 20w 1 g (30)

k—(k—1) 11

with — =

Ph—1 n n 90

1_
q
We see (28) as follows. According to (27),

3=

1_
q

|Vk71w|pk71,§ < C’(|ka]q,§ + |Vk71w|q,§)=
|vk_2w|pk_1,£ < C(|vk_1w|q7§ + |Vk_2w|q75),

|w|Pk71,§ < C(|vw|q,§ + |w|q7§)'

Adding up these inequalities, we obtain |w|,, k-1 < 2C|w|gke, which ex-

,q,k

= =0,pp—1,k— . .
tends to non-smooth elements Qg — Qg’pk et Repeating this procedure,

we finally get the claim of embeddings

_quvk

Q,

Pr—1,k—1 =0,pk_2,k—2 =0,p,l

=0
— () — () e Q7

which yields the assertion (28). O

It is immediately evident that Theorems 2.16 and 2.17 admit an extension
to vector bundles.

Theorem 2.18. Let (M™,g) be open, complete, E = ((E,h,V) — (M",g)) be
a Riemannian embedding. Suppose a continuous embedding
1 1

_ 1
E)=0"YB) > L, (E), —=——= 1<g<n.
(B) = Q" (E) = Ly (E) T w1 w

-0,90,1

Q£
Then there exist continuous embeddings
—q0,1
Qe (B) = Lyy(B)

and

_ 11 k-1
e s E), —=--"""so,

O o mUE), -
Proof. The proofs of Theorem 2.16 for functions and sections are identical. For
this reason we already dealt functions as ¢. For the proof of Theorem 2.18 let
Y € Qg’qo’l(E) = QZO’I(E). Let u(z) = |p(x)| € Qg’qo’l(E) = QZO’I(E). For
u=|V'yp| € ng’l(E), we have

|VT90|P0,§ < C(|V|Vr(p‘ |qo7€ + |VT90|6107£) < C(|VT+190|QO,§ + |Vr(p|q0,5)‘
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Suppose now q = qo, ¢ € Qg’q’k(E) ng(E) Then with r =k -1,k —2,...,

=

zﬁ = %1 — w = % — % = qio — = and repeating the proof for functions, we
obtain i i 1
— Py e
|§0’Pk71,k—17§ < 20|@|q1k1£7 Q£ (E) — Q§ o (E)7
and, by an analogous procedure
ONE) = N E) S P E) o - s (B, 0

Remark 2.19. j;From Theorem 2.16 up to now we did not make any assump-
tions on the injectivity radius, curvature, volume and the weight. The weight
&(x) before Theorem 2.16 could be replaced by any other admitted weight.

The heart of the proof that the scale of Sobolev embeddings is valid is to
establish the initial main assumption, the embedding

bl bt g — g .
weight = °‘“weight — weight — 527 ,weight (3 )

Here we essentially use geometric assumptions.

3. The initial step in the scale of Sobolev embeddings and
the module structure theorem

As we already mentioned in Theorem 2.14, the scale of embeddings in the
unweighted case is valid if and only if inf,cp () vol(Bi(z)) > 0 for all ends e.
On the other hand, the case inf,cp vol(B;(z)) = 0 which is satisfied in (23)
and (24) is just the case we are concerned with. Fortunately, for the weight
E(x) = m, (31) is already positively settled.

Theorem 3.1. Let (M", g) be open, complete and suppose Ric(g) > k-g. Then
there exists a positive constant A = A(n, k) such that for any u € C(M)

n—

(/M|u|£w(x)dvolx(g)) ' SA/M(|Vu|+|u|)v(x)dvolx(g),

where v(1) = sy

Proof. We refer to [8,10] for the proof. O
We recall that |K)/| < K implies Ric(g) > (n — 1)(—K).

Corollary 3.2. Under the hypotheses of Theorem 3.1, there exists a continuous
embedding

—11  —=0,1,1
Q7" =0

(2

— L%’v. (32)

v
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Proof. This follows from Theorem 3.1 and

o= " =at, O

Corollary 3.3. Under the hypotheses of Theorem 3.1, there holds the scale of
embeddings

o 1 1 1
Qg,qo,l — Lpo,va p_ = - Ea 1< Qo <™ <33)

and

o o 1 1 k -
Q?}vq,k %Qﬁbl, _—= = = — (34>
nq n

o~

Proof. We must work with fozg’q’k = C’go(M)Hq’k’v for k,1 > 1. (33) and (34)
follow from (32) by means of Theorems 2.16 and 2.17. O

Theorem 3.4. Let E = ((E,h,V) — (M",g)) be a Riemannian vector bundle,
(M™,g) as in Theorem 3.1. Then there exists a positive constant A = A(n, k)
such that for any ¢ € CX(E)

n—1

</M’<P|«flw(:c)dvolx(g)> ’ < A/M(|V¢\ + |o])v(z)dvol,(g), (35)

1
vol(Bi1(z)) *

where v(x) =
Proof. Let u = |p|, use |Vu| = |V|p| | < |V¢| and apply Theorem 3.1. O

Corollary 3.5. Assume the hypotheses of Theorem 3.1. Then there holds the
scale of embeddings

° 1 1 1
QOYE) = Ly (E), —=———, 1<qg<n 36
(B) = Lyna(B), === 1< (36)
and
° o 1 1 k—1
ngk E (_>Q€l’l E s —_——=—— — 37
(E) (B), == (37)

Now we are able to establish the generalized module structure theorem for

weighted Sobolev spaces. First we start with the weight v = v(z) = m.
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Theorem 3.6. Let E; = ((E;, h;i, Vi) — (M",g)) be Riemannmn vector bun-
dles, (M™,g) open, complete and Ric(g) > k-g. Let v(z) = W and let

n n n , )
— ——<my < —, mq >0 integer,
b1 D P1
n n n ,
— ——<my < —, mg >0 integer,
b2 P P2
n n n (38)
—=—+——(m1+m2),
P P1 P2
71 Z 7’+m1,
r9 2> 1 + Mmo.

Then the tensor product defines a bilinear map
(B x 2 (Ey) 8T (B ) E»).

Proof. We present the proof for Fy = Fy = M x R. The general case immedi-
ately follows by replacing functions by sections and ordinary multiplication by
the tensor product.

Let u E(())’;l””l(El), w EE)?“(Eg). The result would follow if
|Vi(uw>|p,0,v < K|u|p1,7’1m|w|P27T27v7 0<i<m, (39)

which is equivalent to

(/’Vju|p’vi_jw|pv(x>d"01x(g))p < Kulpy gy o|Wlpyraw, 0 <7 <d <1 (40)

The proof consists of two steps. First we apply Holder inequality and secondly
we apply our embedding theorem Corollary 3.3, i.e. we seek s and t such that
% + % = % and apply it with respect to the measure - B1 B dvol (9),

( / |vju|p|vi-fw|pv<x>dvolx<g>)p = | V4] [V o

< [V7uls 0,0V W], 0<j<i<r
The second step consists to establish

|vju|80v < K1|U|P1ﬂ71 vy (41)
|VZ Jw|t0v < K2|w|p277’2 v (42)

where we applied Corollary 3.3 and (35).
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Inequality (41) concerns the embedding

Qplflc_>QS7j lzi_fl_]
’ s p n

and (42) the embedding

ng,fg s Qt,i—j 1: l . 7';2 - <Z _.]>
v vt py n

Here we have to solve the system

1 1 1
4Lz 43
stiT o (43)
leflzju (44>
s> p1, (45)
N n on
mn——=7—--, (46)
b1 S
To > Ty > 1— 7, (47)
t > po, (48)
~ n . n
To——=(>—7j)—— (49)
9 t

for 0 < j < i < r, where s, t, 7, 72 may depend on i and j. Note that (44),
(46) imply (45), while (47), (49) imply (48). (43) is equivalent to the fact that
there exists 0 < a < 1 such that

1 « 1 1—-a . P P
—-—=—, —-= , lLe. t=—, s§= .
t p s P « 11—«
Then, (48) and (49) can be written as
1—a:3<j—f1+ﬁ>, a:3<¢—j—f2+ﬁ),
n D1 n D2
which, together with 0 < o < 1, lead to
n n n ,_ _. . m n __ . .n n n __ n
—=—+——(F+7)+i, ———<M—j<—, ———<T—(i—j)<—.
p P P2 b P pr  p2 P D2
Therefore, the system (45)—(49) can be rewritten as
n n n o, :
—=—+——(F1 +72) +1,
p P P2
n n __ . n
———<n—-7<-—,

4 p D1
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n n - . . n

— ——<Ty—(1—j) < —,

P2 p D2
rL>Tr >,

T >Ty2>1—]

for 0 < 7 <4 < r. Equivalently, there exist nonnegative integers m; and ms
such that

n n
———<my < —, ———<my < —
pr P P1 P2 P2
and
n n
— = — 4 — — (my +my),
P p1 P2
F1=mi+j, To=mg+(i—7j),
ri>my4r, ro>mg+r.
This is just the system (38). O

Remark 3.7. 1. It is very easy to see that the system (38) has many so-
lutions, e.g., if n = 0 mod 4, then p; = py = p =2, my = my = 7,
T =19 =1 + 7 satisfies (38).

2. Our module structure theorem is not a real module structure theorem
in the strong sense because multiplication decreases the Sobolev indices
ry, 79 to r. In the case of a module structure in the usual strong sense,
the multiplication of functions with sections would preserve the Sobolev
index of the sections (for 71,79, 7 big enough).

In Theorem 2.11 we used the weight ri,;(2) ™", but in Theorem 3.6 the weight
1

AR It would be desirable to establish a connection between these weights,
even better, to establish an equivalence of the corresponding weighted spaces.
Unfortunately, the latter seems to be impossible. We will briefly discuss these
questions.

We have vol(B,,,)(7)) < vol(Bi(z)) if riyj(x) < 1, ie. for x € U(e) if
vol(e) < oo. Hence

1 1
<

Vol(By(2)) = vol(By (@)

Moreover, for |Ky| < K and ¢ = QW%F(%)_I,

rini(@) gin t/F N\ n—1 " (@) ginh /K \ n—1
C/ (M) dt < VOl(Bnnj(:r)(x)) < C/ (M) dt.
. Uk o VR

. n—1
For given a and ¢ there exists 6 = d(a,e) such that 1 —e < (Sm—“t> for

at

. n—1 . 1-n
0<t<d e (1-e)mt < (smet)™ (1—g)(smet) " < b which implies
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finally
1 < 1 < d
vol(By(z)) VOl(BTinj(w)<£L'>> Tinj (2)™

for x sufficiently near to oo in the case vol(¢) < oo. Hence, in that case with
£(x) = Tinj(z) ™", we have

P1,r1 P2,T2 P1,71 P2,72 p,7
Qe X Q22 = VT X QPP = QP

but we cannot assert that the image of Q""" x Qf*" under multiplication is
contained in Q" C Qb". The desired inequality

e 1
Tinj (2)™ = vol(Bj(z))

cannot hold. Take a hyperbolic end (]0,00[xS',dr* + e "dv). Then the

injectivity radius at (v, s) is me™" and
r+1
vol(By(r, s)) = 2m / e Pdp = 2m (e — oD,
r—1

For the desired inequality we would need a constant e such that e-vol(B;(r, s)) <
Tinj (1, 8)2, 1.e.
e - 27r(e—(7“—1) o e—(?”-i-l)) S 7T2€_2T.

Such a constant does not exist.

As a conclusion, to obtain substantial results, we have to work in distinct
theorems with distinct weights, in Theorem 2.11 with &, in Theorem 3.6 with
m. Clearly, we would have Theorem 3.6 with the weight 7i,;(z) ™™ in all
cases Cripj(z)™" < m < drinj(z)~". But there is not general rule visible
where this holds.This remark is supported by our example above which is far
from being “exotic”. One has to check the validity of the desired inequality
in any given concrete case. The same concrete task remains in the case for an
abitrary other weight, where one has to establish the equivalence with m.
A substantial general rule is for the authors not visible. We will appﬁy our
results in a forthcoming paper to uniform structures of nonlinear objects in

geometry.
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