
Zeitschrift für Analysis und ihre Anwendungen c© European Mathematical Society
Journal of Analysis and its Applications
Volume 33 (2014), 149–170
DOI: 10.4171/ZAA/1504

Atomic Decomposition for Morrey Spaces

Takeshi Iida, Yoshihiro Sawano and Hitoshi Tanaka

Abstract. The Hardy space Hp(Rn) substitutes for the Lebesgue space Lp(Rn).
When p > 1, then the Hardy space Hp(Rn) coincides with the Lebesgue spaces
Lp(Rn). This is shown by using the reflexivity of the function spaces. The atomic
decomposition is readily available for Hp(Rn) with 0 < p < ∞. This idea can be
applied to many function spaces. As example of such an attempt, we now propose
here a non-smooth decomposition of Morrey spaces. As applications, we consider the
Olsen inequality. In the end of this article, we compare our results with existing ones
and propose some possibility of extensions, which are left as future works.
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1. Introduction

Morrey spaces are tools for PDE. For 0 < q ≤ p <∞, recall that Morrey spaces
are defined by the norm given by

‖f‖Mp
q
≡ sup

Q∈D(Rn)

|Q|
1
p
− 1
q

(∫
Q

|f(y)|q dy
) 1

q

for measurable functions f : Rn → C, where D(Rn) denotes the set of all dyadic
cubes. We denote by Q(Rn) the set of all cubes whose edges are parallel to the
coordinate axes.

We aim here to prove the following decomposition result about the functions
in Morrey spaces.
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Theorem 1.1. Suppose that the parameters p, q, s, t satisfy

1 < q ≤ p <∞, 1 < t ≤ s <∞, q < t, p < s.

Assume that {Qj}∞j=1 ⊂ Q(Rn), {aj}∞j=1 ⊂Ms
t(Rn) and {λj}∞j=1 ⊂ [0,∞) fulfill

‖aj‖Ms
t
≤ |Qj|

1
s , supp(aj) ⊂ Qj,

∥∥∥∥∥
∞∑
j=1

λjχQj

∥∥∥∥∥
Mp

q

<∞.

Then f ≡
∑∞

j=1 λjaj converges in S ′(Rn) ∩ Lqloc(Rn) and satisfies

‖f‖Mp
q
≤ Cp,q,s,t

∥∥∥∥∥
∞∑
j=1

λjχQj

∥∥∥∥∥
Mp

q

. (1)

The next assertion concerns the decomposition of functions in Mp
q(Rn).

Theorem 1.2. Suppose that the real parameters p, q, L satisfy

1 < q ≤ p <∞, L ∈ N ∪ {0}.

Let f ∈Mp
q(Rn). Then there exists a triplet {λj}∞j=1⊂ [0,∞), {Qj}∞j=1⊂Q(Rn)

and {aj}∞j=1 ⊂ L∞(Rn) such that f =
∑∞

j=1 λjaj in S ′(Rn) and that, for all
v > 0,

|aj| ≤ χQj ,

∫
Rn
xαaj(x) dx = 0,

∥∥∥∥∥∥
(
∞∑
j=1

(λjχQj)
v

) 1
v

∥∥∥∥∥∥
Mp

q

≤ Cv‖f‖Mp
q

for all multi-indices α with |α| ≤ L. Here the constant Cv > 0 is independent
of f.

Theorem 1.2 is a special case of Theorem 1.3 to follow, which concerns the

decomposition of Hardy-Morrey spaces. Recall that, for 0 < q ≤ p < ∞, the

Hardy-Morrey space HMp
q(Rn) is defined to be the set of all f ∈ S ′(Rn) for

which the quasi-norm ‖f‖HMp
q

=
∥∥supt>0 |et∆f |

∥∥
Mp

q
is finite, where et∆f stands

for the heat extension of f for t > 0;

et∆f(x) =

〈
1√

(4πt)n
exp

(
−|x− ·|

2

4t

)
, f

〉
(x ∈ Rn).

Theorem 1.3. Let 0 < q ≤ p < ∞ and L ≥ 0 be a fixed integer. Let
f ∈ HMp

q(Rn). Then there exist {λj}∞j=1 ⊂ [0,∞), {Qj}∞j=1 ⊂ Q(Rn) and
{aj}∞j=1 ⊂ L∞(Rn) such that f =

∑∞
j=1 λjaj in S ′(Rn) and that, for all v > 0,

|aj| ≤ χQj ,

∫
Rn
xαaj(x) dx = 0,

∥∥∥∥∥∥
(
∞∑
j=1

(λjχQj)
v

) 1
v

∥∥∥∥∥∥
Mp

q

≤ C‖f‖HMp
q

(2)

for all α with |α| ≤ L. Here the constant Cv does not depend upon f .
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Theorem 1.1 has the following counterpart.

Theorem 1.4. Let dq = max([n(1
q
−1)], 0). Suppose that the parameters p, q, s, t

satisfy
0 < q ≤ p <∞, 1 < t ≤ s <∞, q < t, p < s.

Assume that {Qj}∞j=1 ⊂ Q(Rn), {aj}∞j=1 ⊂Ms
t(Rn) and {λj}∞j=1 ⊂ [0,∞) fulfill

‖aj‖Ms
t
≤ |Qj|

1
s

and

supp(aj) ⊂ Qj,

∥∥∥∥∥∥
(
∞∑
j=1

(λjχQj)
min(1,q)

) 1
min(1,q)

∥∥∥∥∥∥
Mp

q

<∞,
∫
Rn
xαaj(x) dx = 0

for all α with |α| ≤ dq. Then f ≡
∑∞

j=1 λjaj converges in S ′(Rn) and satisfies

‖f‖HMp
q
≤ Cp,q,s,t

∥∥∥∥∥∥
(
∞∑
j=1

(λjχQj)
min(1,q)

) 1
min(1,q)

∥∥∥∥∥∥
Mp

q

.

Remark that in [13] Jia and Wang considered the case when q ≤ 1. Theo-
rem 1.1 seems new and even in Theorem 1.2–1.4 we do not have to postulate
q ≤ 1. About the relation between Mp

q(Rn) and HMp
q(Rn) when q > 1, we

have the following assertion:

Proposition 1.5. Let 1 < q ≤ p <∞.

1. If f ∈Mp
q(Rn), then f ∈ HMp

q(Rn).

2. If f ∈ HMp
q(Rn), then f is represented by a locally integrable function

and the representative belongs to Mp
q(Rn).

Proposition 1.5 was investigated by Zorko [42]; see [14] as well. We re-
fer to [1, 9] for more recent characterizations. We supply a detailed proof of
Proposition 1.5 in Section 2.

As an application of Theorem 1.1, we can reprove the following Olsen in-
equality about the fractional integral operator Iα, where Iα (0 < α < n) is
defined by

Iαf(x) =

∫
Rn

f(y)

|x− y|n−α
dy.

The following result is known:

Proposition 1.6. Assume that the parameters p, q, s, t and α satisfy

1 < q ≤ p <∞, 1 < t ≤ s <∞, 0 < α < n,
1

p
− α

n
=

1

s
,

q

p
=
t

s
.

Then Iα is bounded from Mp
q(Rn) to Ms

t(Rn).
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Based upon Proposition 1.6, we can prove the following result.

Theorem 1.7. Let 0 < α < n, 1 < p ≤ p0 < ∞, 1 < q ≤ q0 < ∞ and
1 < r ≤ r0 <∞. Suppose that

q > r,
1

p0

>
α

n
,

1

q0

≤ α

n
,

and that
1

r0

=
1

q0

+
1

p0

− α

n
,

r

r0

=
p

p0

.

Then
‖g · Iαf‖Mr0

r
≤ C‖g‖Mq0

q
· ‖f‖Mp0

p
,

where the constant C is independent of f and g.

This result recaptures [30, Proposition 1.8]. Note that a detailed calcula-
tion shows that Theorem 1.7 is not a mere combination of Proposition 1.6 and
Lemma 1.8.

Lemma 1.8. Let 1 ≤ q1 ≤ p1 <∞ and 1 ≤ q2 ≤ p2 <∞. Define

1

p
=

1

p1

+
1

p2

,
1

q
=

1

q1

+
1

q2

.

Then
‖f · g‖Mp

q
≤ ‖f‖Mp1

q1
‖g‖Mp2

q2
.

We write ∞′ = 1 and s′ = s
s−1

for 1 < s < ∞. We have the following
corollary:

Proposition 1.9. Let 1 < s ≤ ∞, 0 < α < n, 1 ≤ s′ < p ≤ p0 < ∞, q > r,
1
p0
> α

n
, 1
q0
≤ α

n
, 1
r0

= 1
q0

+ 1
p0
− α

n
and r

r0
= p

p0
. Let Ω ∈ Ls(Sn−1) satisfy, for

any λ > 0, Ω(λx) = Ω(x). Then,

‖g · IΩ,α(f)‖Mr0
r
≤ C ‖g‖Mr0

r
‖Ω‖Ls(Sn−1) ‖f‖Mp0

p
,

where

IΩ,αf(x) ≡
∫
Rn

Ω(x− y)

|x− y|n−α
f(y)dy.

The definition of IΩ,α dates back to [5]. Proposition 1.9 is a direct conse-
quence of Theorem 1.7, the next lemma and the boundedness of the Hardy-
Littlewood maximal operator M .

Lemma 1.10 ([12, Lemma 1]). If 1 < s ≤ ∞, then we have

|IΩ,αf(x)| ≤ C ‖Ω‖Ls(Sn−1) |IαF (x)|,

where F (x) ≡M
(
|f |s′

)
(x)

1
s′ .
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In [27], decompositions of Morrey spaces are considered. The second author
applied them to pseudo-differential operators in [24]. As we did in [19], by using
Theorem 1.1 we can prove the boundedness of pseudo-differential operators,
which we omit the detail.

Hardy-Morrey spaces have a characterization by using the grand maximal
operator. To formulate the result, we recall the following two fundamental
notions.

1. Topologize S(Rn) by norms {pN}N∈N given by

pN(ϕ) ≡
∑
|α|≤N

sup
x∈Rn

(1 + |x|)N |∂αϕ(x)|

for each N ∈ N. Define FN ≡ {ϕ ∈ S(Rn) : pN(ϕ) ≤ 1}.
2. Let f ∈ S ′(Rn). The grand maximal operator Mf is given by

Mf(x) ≡ sup{|t−nψ(t−1·) ∗ f(x)| : t > 0, ψ ∈ FN} (x ∈ Rn), (3)

where we choose and fix a large integer N .

The following proposition can be proved.

Proposition 1.11. Let 0 < q ≤ p <∞. Then

‖Mf‖Mp
q
∼ ‖f‖HMp

q
for all f ∈ S ′(Rn).

When p ≤ 1, this proposition is contained in [13]. Here for the sake of
convenience, we outline the proof of Proposition 1.11 in Section 2. We also
remark that Theorems 1.3 with p = q ≤ 1 and 1.4 with p = q ≤ 1 are included
in [11, Theorems 2.1 and 2.2].

We plan to prove Theorems 1.1–1.4 in the following manner. First of all, we
concentrate on Theorem 1.1 in Subsection 3.1. Next, by mimicking the proof
of Theorem 1.1, we prove Theorem 1.4. Finally, we prove Theorem 1.3, which
includes Theorem 1.2. Note that Theorem 1.2 is included in Theorem 1.3 as we
prove just in the beginning of Subsection 3.3. Necessary lemmas for the proofs
are stated in each subsection. Section 4 is devoted to the proof of Theorem 1.7.

2. Proofs of Propositions 1.5 and 1.11

2.1. Proof of Proposition 1.5. To prove Proposition 1.5, we need duality.
Recall that when 1 < q ≤ p <∞, then the predual space Hp′

q′(Rn) of the Morrey
space Mp

q(Rn) is given by

Hp′

q′(R
n) =

{
g =

∞∑
j=1

µjbj : {µj}∞j=1 ∈ `1(N), each bj is a (p′, q′)-block

}
.
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Here “by a (p′, q′)-block” we mean an Lq
′
(Rn)-function supported on a cube Q

with Lq
′
(Rn)-norm less than |Q|

1
q′−

1
p′ . The norm of Hp′

q′(Rn) is defined by

‖g‖Hp′
q′

= inf
∞∑
j=1

|µj|,

where inf is over all admissible expressions above. A fundamental fact about
this space is that

‖f‖Mp
q

= sup

{∫
Rn
|f(x)g(x)| dx : ‖g‖Hp′

q′
= 1

}
.

With this in mind, we prove Proposition 1.5.

1. Denote by B(R) = {x ∈ Rn : |x| < R} for R > 0. Since

‖f‖L1(B(R)) ≤ CR−
n
p+n‖f‖Mp

q
,

we have f ∈ S ′(Rn). As is described in [6, Section 2], we have a pointwise
estimate |et∆f | ≤ Mf , where M denotes the Hardy-Littlewood maximal
operator. Since M is shown to be bounded in [3], we have f ∈ HMp

q(Rn).

2. Let f ∈ HMp
q(Rn). Then {et∆f}t>0 is a bounded set of Mp

q(Rn), which
admits a predual as we have seen. Therefore, there exists a sequence
{tj}∞j=1 decreasing to 0 such that {etj∆f}∞j=1 converges to a function g
in the weak-* topology of Mp

q(Rn). Meanwhile, it can be shown that
limt↓0 e

t∆f = f in the topology of S ′(Rn). Since the weak-* topol-
ogy of Mp

q(Rn), is stronger than the topology of S ′(Rn), it follows that
f = g ∈Mp

q(Rn).

2.2. Proof of Proposition 1.11. The proof is similar to Hardy spaces with
variable exponents [19]. We content ourselves with stating two fundamental
estimates (4) and (5).

We define the (discrete) maximal function with respect to ϕ by

Mheatf(x) ≡ sup
j∈Z
|e2j∆f(x)| (x ∈ Rn).

Recall that, for f ∈ S ′(Rn), the grand maximal function is defined by

Mf(x) ≡ sup{|t−nψ(t−1·) ∗ f(x)| : t > 0, ψ ∈ FN} (x ∈ Rn),

where FN is given by

FN ≡ {ϕ ∈ S(Rn) : pN(ϕ) ≤ 1}.
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Suppose that we are given an integer L� 1. We write

M∗
heatf(x) ≡ sup

j∈Z

(
sup
y∈Rn

|e2j∆f(y)|
(1 + 4j|x− y|2)L

)
(x ∈ Rn).

The next lemma connects M∗
heat with Mheat in terms of the usual Hardy-

Littlewood maximal function M .

Lemma 2.1 ([19, Lemma 3.2], [23, §4]). For 0 < θ < 1, there exists Lθ so that
for all L ≥ Lθ, we have

M∗
heatf(x) ≤ CM

[
sup
k∈Z
|e2k∆f |θ

]
(x)

1
θ = M (θ)[Mheatf ](x) (x ∈ Rn) (4)

all f ∈ S ′(Rn), where M (θ) is the powered maximal operator given by

M (θ)g(x) ≡M [|g|θ](x)
1
θ (x ∈ Rn)

for measurable functions g.

In the course of the proof of [19, Theorem 3.3], we have shown

Mf(x) ∼ sup
τ∈FN , j∈Z

|τ j ∗ f(x)| .M∗
heatf(x) (5)

once we fix an integer L� 1 and N � 1.
With the fundamental pointwise estimates (4) and (5), Proposition 1.11 can

be proven.

3. Proofs of Theorems 1.1 – 1.4

3.1. Proof of Theorem 1.1. By decompositing Qj suitably, we may assume
that each Qj is dyadic. To prove this, we resort to the duality. For the time
being, we assume that there exists N ∈ N such that λj = 0 whenever j ≥ N .
Let us assume in addition that aj are non-negative. Fix a positive (p′, q′)-block

g ∈ Hp′

q′(Rn) with the associated cube Q.
Assume first that each Qj contains Q as a proper subset. If we group j’s

such that Qj are identical, we can assume that Qj = 2jQ for each j ∈ N. Then
we have∫

Rn
f(x)g(x) dx =

∞∑
j=1

λj

∫
Q

aj(x)g(x) dx ≤
∞∑
j=1

λj‖aj‖Lq(Q)‖g‖Lq′ (Q)
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from f =
∑∞

j=1 λjaj. By the size condition of aj and g, we obtain∫
Rn
f(x)g(x) dx ≤

∞∑
j=1

λj|Q|
1
q
− 1
s |Qj|

1
s |Q|

1
q′−

1
p′ ≤

∞∑
j=1

λj|Q|
1
p
− 1
s |Qj|

1
s .

Note that
∥∥∥∑∞j=1 λjχQj

∥∥∥
Mp

q

≥
∥∥λj0χQj0∥∥Mp

q
= |Qj0|

1
pλj0 for each j0. Conse-

quently, it follows from the condition p < s that∫
Rn
f(x)g(x) dx ≤

∞∑
j=1

|Q|
1
p
− 1
s |Qj|

1
s
− 1
p

∥∥∥∥∥
∞∑
j=1

λjχQj

∥∥∥∥∥
Mp

q

≤ C

∥∥∥∥∥
∞∑
j=1

λjχQj

∥∥∥∥∥
Mp

q

.

Conversely assume that Q contains each Qj. Then we have∫
Rn
f(x)g(x) dx =

∞∑
j=1

λj

∫
Qj

aj(x)g(x) dx ≤
∞∑
j=1

λj‖aj‖Lt(Qj)‖g‖Lt′ (Qj).

By the condition of aj, we obtain∫
Rn
f(x)g(x) dx =

∞∑
j=1

λj

∫
Qj

aj(x)g(x) dx ≤
∞∑
j=1

λj|Qj|
1
t
− 1
s |Qj|

1
s‖g‖Lt′ (Qj).

Thus, in terms of the Hardy-Littlewood maximal operator M , we obtain∫
Rn
f(x)g(x) dx ≤

∞∑
j=1

λj|Qj| × inf
y∈Qj

M [|g|t′ ](y)
1
t′

≤
∫
Rn

(
∞∑
j=1

λjχQj(y)

)
M [|g|t′ ](y)

1
t′ dy

≤
∫
Rn

(
∞∑
j=1

λjχQj(y)

)
χQ(y)M [|g|t′ ](y)

1
t′ dy.

If we let κ be the operator norm of the maximal operator M on L
q′
t′ (Rn), then

we obtain κ−
1
t′χQM [|g|t′ ] 1

t′ is a (p′, q′)-block. Indeed, it is supported on a cube
Q and it satisfies

‖κ−
1
t′χQM [|g|t′ ]

1
t′ ‖Lq′ ≤ (‖κ−1χQM [|g|t′ ]‖

L
q′
t′

)
1
t′

≤ (‖χQ|g|t
′‖
L
q′
t′

)
1
t′

= ‖g‖Lq′

≤ |Q|
1
q′−

1
p′ .

Hence, we obtain
∫
Rn f(x)g(x) dx ≤ κ

1
t′

∥∥∥∑∞j=1 λjχQj

∥∥∥
Mp

q

.This is the desired

result.
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3.2. Proof of Theorem 1.4. Recall again that the grand maximal operatorM
was given by

Mf(x) = sup{|ϕt ∗ f(x)| : ϕ ∈ FN , t > 0} (x ∈ Rn).

Then we know that

Maj(x) ≤ C
(
χ3Qj(x)Maj(x) + (MχQj(x))

n+dq+1

n

)
,

where dq = [max(n
q
− n, 0)]. See [19, (5.2)] for more details. The first term can

be controlled by an argument similar to Theorem 1.1. The second term can be
handled by using the Fefferman-Stein maximal inequality for Morrey spaces.

Proposition 3.1 ([26, Theorem 2.2], [31, Lemma 2.5]). Let 1 < q ≤ p < ∞
and 1 < r ≤ ∞. Then∥∥∥∥∥∥

(
∞∑
j=1

(Mfj)
r

) 1
r

∥∥∥∥∥∥
Mp

q

≤ C

∥∥∥∥∥∥
(
∞∑
j=1

|fj|r
) 1

r

∥∥∥∥∥∥
Mp

q

for all sequences of measurable functions {fj}∞j=1.

3.3. Proof of Theorem 1.3. We invoke the following lemma. We refer to [29].

Lemma 3.2. Let f ∈ S ′(Rn), d ∈ {0, 1, 2, . . .} and j ∈ Z. Then there exist
collections of cubes {Q∗j,k}k∈Kj and functions {ηj,k}k∈Kj ⊂ C∞comp(Rn), which are
all indexed by a set Kj for every j, and a decomposition

f = gj + bj, bj =
∑
k∈Kj

bj,k,

such that

(i) Define Oj ≡ {y ∈ Rn : Mf(y) > 2j} and consider its Whitney de-
composition. Then the cubes {200Q∗j,k}k∈Kj have the bounded intersection
property, and

Oj =
⋃
k∈Kj

Q∗j,k =
⋃
k∈Kj

200Q∗j,k. (6)

(ii) Consider the partition of unity with respect to {Q∗j,k}k∈Kj . Denote it by
{ηj,k}k∈Kj . Then each function ηj,k is supported in Q∗j,k and∑

k∈Kj

ηj,k = χ{y∈Rn :Mf(y)>2j}, 0 ≤ ηj,k ≤ 1.
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(iii) The distribution gj satisfies the inequality:

Mgj(x) ≤ C

Mf(x)χOjc(x) + 2j
∑
k∈Kj

`j,k
n+d+1

(`j,k + |x− xj,k|)n+d+1


for all x ∈ Rn.

(iv) Each distribution bj,k is given by bj,k = (f − cj,k)ηj,k with a certain poly-
nomial cj,k ∈ Pd(Rn) satisfying∫

Rn
bj,k(x)q(x) dx = 0 for all q ∈ Pd(Rn),

and

Mbj,k(x) ≤ C

(
Mf(x)χQ∗j,k(x) + 2j · `j,k

n+d+1

|x− xj,k|n+d+1
χRn\Q∗j,k(x)

)
(7)

for all x ∈ Rn.

In the above, xj,k and `j,k denote the center and the side-length of Q∗j,k, respec-
tively, and the implicit constants are dependent only on n.

For the proof of Theorem 1.3, we need an auxiliary norm. Define

‖f‖Lq((1+|·|)α) ≡
(∫

Rn
|f(x)|q(1 + |x|)α dx

) 1
q

for a measurable function f on Rn. Recall that a non-negative measurable
function w is an A1-weight if w satisfies

Mw(x) ≤ Cw(x) (x ∈ Rn).

Lemma 3.3. Let ϕ ∈ S(Rn). Keep to the same notation as Lemma 3.2. Then
we have

|〈bj, ϕ〉| ≤ C‖χOjMf‖
Lq

(
(1+|·|)−n+

qn
2p

) (8)

and
|〈gj, ϕ〉| ≤ C‖χOjc · Mf + 2jχOj‖

Lq
(

(1+|·|)−n+
qn
2p

), (9)

where the constants C in (8) and (9) depend on ϕ but not on j or k.

Proof. Denote by B(x, r) the ball centered at x and radius r > 0. We shall
write B(r) = B(0, r) as before.

By the subadditivity of M given by (3), we have

|〈bj, ϕ〉| ≤ C inf
x∈B(1)

Mbj(x) ≤ C inf
x∈B(1)

∑
k∈Kj

Mbj,k(x).
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Indeed, for some large constant M = Mϕ, we have M−1ϕ ∈ FN , so that

|〈bj, ϕ〉| ≤M inf
x∈B(1)

Mbj(x).

Observe also that CMχQ(x) ≥ |Q|
|Q|+|x−xQ|n

, if Q is a cube centered at xQ. It

follows from (7) that∑
k∈Kj

Mbj,k(x) ≤ C
∑
k∈Kj

(
Mf(x)χQ∗j,k(x) + 2j · `j,k

n+d+1

|x− xj,k|n+d+1
χRn\Q∗j,k(x)

)

≤ C

Mf(x)χOj(x) + 2j
∑
k∈Kj

MχQ∗j,k(x)
n+d+1
n

 .

Thus, from this pointwise estimate, we deduce

‖Mbj‖
Lq

(
(1+|·|)−n+

qn
2p

)

≤ C

∥∥∥∥∥∥Mf · χOj + 2j
∑
k∈Kj

(MχQ∗j,k)
n+d+1
n

∥∥∥∥∥∥
Lq

(
(1+|·|)−n+

qn
2p

)

≤ C
∥∥Mf · χOj

∥∥
Lq

(
(1+|·|)−n+

qn
2p

) + C

∥∥∥∥∥∥2j
∑
k∈Kj

(MχQ∗j,k)
n+d+1
n

∥∥∥∥∥∥
Lq

(
(1+|·|)−n+

qn
2p

)
= C

∥∥Mf · χOj
∥∥
Lq

(
(1+|·|)−n+

qn
2p

)

+ C


∥∥∥∥∥∥∥2j

∑
k∈Kj

(MχQ∗j,k)
n+d+1
n

 n
n+d+1

∥∥∥∥∥∥∥
L
n+d+1
n q

(
(1+|·|)−n+

qn
2p

)


n+d+1
n

.

Now by the Fefferman-Stein inequality for A1-weighted Lebesgue spaces [2],

‖Mbj‖
Lq

(
(1+|·|)−n+

qn
2p

)
≤ C

∥∥χOjMf
∥∥
Lq

(
(1+|·|)−n+

qn
2p

)

+ C


∥∥∥∥∥∥∥2j

∑
k∈Kj

χQ∗j,k
n+d+1
n

 n
n+d+1

∥∥∥∥∥∥∥
L
n+d+1
n q

(
(1+|·|)−n+

qn
2p

)


n+d+1
n

.
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By the definition of Oj, we have

‖Mbj‖
Lq

(
(1+|·|)−n+

qn
2p

)

≤ C
∥∥Mf · χOj

∥∥
Lq

(
(1+|·|)−n+

qn
2p

) + C

∥∥∥∥∥∥2j
∑
k∈Kj

χQ∗j,k

∥∥∥∥∥∥
Lq

(
(1+|·|)−n+

qn
2p

)
≤ C

∥∥Mf · χOj
∥∥
Lq

(
(1+|·|)−n+

qn
2p

) + C
∥∥2jχOj

∥∥
Lq

(
(1+|·|)−n+

qn
2p

)
≤ C

∥∥Mf · χOj
∥∥
Lq

(
(1+|·|)−n+

qn
2p

) .
Thus, (8) is proved.

In the same way we can prove (9). Indeed, by using the Fefferman-Stein
inequality for A1-weighted Lebesgue spaces [2], we obtain

‖Mgj‖
Lq

(
(1+|·|)−n+

qn
2p

)

≤ C
∥∥Mf ·χOjc

∥∥
Lq

(
(1+|·|)−n+

qn
2p

) + C

∥∥∥∥∥∥
∑
k∈Kj

2j ·`j,kn+d+1

(`j,k+| ·−xj,k|)n+d+1

∥∥∥∥∥∥
Lq

(
(1+|·|)−n+

qn
2p

)

≤ C
∥∥Mf ·χOjc

∥∥
Lq

(
(1+|·|)−n+

qn
2p

) + C

∥∥∥∥∥∥
∑
k∈Kj

2j(MχQ∗j,k)
n+d+1
n

∥∥∥∥∥∥
Lq

(
(1+|·|)−n+

qn
2p

)
≤ C

∥∥Mf ·χOjc
∥∥
Lq

(
(1+|·|)−n+

qn
2p

) + C
∥∥2jχOj

∥∥
Lq

(
(1+|·|)−n+

qn
2p

) .
Thus, (9) is proven.

The key observation is the following.

Lemma 3.4. In the notation of Lemma 3.2, in the topology of S ′(Rn), we have
gj → 0 as j → −∞ and bj → 0 as j →∞. In particular,

f =
∞∑

j=−∞

(gj+1 − gj)

in the topology of S ′(Rn).

Proof. We claim first that

(1 + | · |)−
n
q

+ n
2pMf ∈ Lq(Rn). (10)
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Consider first the case when q ≥ 1. Then we have

‖(1 + | · |)−
n
q

+ n
2pMf‖Lq ≤ C

∞∑
j=1

2−j
n
q

+ jn
2p ‖Mf‖Lq(B(2j))

= C
∞∑
j=1

2−j
n
q

+ jn
2p

+j n
q
− jn

p |B(2j)|
1
p
− 1
q ‖Mf‖Lq(B(2j))

≤ C

∞∑
j=1

2−
jn
q

+ jn
q
− jn

2p ‖f‖HMp
q

≤ C‖f‖HMp
q

<∞,

proving (10).

Assume instead that 0 < q ≤ 1. Then we have(
‖(1 + | · |)−

n
q

+ n
2pMf‖Lq

)q
≤ C

∞∑
j=1

(2−
jn
q

+ jn
2p ‖Mf‖Lq(B(2j)))

q

= C
∞∑
j=1

(
2−

jn
q

+ jn
2p

+ jn
q
− jn

p |B(2j)|
1
p
− 1
q ‖Mf‖Lq(B(2j))

)q
≤ C

∞∑
j=1

(
2−

jn
q

+ jn
q
− jn

2p ‖f‖HMp
q

)q
≤ C(‖f‖HMp

q
)q

<∞,

proving (10) again.
Let us next show that bj → 0 as j → ∞ in S ′(Rn). Once this is proved,

then we have f = limj→∞ gj in S ′(Rn). Let us choose a test function ϕ ∈ S(Rn).
Then we have

|〈bj, ϕ〉| ≤ C inf
x∈B(1)

Mbj(x) ≤ C‖Mbj‖Lq(B(1)),

where C does depend on ϕ. Hence it follows from (8) that 〈bj, ϕ〉 → 0 as
j →∞. Likewise by using (9), we obtain

|〈gj, ϕ〉| ≤ ‖2j · χOj + χ(Oj)c · Mf‖
Lq

(
(1+|·|)−n+

qn
2p

)
)
,

Hence, gj → 0 as j → −∞. Consequently, it follows that f = limj→∞ gj =
limj,k→∞

∑j
l=−k(gl+1 − gl) in S ′(Rn).

Now let us prove Theorem 1.3.
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Proof of Theorem 1.3. For each j ∈ Z, consider the level set

Oj ≡ {x ∈ Rn :Mf(x) > 2j}.

Then it follows immediately from the definition that

Oj+1 ⊂ Oj.

If we invoke Lemma 3.2, then f can be decomposed;

f = gj + bj, bj =
∑
k

bj,k, bj,k = (f − cj,k)ηj,k

where each bj,k is supported in a cube Q∗j,k as is described in Lemma 3.2.
We know that

f =
∞∑

j=−∞

(gj+1 − gj),

with the sum converging in the sense of distributions. Here, going through the
same argument as the one in [29, pp. 108–109], we have an expression

f =
∑
j,k

Aj,k, gj+1 − gj =
∑
k

Aj,k (j ∈ Z)

in the sense of distributions, where each Aj,k, supported in Q∗j,k, satisfies the
pointwise estimate |Aj,k(x)| ≤ C02j for some universal constant C0 and the
moment condition

∫
Rn Aj,k(x)q(x) dx = 0 for every q ∈ Pd(Rn). With these

observations in mind, let us set

aj,k ≡
Aj,k
C02j

, κj,k ≡ C02j.

Then we automatically obtain that each aj,k satisfies

|aj,k| ≤ χQ∗j,k ,

∫
Rn
xαaj,k(x) dx = 0 (|α| ≤ L)

and that f =
∑

j,k κj,kaj,k in the topology of HMp
q(Rn), once we prove the

estimate of coefficients. Rearrange {aj,k} and so on to obtain {aj} and so on.
To establish (2) we need to estimate

α ≡

∥∥∥∥∥∥
(

∞∑
j=−∞

|λjχQj |v
) 1

v

∥∥∥∥∥∥
Mp

q

.



Morrey Atomic Decomposition 163

Since {(κj,k,Q∗j,k)}j,k={(λj,Qj)}j we have α=

∥∥∥∥(∑∞j=−∞∑k∈Kj |κj,kχQ∗j,k |
v
)1
v

∥∥∥∥
Mp

q

.

If we insert the definition of κj, then we have

α = C0

∥∥∥∥∥∥∥
 ∞∑
j=−∞

∑
k∈Kj

|2jχQ∗j,k |
v

 1
v

∥∥∥∥∥∥∥
Mp

q

= C0

∥∥∥∥∥∥∥
 ∞∑
j=−∞

2jv
∑
k∈Kj

χQ∗j,k

 1
v

∥∥∥∥∥∥∥
Mp

q

.

Observe that (6) together with the bounded overlapping property yields

χOj(x) ≤
∑
k∈Kj

χQ∗j,k(x) ≤ χ200Q∗j,k
(x) ≤MχOj(x) (x ∈ Rn).

Thus, we have α ≤ C

∥∥∥∥(∑∞j=−∞ (2jχOj)v) 1
v

∥∥∥∥
Mp

q

. Recall that Oj ⊃ Oj+1 for

each j ∈ Z. Consequently we have

∞∑
j=−∞

(
2jχOj(x)

)v ∼ ( ∞∑
j=−∞

2jχOj(x)

)v

∼

(
∞∑

j=−∞

2jχOj\Oj+1
(x)

)v

.

Thus, we obtain

α ≤ C

∥∥∥∥∥∥
(

∞∑
j=−∞

(
2jχOj\Oj+1

)v) 1
v

∥∥∥∥∥∥
Mp

q

=

∥∥∥∥∥
∞∑

j=−∞

2jχOj\Oj+1

∥∥∥∥∥
Mp

q

.

It follows from the definition of Oj that we have 2j <Mf(x) for all x ∈ Oj.
Hence, we have α ≤ C

∥∥∥∑∞j=−∞ χOj\Oj+1
Mf

∥∥∥
Mp

q

≤ C‖Mf‖Mp
q
. This is the

desired result.

4. Proof of Theorem 1.7

First, we prove two lemmas. The first one is recorded as [7, Lemma 2.2] or
[8, Lemma 2.1]. Here for the sake of convenience, we supply the whole proof.

Lemma 4.1. There exists a constant depending only on n and α such that, for
every cube Q, we have IαχQ(x) ≥ C`(Q)αχQ(x) for all x ∈ Q.

Proof. Let us set

Q = {x = (x1, x2, . . . , xn) ∈ Rn : max(|x1 − z1|, |x2 − z2|, . . . , |xn − zn|) < r} ,
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where z = (z1, z2, . . . , zn) denotes the center of Q and r > 0 denotes half of the
side-length. Let x ∈ Q. Then we have

IαχQ(x) =

∫
|y1−z1|,|y2−z2|,...,|yn−zn|<r

1

|x− y|n−α
dy

= rn
∫
|ry1−z1|,|ry2−z2|,...,|ryn−zn|<r

1

|x− ry|n−α
dy

= rα
∫
|y1−z 1

r
|,|y2−z 2

r
|,...,|yn−zn

r
|<1

1

|x
r
− y|n−α

dy

= rα
∫
|y1|,|y2|,...,|yn|<1

1

|x
r
− z

r
− y|n−α

dy

by using the dilation and translation. Set

C0 ≡ min
w=(w1,w2,...,wn)
|w1|,|w2|,...,|wn|<1

∫
|y1|,|y2|,...,|yn|<1

dy

|w − y|n−α
.

Then we have IαχQ(x) ≥ C0r
αχQ(x). Since 2r = `(Q), we obtain the desired

result.

To prove the next estimate, we need the Adams inequality asserting that Iα
is bounded fromMp

q(Rn) toMs
t(Rn) whenever p, q, s, t satisfies 1 < q ≤ p <∞,

1 < t ≤ s <∞, t
s

= q
p

and 1
s

= 1
p
− α

n
.

Lemma 4.2. Let L = 0, 1, 2, . . .. Suppose that A is an L∞(Rn)-function sup-
ported on a cube Q. Assume in addition that

∫
Rn x

βa(x) dx = 0 for all multi-
indices β with |β| ≤ L. Then,

|IαA(x)| ≤ Cα,L‖A‖L∞`(Q)α
∞∑
k=1

1

2k(n+L+1−α)
χ2kQ(x) (x ∈ Rn). (11)

Proof. Suppose first that x ∈ 2Q. Then

|IαA(x)| ≤ ‖A‖L∞
∫
Q

1

|x− y|n−α
dy ≤ Cα‖A‖L∞`(Q)α. (12)

Next, suppose that x ∈ 2k+1Q \ 2kQ for some k ∈ N. We write out IαA in
full:

IαA(x) =

∫
Q

A(y)

|x− y|n−α
dy.

We freeze x and denote by Px,L(y) the Taylor polynomial of order L at y = cQ
of the function y 7→ |x− y|−n+α. Then we have

IαA(x) =

∫
Q

A(y)

(
1

|x− y|n−α
− Px,L(y)

)
dy.
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Since x ∈ 2k+1Q \ 2kQ, thus C−1|x − y| ≤ |x − cQ| ≤ C|x − y| for all y ∈ Q.
Thus, for all y ∈ Q, we observe∣∣∣∣ 1

|x− y|n−α
− Px,L(y)

∣∣∣∣ ≤ CL`(Q)L+1 sup
z∈Q

sup
|β|=L+1

∣∣∣∣∣
(
∂

∂z

)β
1

|x− z|n−α

∣∣∣∣∣
≤ Cα,L

`(Q)L+1

|x− cQ|n+L+1−α .

If we insert this pointwise estimate, we obtain

|IαA(x)|≤Cα,L‖A‖L∞
∫
Q

`(Q)L+1

|x−cQ|n+L+1−α dy=Cα,L‖A‖L∞
`(Q)n+L+1

|x−cQ|n+L+1−α . (13)

With (12) and (13) in mind, let us prove (11). If x ∈ 2Q, then from (12)
we conclude

|IαA(x)| ≤ Cα‖A‖L∞`(Q)α

= Cα‖A‖L∞`(Q)αχ2Q(x)

= Cα2n+L+1−α‖A‖L∞`(Q)α
χ21Q(x)

21·(n+L+1−α)

≤ Cα,L‖A‖L∞`(Q)α
∞∑
k=1

1

2k(n+L+1−α)
χ2kQ(x).

Hence (11) holds. If we assume x ∈ 2k0+1Q \ 2k0Q for some k0 ∈ N, then we
use (13) to obtain

|IαA(x)| ≤ Cα,L‖A‖L∞
`(Q)n+L+1

|x− cQ|n+L+1−α

= Cα,L‖A‖L∞(2k0`(Q))−n−L−1+α`(Q)n+L+1

= Cα,L‖A‖L∞2−(k0+1)(n+L+1−α)`(Q)α

= Cα,L‖A‖L∞`(Q)α
χ2k0+1Q(x)

2(k0+1)(n+L+1−α)

≤ Cα,L‖A‖L∞`(Q)α
∞∑
k=1

1

2k(n+L+1−α)
χ2kQ(x).

Hence (11) holds in this case as well.

Now we prove Theorem 1.7. We decompose f according to Theorem 1.2
with L > α− n

q0
−1; f =

∑∞
j=1 λjaj, where {Qj}∞j=1 ⊂ D(Rn), {aj}∞j=1 ⊂ L∞(Rn)

and {λj}∞j=1 ⊂ [0,∞) fulfill (2). Then by Lemma 4.2, we obtain

|g(x)Iαf(x)| ≤
∞∑
j=1

∞∑
k=1

λj
2k(n+L+1−α)

(
`(Qj)

α|g(x)|χ2kQj(x)
)
.
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Therefore, we conclude

‖g · Iαf‖Mr0
r
≤ C‖g‖Mq0

q

∥∥∥∥∥
∞∑
j=1

∞∑
k=1

λj`(2
kQj)

α− n
q0

2k(n+L+1)
· `(2

kQj)
n
q0

‖g‖Mq0
q

|g|χ2kQj

∥∥∥∥∥
Mr0

r

.

For each (j, k) ∈ N× N, write

κjk ≡
λj`(2

kQj)
α− n

q0

2k(n+L+1)
, bjk ≡

`(2kQj)
n
q0

‖g‖Mq0
q

|g|χ2kQj .

Then,
∑∞

j=1

∑∞
k=1

λj`(2
kQj)

α− n
q0

2k(n+L+1) · `(2
kQj)

n
q0

‖g‖Mq0
q

|g|χ2kQj =
∑∞

j,k=1 κjkbjk, each bjk is

supported on a cube 2kQj and ‖bjk‖Mq0
q
≤ `(2kQj)

n
q0 . Observe also that q0 > r0

and that q > r. Thus, by Theorem 1.1, it follows that

‖g · Iαf‖Mr0
r
≤ C‖g‖Mq0

q

∥∥∥∥∥
∞∑
j=1

∞∑
k=1

κjkχ2kQj

∥∥∥∥∥
Mr0

r

≤ C‖g‖Mq0
q

∥∥∥∥∥
∞∑
j=1

∞∑
k=1

λj`(2
kQj)

α− n
q0

2k(n+L+1)
χ2kQj

∥∥∥∥∥
Mr0

r

.

Observe that χ2kQj ≤ 2knMχQj . Hence, if we choose 0 < θ < r so that
L > α− n

q0
− 1 + θn− n, then we have

‖g · Iαf‖Mr0
r
≤ C‖g‖Mq0

q

∥∥∥∥∥
∞∑
j=1

λj`(Qj)
α− n

q0 (MχQj)
θ

∥∥∥∥∥
Mr0

r

≤ C‖g‖Mq0
q

∥∥∥∥∥
∞∑
j=1

(M [λj
1
θ `(Qj)

(α− n
q0

)/θ
χQj ])

θ

∥∥∥∥∥
Mr0

r

≤ C‖g‖Mq0
q


∥∥∥∥∥∥
{
∞∑
j=1

(M [λj
1
θ `(Qj)

(α− n
q0

)/θ
χQj ])

θ

} 1
θ

∥∥∥∥∥∥
Mr0θ

rθ


1
θ

.

By virtue of Proposition 3.1, the Fefferman-Stein inequality for Morrey spaces,

with fj = λj
1
θ `(Qj)

α− n
q0
θ χQj , we can remove the maximal operator and we obtain

‖g · Iαf‖Mr0
r
≤ C‖g‖Mq0

q

∥∥∥∥∥
∞∑
j=1

λj`(Qj)
α− n

q0χQj

∥∥∥∥∥
Mr0

r

.

We distinguish two cases here.
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1. If α = n
q0

, then p0 = r0 and p = r. Thus, we can use (1).

2. If α > n
q0

, then, by the Adams inequality and Lemma 4.1, we obtain

∥∥∥∥∥
∞∑
j=1

λj`(Qj)
α− n

q0χQj

∥∥∥∥∥
Mr0

r

≤C

∥∥∥∥∥Iα− n
q0

[
∞∑
j=1

λjχQj

]∥∥∥∥∥
Mr0

r

≤C

∥∥∥∥∥
∞∑
j=1

λjχQj

∥∥∥∥∥
Mp0

p

.

Thus, we are still in the position of using (1).

5. Concluding remarks

In this section, we compare our results with earlier ones.

5.1. Decompositions and characterizations of Morrey spaces. Mor-
rey spaces can be characterized by means of decompositions. See [15] for
the Calderón-Zygmund decomposition, for example. Roughly speaking, there
are two types of decompositions other than this decomposition. One is the
non-smooth decomposition and the other is the smooth decomposition. Theo-
rems 1.1–1.4 fall under the scope of the non-smooth decomposition, while the
decompositions obtained in [16, 17, 22, 27, 28, 35, 36, 40] are smooth decomposi-
tions. The smooth decompositions hinges upon the theory of spaces of Triebel-
Lizorkin type spaces developed in [10, 16, 17, 21, 34]. If we restrict ourselves to
Morrey spaces Mp

q(Rn) with 1 < q ≤ p < ∞, the result in [18, Theorem 4.2]
connects Mp

q(Rn) and the framework of Triebel-Lizorkin-Morrey spaces above.
The idea is generalized widely to other function spaces; see [11] and [17, Theo-
rem 9.8]. In the framework of Besov-Morrey spaces and Triebel-Lizorkin-Morrey
spaces, more and more are investigated; see [35–38] and the textbook [41]. For
the definitions of these function spaces, we refer to [10,17,41].

5.2. Other function spaces in Rn. Our results promise extension to many
other function spaces such as Herz spaces, generalized Morrey spaces and Bσ

spaces. Hardy spaces with variable exponents are investigated from this aspect;
we already have a counterpart of Theorem 1.1–1.4; see [4, 19, 25]. For Orlicz
spaces, we refer to [20].

5.3. Sharpness of t in Thoerem 1.1. In Theorem 1.1, we postulated t > q.
But this condition is absolutely necessary. Indeed, if we had Theorem 1.1
for t ≤ q, then we would have Theorem 1.7 for r ≥ q. This contradicts a
counterexample in [30, Section 4].
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5.4. A passage to non-doubling measures. A passage to the setting
of Rn equipped with the Radon measure µ satisfying µ(B(x, r)) ≤ Cra, where
B(x, r) = {y ∈ Rn : |x− y| < r}.

Tolsa defined Hardy spaces for such measures µ in [32] and obtained a
Littlewood-Paley characterization in [33]. Hardy spaces by means of the grand
maximal operator and Hardy spaces by means of the atoms are shown to be
equivalent in [32]. By using this grand maximal operator, it seems possible to
extend Theorem 1.1 and 1.2 to the space defined in [26]. The extension to this
direction is left as our future work.
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