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Behavior of Solutions of the
Neumann Problem for the Poisson

Equation near Straight Edges
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Abstract. The paper deals with the Neumann problem for the Poisson equation
∆u = f in the domain D = K × Rn−m, where K is a cone in Rm. The first part of
the paper is concerned with the singularities of the Green function near the edge of
the domain. Using the decomposition of the Green function given in the first part,
the author obtains the asymptotics of the solution of the boundary value problem for
a right-hand side f belonging to a weighted Lp Sobolev space. Precise formulas for
all coefficients in the asymptotics are given.
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1. Introduction

The paper is concerned with the Neumann problem for the Poisson equation

∆u = f in D, ∂u

∂n
= 0 on ∂D\M (1)

in the domain
D = {x = (x′, x′′) : x′ ∈ K, x′′ ∈ Rn−m}.

Here, K = {x′ ∈ Rm : x′

|x′| ∈ Ω} is a cone in Rm, 2 ≤ m < n, and Ω denotes

a subdomain of the unit sphere with smooth (of class C∞) boundary ∂Ω. The
edge {x = (x′, x′′) ∈ Rn : x′ = 0, x′′ ∈ Rn−m} of D is denoted by M . We define
the space HD as the closure of the set C∞0 (D) with respect to the norm

‖u‖HD =

(∫
D

∣∣∇u(x)
∣∣2 dx) 1

2

.
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Suppose that the mapping HD 3 v →
∫
D f(x) v(x) dx defines a linear and

continuous functional on HD. Then there exists a uniquely determined solution
u ∈ HD of the problem

−
∫
D
∇u · ∇v dx =

∫
D
f(x) v(x) dx for all v ∈ HD.

This function is called the variational solution of the problem (1). The goal
of this paper is to describe the behavior of this solution near the edge M if
f ∈ V l−2

p,β (D), where l ≥ 2 and 0 < β + 2
p
< l. Here, V l

p,β(D) is defined as the

weighted Sobolev space (closure of the set C∞0 (D\M)) with the norm

‖u‖V lp,β(D =

∫
D

∑
|α|≤l

|x′|p(β−l+|α|)
∣∣∂αxu(x)

∣∣p dx
 1

p

.

The asymptotics of solutions of elliptic boundary value problems near edges was
studied in many papers, see e.g. [2, 3, 7, 10, 12]. Mostly, the authors considered
only the Dirichlet problem (for second and higher order elliptic equations) or
assumed that the corresponding model problem arising after freezing of the
coefficients is uniquely solvable in V l

p,β(D) for some β. This assumption is very
restrictive and excludes e.g. the Neumann problem. Boundary value problems
including the Neumann problem were handled e.g. in [1, 13]. But up to now,
formulas for the coefficients in the asymptotics are published only under the
above mentioned existence and uniqueness condition in the space V l

p,β(D). For
example, one can find formulas for the coefficient of the leading term of the
asymptotics in [7, 10, 12]. In [14], the author obtained precise formulas for
the coefficients of all singular terms in the asymptotics of the solutions of the
Dirichlet problem for the Poisson equation in the domain D. The goal of the
present paper is to obtain an analogous result for the Neumann problem.

The paper consists of two parts. In the first part (Section 2), we study
the asymptotics of the Green function G(x, y) for the problem (1) near the
edge M. In the case of a cone (m = n), the asymptotics of Green’s function is
even known for general elliptic boundary value problems (cf. [9] and [12, Sec-
tion 3.7]). The asymptotics of the Green function of the Dirichlet problem for
the Poisson equation near the edge M of the domain D is described in [14].
In the last paper, the author employed well-known point-wise estimates of the
Green function together with the asymptotics of solutions of the Dirichlet prob-
lem in the cone K. For the Neumann problem, such point-wise estimates were
obtained by Solonnikov [15] (see also the monograph [11]). As in the case of
the Dirichlet problem, the bounds for the Green function and its derivatives
depend on the eigenvalues of the Beltrami operator −δ on Ω. Let {Λj}∞j=0

be the nondecreasing sequence of eigenvalues of −δ on Ω with the Neumann
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boundary condition on ∂Ω counted with their multiplicities, and let {φj}∞j=0

be an orthonormal (in L2(Ω)) sequence of eigenfunctions corresponding to the

eigenvalues Λj. In particular, φ0 = (mes Ω)−
1
2 . Furthermore, we define

λ±j =
2−m

2
±
√

(1− m

2
)2 + Λj.

This means that λ±j are the solutions of the quadratic equation λ(m−2+λ) = Λj,

· · · ≤ λ−1 < λ−0 = 2−m ≤ 0 = λ+
0 < λ+

1 ≤ · · · .

For an arbitrary point x = (x1, . . . , xn) ∈ Rn, let x′ = (x1, . . . , xm) and x′′ =
(xm+1, . . . , xn). Analogously, we set α′ = (α1, . . . , αm) and α′′ = (αm+1, . . . , αn)
for an arbitrary multi-index α = (α1, . . . , αn). Then the following estimate
holds for all multi-indices α and γ (cf. [15] and [11, Theorems 6.6.2 and 6.6.5]):

∣∣∂αx∂γyG(x, y)
∣∣ ≤ cα,γ |x− y|2−n−|α|−|γ|

(
|x′|

|x′|+ |x− y|

)min(0,λ+1 −|α′|−ε)

×
(

|y′|
|y′|+ |x− y|

)min(0,λ+1 −|γ′|−ε)

.

(2)

Here, ε is an arbitrarily small positive number. For the description of the
singularities of G(x, y) near the edge M , we need the following functions

cj(x
′′, y) = −

Γ
(
λ+
j + n−2

2

)
2π

n−m
2 Γ(λ+

j + m
2

)

|y′|λ
+
j φj(ωy)

(|y′|2 + |x′′ − y′′|2)λ
+
j +n−2

2

for j ≥ 1 (3)

and

c0(x′′, y) = −
Γ
(
n−2

2

)
2π

n−m
2 Γ(m

2
) mes Ω

1

(|y′|2 + |x′′ − y′′|2)
n−2
2

. (4)

Furthermore, let σ be an arbitrary real number such that

σ > 0, σ 6= λ+
j for all j, (5)

and let

mj,σ =
[σ − λ+

j

2

]
for j = 1, 2, . . . ,

where [s] denotes the integral part of s. It is proved in Section 2 (see Theo-
rems 2.4 and 2.5) that G(x, y) admits the decomposition

G(x, y) =
∑

0<λ+j <σ

mj,σ∑
k=0

Γ(λ+
j + m

2
) (−∆x′′)

kcj(x
′′, y)

4k k! Γ(λ+
j + k + m

2
)

|x′|λ
+
j +2k φj(ωx) + Pσ +Rσ,
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where

Pσ(x, y) =

[σ
2

]∑
k=0

(−∆x′′)
kc0(x′′, y)

4k k! (k − 1 + m
2

)(k)

r2k (6)

is a quasipolynomial (polynomial in x′ with coefficients depending on x′′ and y),

s(k) = Γ(s+1)
Γ(s−k+1)

for k < s+ 1, and the remainder Rσ(x, y) satisfies the estimate

∣∣∂αx∂γyRσ(x, y)
∣∣≤cαγ|x−y|2−n−|α|−|γ|( |x′||x−y|

)σ−|α′|( |y′|
|x−y|

)min(0,λ+1 −|γ′|−ε)

(7)

for 2|x′| ≤ |x − y|. The decomposition of the Green function of the Neu-
mann problem is very similar to the case of the Dirichlet problem (see [14]).
Of course, we have other eigenvalues Λj and eigenfunctions φj when consid-
ering the Neumann problem, but the principal new is the appearance of the
quasipolynomial Pσ in the asymptotics. Although we have the same formulas
for the coefficients cj in the cases m = 2 and m > 2, the proof of the formula (4)
in the case m = 2 differs from the proof for m > 2. The reason is that we have
different formulas for the constant c0 in the asymptotics of solutions of the Neu-
mann problem in the cone K for the cases m = 2 and m > 2 (cf. formulas (20)
and (21) in Lemma 2.2). For the Dirichlet problem, it was shortly discussed in
[14] how the asymptotic of G(x, y) can be obtained by integration with respect
to the time t from the asymptotics of the Green function of the heat equation
in a cone (cf. [4,5]). Since the condition II of [4, Section 1.2] is not satisfied for
the Neumann problem if m = 2, this method is applicable for the problem (1)
only if m 6= 2. In the present paper, we use only the estimate (2) for the Green
function and the asymptotics of solutions of elliptic problems in a cone K.

In the second part of the paper (Section 3), we apply the result of Section 2
in order to describe the asymptotics of the solution u ∈ HD of the problem (1)
with the right-hand side f ∈ H∗D ∩V l−2

p,β (D). The main result (see Theorem 3.8)
is the following. If the number σ = l− β − m

p
satisfies the inequalities (5), then

the solution u admits the decomposition

u(x) = Σ(x) +Q(x) + v(x), (8)

where

Σ(x) =
∑

0<λ+j <σ

mj,σ∑
k=0

(−∆x′′)
k(Ehj)(x)

4k k! (λ+
j + k − 1 + m

2
)(k)

rλ
+
j +2kφj(ωx), (9)

Q(x) =

[σ
2

]∑
k=0

(−∆x′′)
k(Eh0)(x)

4k k! (k − 1 + m
2

)(k)

r2k, (10)

and the remainder v is a V l
p,β(D)-function. The functions hj are elements of the

Besov space B
σ−λ+j
p (Rn−m) and E is the extension operator (40). In the case
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m = 2 and p = 2, such a decomposition of the solution into a “quasipolyno-
mial” Q, a sum Σ of singular functions and a remainder v ∈ V l

2,β(D) was ob-
tained by Costabel and Dauge in [1, Proposition 2.6] for a more general bound-
ary value problem. The present paper contains not only a precise description of
the singular terms but also precise formulas for the coefficients in (9) and (10).
It is shown in Section 3 that

hj(x
′′) =

∫
D
cj(x

′′, y) f(y) dy (11)

for j = 0, 1, . . ., where cj is defined by (3) and (4).
Note that the “quasipolynomial” Q is a function of the space W l

p,β(D) if

β > −m
p

, where W l
p,β(D) is the closure of C∞0 (D) with respect to the norm

‖u‖W l
p,β(D =

∫
D

∑
|α|≤l

|x′|pβ
∣∣∂αxu(x)

∣∣p dx
 1

p

.

Thus, it makes sense to consider this term as a part of the regular remainder
Q+v in the decomposition (8). The singular part in this decomposition consists
of the term Σ.

2. The Green function of the Neumann problem for the
Poisson equation

Let G(x, y) be the Green function of the problem (1). This means that

∆xG(x, y) = δ(x− y) for x ∈ D, y ∈ D, (12)

∂G(x, y)

∂nx
= 0 for x ∈ ∂D\M, y ∈ D. (13)

If ζ is an arbitrary function with bounded derivatives of order ≤ l in D, ζ = 1
in a neighborhood of the point y, then the function x →

(
1 − ζ(x)

)
G(x, y)

belongs to the space HD.

2.1. Equivalent norms in HD. It follows from Hardy’s inequality that∫
D
|x′|−2 |u(x)|2 dx ≤ c ‖u‖2

HD

for all u ∈ C∞0 (D) if m ≥ 3. For the case m ≥ 3, this means in particular that
HD = V 1

2,0(D) and that the HD- and V 1
2,0(D)-norms are equivalent. In the case

m = 2, the norm

‖u‖ =

(∫
D

(
|x|−2 |u(x)|2 + |∇u(x)|2

)
dx

) 1
2
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is equivalent to the HD-norm. Obviously, the weight |x|−2 can be replaced here
by |x− x0|−2, where x0 is an arbitrary point on the edge M .

2.2. Some properties of the Green function. First note that G(x, y) is
positively homogeneous of degree 2− n, i.e.

G(ax, ay) = a2−nG(x, y) for all x, y ∈ D, a > 0.

Obviously, it follows from (12), (13) that

∆xG(x′, x′′ − y′′, y′, 0) = δ(x′ − y′) δ(x′′ − y′′) for x, y ∈ D,
∂G(x′, x′′ − y′′, y′, 0)

∂nx
= 0 for x ∈ ∂D\M, y ∈ D.

This means that G(x, y) depends only on x′, y′ and x′′ − y′′. And what is
more, the Green function depends only on x′, y′ and |x′′−y′′|, since the Laplace
operator is invariant with respect to rotation and the outer normal vector nx
on ∂D\M depends only on x′. Thus, the Green function has the representation

G(x′, x′′, y′, y′′) = G(x′, y′, |x′′ − y′′|).

If δ < 1 and one of the inequalities |x′| ≤ δ|x− y| or |x′|2 ≤ δ2(|y′|2 + |x′′− y′′|2)
is satisfied, then

c1 |x− y|2 ≤ |y′|2 + |x′′ − y′′|2 ≤ c2 |x− y|2 (14)

with certain positive constants c1, c2 depending on δ. Consequently, it follows
from (2) that

∣∣∂αx∂γyG(x, y)
∣∣ ≤ cα,γ |x′|min(0,λ+1 −|α′|−ε) |y′|min(0,λ+1 −|γ′|−ε)

(|y′|2 + |x′′ − y′′|2)(n−2+|α|+|γ|+min(0,λ+1 −|α′|−ε)+
1
2

min(0,λ+1 −|γ′|−ε))

for |x′| ≤ δ|x− y|, δ < 1. An analogous estimate holds for |y′| < δ|x− y|, while∣∣∂αx∂γyG(x, y)
∣∣ ≤ cα,β |x− y|2−n−|α|−|β| for min(|x′|, |y′|) ≥ δ|x− y|.

In the following, we use the notation

r = |x′|, ρ = |y′|, ωx =
x′

|x′|
, ωy =

y′

|y′|
.

Lemma 2.1. Let G(x, y) be the Green function of the problem (1). Then∫
Ω

G(x′, x′′, y′, y′′)φj(ωx) dωx = Gj(r, ρ, |x′′ − y′′|)φj(ωy) (15)

with a certain function Gj on R+ × R+ ×R+, where R+ is the interval (0,∞).
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Proof. Suppose that f ∈ H∗D and u ∈ HD is a solution of the problem∫
D
∇u · ∇v dx = 〈f, v〉 for all v ∈ HD. (16)

Let Hj be the completion of C∞0 (R+ × Rn−m) with respect to the norm

‖g‖Hj =

(∫
Rn−m

∫ ∞
0

rm−1
(
|∇x′′g|2 + |∂rg|2 + Λj r

−2 |g|2
)
dr dx′′

) 1
2

.

Note that the norm in H0 is equivalent to

‖g‖ =

(∫
Rn−m

∫ ∞
0

rm−1
(
|∇x′′g|2 + |∂rg|2 +

(
r2 + |x′′|2

)−1 |g|2
)
dr dx′′

) 1
2

.

We put v(x) = g(r, x′′)φj(ωx), where g ∈ Hj. Then
∫
D |∇v|

2 dx = ‖g‖2
Hj .

Inserting v(x) = g(r, x′′)φj(ωx) into (16), we obtain∫
D

(
∇x′′u · ∇x′′g + (∂ru) ∂rg + Λj r

−2u g
)
φj(ωx) dx = 〈f, v〉.

We define Uj(r, x
′′) =

∫
Ω
u(x)φj(ωx) dωx and

〈Fj, g〉 = 〈f, v〉 for all g ∈ Hj, where v(x) = g(r, x′′)φj(ωx).

Obviously, the mapping g → 〈Fj, g〉 defines a linear and continuous functional
on Hj, and Uj is the uniquely determined solution of the problem∫ ∞

0

∫
Rn−m

rm−1
(
∇x′′Uj · ∇x′′g + (∂rUj) ∂rg + Λj r

−2Uj g
)
dx′′ dr = 〈Fj, g〉

for all g ∈ Hj. Let Gj(r, ρ, |x′′ − y′′|) be the Green function of this problem.
Then

Uj(r, x
′′) =

∫ ∞
0

∫
Rn−m

Gj(r, ρ, |x′′ − y′′|)Fj(ρ, y′′) dy′′ dρ

=

∫
D
Gj(r, ρ, |x′′ − y′′|)φj(ωy) f(y) dy.

On the other hand, it follows from the definition of Uj that

Uj(r, x
′′) =

∫
Ω

u(x)φj(ωx) dωx =

∫
D

∫
Ω

G(x, y)φj(ωx) f(y) dωx dy.

Comparing the last two equalities, we obtain (15).
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2.3. The first terms in the asymptotics of Green’s matrix. We assume
that the integer number l ≥ 2 and the real numbers p ∈ (1,∞) and β satisfy
the inequalities

0 < σ
def
= l − β − m

p
< 2, σ 6= λ+

j for all j. (17)

Using well-known results concerning the asymptotics of solutions of elliptic
boundary value problems in a cone, we can prove the following lemma.

Lemma 2.2. Let l, p, β satisfy the condition (17). Then

G(x, y) = c0(x′′, y) +
∑

0<λ+j <σ

cj(x
′′, y) rλ

+
j φj(ωx) +Rσ(x′, x′′, y), (18)

where

cj(x
′′, y) = − 1

2λ+
j +m− 2

∫
K

rλ
−
j φj(ωx) ∆x′G(x, y) dx′ for j ≥ 1, (19)

c0(x′′, y) = − 1

(m− 2) mes Ω

∫
K

r2−m ∆x′G(x, y) dx′ if m > 2, (20)

c0(x′′, y) =
1

mes Ω

∫
K

log r∆x′G(x, y) dx′ if m = 2, (21)

and Rσ(·, x′′, y) ∈ V l
p,β(K) for x′′ 6= y′′.

Proof. Suppose that x′′ 6= y′′. Then

∆x′G(x, y) = −∆x′′G(x, y) for x′ ∈ K, ∂G(x, y)

∂nx

∣∣∣
x′∈∂K\{0}

= 0.

It follows from (2) that ∆x′′G(·, x′′, y) ∈ V l−2
p,β (K). If m > 2, then G(·, x′′, y) ∈

V 1
2,0(K). Consequently, we obtain the decomposition (18) with the coefficients

(19) and (20) by means of [8, Theorems 3.2 and 3.4] (in the case p = 2 see also
[6, Theorems 6.1.5 and 6.1.6]).

We consider the case m = 2. Let ζ1 = ζ1(r) be a smooth cut-off function
equal to 1 for r < 1

2
and vanishing for r > 1. Furthermore, let ζ2 = 1−ζ1. Then

ζ1G(·, x′′, y) ∈ V 1
2,ε(K) and ζ2G(·, x′′, y) ∈ V 1

2,−ε(K) with arbitrary positive ε.
Furthermore, it follows from the equality

∆x′(ζkG(·, x′′, y)) = −ζk∆x′′G(·, x′′, y)+2∇x′ζk ·∇x′G(·, x′′, y)+G(·, x′′, y) ∆x′ζk

that ∆x′(ζkG(·, x′′, y)) ∈ V l−2
p,β (K) for k = 1 and k = 2. Consequently by

[8, Theorem 3.2],

ζ1G(x, y)=c0(x′′, y)+d0(x′′, y) log r+
∑

0<λ+j <σ

c
(1)
j (x′′, y)rλ

+
j φj(ωx)+ v1(x, y) (22)
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and

ζ2G(x, y) =
∑

0<λ+j <σ

c
(2)
j (x′′, y) rλ

+
j φj(ωx) + v2(x, y), (23)

where vk(·, x′′, y) ∈ V l
2,β(K) for k = 1 and k = 2. Applying the coefficients

formula in [8, Theorem 3.4], we get

c
(k)
j (x′′, y) = − 1

2λ+
j

∫
K

rλ
−
j φj(ω) ∆x′ζkG(x, y) dx′ for k = 1, 2, j ≥ 1,

c0(x′′, y) =
1

mes Ω

∫
K

(1 + log r) ∆x′ζ1G(x, y) dx′,

d0(x′′, y) = − 1

mes Ω

∫
K

∆x′ζ1G(x, y) dx′.

Since ∆x′(1 + log r) = 0 and |∂α′x′G(x, y)| ≤ c |x′|2−n−|α′| for |x′| > 1
2
, x′′ 6= y′′,

where the constant c depends only on x′′ and y, integration by parts yields∫
K

(1 + log r) ∆x′ζ2G(x, y) dx′ =

∫
K

∆x′ζ2G(x, y) dx′ = 0.

Consequently,

c0 =
1

mes Ω

∫
K

(1 + log r) ∆x′G(x, y) dx′, d0 = − 1

mes Ω

∫
K

∆x′G(x, y) dx′.

Adding the equalities (22) and (23), we obtain

G(x, y) = c0(x′′, y) + d0(x′′, r) log r +
∑

0<λ+j <σ

cj(x
′′, y) rλ

+
j φj(ωx) + v1 + v2.

Here, the coefficients cj = c
(1)
j + c

(2)
j are given by (19) for j ≥ 1. Since

∇x′G(·, x′′, y) ∈
(
L2(K)

)2
, we conclude that the coefficient

d0(x′′, y) = − 1

mes Ω

∫
K

∆x′G(x, y) dx′

in (22) is zero. This means in particular that the coefficient c0(x′′, y) is given
by the formula (21). The proof is complete.

Next, we derive explicit formulas for the coefficients cj in (18).

Lemma 2.3. The coefficients cj in (18) are given by the formulas (3) and (4).



184 J. Rossmann

Proof. 1) We show that the functions cj have the form

cj(x
′′, y) = ρ2−n−λ+j hj

( |x′′ − y′′|
ρ

)
φj(ωy) (24)

for j = 0, 1, . . .. For j ≥ 1, the proof is the same as for the Dirichlet problem
(see [14, Lemma 2.3]). We consider the case j = 0. By Lemma 2.2, we have

c0(x′′, y) =

∫
K

f(r) ∆x′G(x, y) dx′ =

∫
K

f(r)
(
δ(x− y)−∆x′′G(x, y)

)
dx′,

where f(r) = (mes Ω)−1 log r if m = 2 and f(r) =
(
(2 − m) mes Ω

)−1
r2−m if

m > 2. Using the equality
∫

Ω
G(x, y) dωx = G0(r, ρ, |x′′− y′′|) (see Lemma 2.1),

we obtain the representation c0(x′′, y) = g(ρ, |x′′− y′′|). Furthermore, it follows
from the obvious equality c0(x′′, y) = G(0, x′′, y) and from the homogeneity of
the function G(x, y) that the function g is positively homogeneous of degree
2− n. Consequently,

c0(x′′, y) = g(ρ, |x′′ − y′′|) = ρ2−n g
(

1,
|x′′ − y′′|

ρ

)
.

This proves (24) for j = 0.

2) Next, we show that

|cj(x′′, y)| ≤ c |x′′ − y′′|2−n−λ
+
j for ρ = |y′| < |x′′ − y′′|. (25)

For j = 0, this follows directly from the equality c0(x′′, y) = G(0, x′′, y) and
from the estimate (2). Suppose that j ≥ 1. If |y′| < |x′′ − y′′|, then

r2

2
+ |x′′ − y′′|2 < 2|x− y|2 < 4r2 + 6|x′′ − y′′|2.

We define K1 = {x′ ∈ K : 2r < |x′′ − y′′|} and K2 = K\K1. By (19),

cj(x
′′, y) = −

∫
K1

Vj(x
′) ∆x′′G(x, y) dx′ +

∫
K2

Vj(x
′) ∆x′G(x, y) dx′.

where

Vj(x
′) = − 1

2σj
rλ
−
j φj(ωx), σj = λ+

j +
m− 2

2
.

By (2), we have∣∣∆x′′G(x, y)
∣∣ ≤ c |x′′ − y′′|−n for x′ ∈ K1, ρ < |x′′ − y′′|

and ∣∣∆x′G(x, y)
∣∣ ≤ c r−n for x′ ∈ K2, ρ < |x′′ − y′′|
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Here we used the fact that r2 < 2|x− y|2 < 28r2 if ρ < |x′′ − y′′| < 2r. Thus,

|cj(x′′, y)| ≤ c
(
|x′′ − y′′|−n

∫
K1

rλ
−
j dx′ +

∫
K2

rλ
−
j −n dx′

)
.

Since 0 < λ−j +m = 2− λ+
j < n, we get (25).

3) Analogously to the Dirichlet problem (cf. [14, Lemma 2.3]), we obtain∫
Rn−m

cj(x
′′, y) dx′′ = Vj(y

′) for j ≥ 1. (26)

In the same way, the equality∫
Rn−m

c0(x′′, y) dx′′ = − ρ2−m

(m− 2) mes Ω
for m > 2 (27)

holds. Suppose that m = 2 and i = 1 or i = 2. Using (21), we get∫
Rn−2

∂yic0(x′′, y) dx′′ =
1

mes Ω

∫
Rn−2

∫
K

log r ∂yi∆x′G(x, y)dx′ dx′′

=
1

mes Ω

∫
D

log r ∂yi
(
δ(x− y)−∆x′′G(x, y)

)
dx

= − 1

mes Ω

∫
D

log r ∂xi δ(x− y) dx =
1

mes Ω
∂yi log ρ.

Consequently,∫
Rn−m

∂yic0(x′′, y) dx′′ =
1

mes Ω

yi
ρ2

for m = 2 and i ∈ {1, 2}. (28)

4) Using (19)–(21) and the equality ∆yG(x, y) = 0 for x′′ 6= y′′, we obtain

∆ycj(x
′′, y) = 0 for x′′ 6= y′′.

Hence, the function hj in (24) is a solution of the ordinary differential equation

(1 + t2)h′′j (t) +
(

(a+ 2b+ 2)t+
a

t

)
h′j(t) + 2(a+ 1)b hj(t) = 0,

where a = n−m− 1 and b = λ+
j − 1 + n

2
. This equation has the solution

hj(t) = (1 + t2)−b
(
Cj +Dj

∫ t

1

s−a (1 + s2)b−1 ds
)

with arbitrary constants Cj and Dj. Thus,

cj(x
′′, y) =

ρλ
+
j φj(ωy)

(ρ2 + |x′′ − y′′|2)b

(
Cj +Dj

∫ |x′′−y′′|
ρ

1

s−a (s2 + 1)b−1 ds
)
.
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By (25), the constant Dj must be zero, and (26) implies

Cj = −
Γ
(
σj + n−m

2

)
2π

n−m
2 Γ(σj + 1)

for j ≥ 1.

Furthermore, the equalities (27) and (28) yield

C0 = −
Γ
(
n−2

2

)
2π

n−m
2 Γ(m

2
) (mes Ω)

1
2

both for m > 2 and m = 2. This proves (3) and (4).

Next, we prove point estimates for the remainder Rσ(x, y) in (18)

Theorem 2.4. Let σ be an arbitrary real number satisfying the inequalities (17).
Then G(x, y) admits the decomposition

G(x, y) = c0(x′′, y) +
∑

0<λ+j <σ

cj(x
′′, y) rλ

+
j φj(ωx) +Rσ(x, y),

where the coefficients cj are given by the formulas (3), (4) and Rσ(x, y) satisfies
the estimate (7) for 2|x′|2 < |y′|2 + |x′′ − y′′|2.

Proof. Analogously to (18), we obtain

∂α
′′

x′′ ∂
γ
yG(x, y) = c

(α′′,γ)
0 (x′′, y) +

∑
0<λ+j <σ

c
(α′′,γ)
j (x′′, y) rλ

+
j φj(ω) +R(α′′,γ)

σ (x, y),

where R
(α′′,γ)
σ (·, x′′, y) ∈ V l

p,β(K). For the coefficients, we have the formula

c
(α′′,γ)
j (x′′, y) = − 1

2λ+
j +m− 2

∫
K

rλ
−
j φj(ω) ∆x′∂

α′′

x′′ ∂
γ
yG(x′, x′′, y) dx′

if j ≥ 1. This means in particular that c
(α′′,γ)
j (x′′, y) = ∂α

′′

x′′ ∂
γ
y cj(x

′′, y) for j ≥ 1,
where cj is given by (3). Analogously,

c
(α′′,γ)
0 (x′′, y) = ∂α

′′

x′′ ∂
γ
y c0(x′′, y) = ∂α

′′

x′′ ∂
γ
yG(0, x′′, y).

Consequently, ∂α
′′

x′′ ∂
γ
yRσ(·, x′′, y) = R

(α′′,γ)
σ (·, x′′, y) ∈ V l

p,β(K). Let ψ = ψ(r) be

a smooth cut-off function which is equal to 1 for r < 1
2

and to zero for r > 3
4
.

Furthermore, let

ζ(x, y) = ψ

(
|x′|2

|y′|2 + |x′′ − y′′|2

)
. (29)
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Then the normal derivative of (ζ∂α
′′

x′′ ∂
γ
yRσ)(·, x′′, y) is equal to zero on ∂K\{0}

and
∆x′
(
ζ(x, y) ∂α

′′

x′′ ∂
γ
yRσ(x, y)

)
= f(x, y),

where

f(x, y) = ζ∆x′∂
α′′

x′′ ∂
γ
yRσ + 2∇x′ζ · ∇x′∂

α′′

x′′ ∂
γ
yRσ + ∂α

′′

x′′ ∂
γ
yRσ ∆x′ζ

= −ζ ∆x′′∂
α′′

x′′ ∂
γ
yG+ 2∇x′ζ · ∇x′∂

α′′

x′′ ∂
γ
yRσ + ∂α

′′

x′′ ∂
γ
yRσ ∆x′ζ.

By [8, Theorem 3.1], the function ζ ∂α
′′

x′′ ∂
γ
yRσ satisfies the estimate

‖ζ ∂α′′x′′ ∂γyRσ(·, x′′, y)‖V lp,β(K) ≤ c ‖f(·, x′′, y)‖V l−2
p,β (K)

with a constant c independent of x′′ and y. We estimate the V l−2
p,β -norm of f .

The estimate (2) implies

∣∣∂α′x′ (ζ ∆x′′∂
α′′

x′′ ∂
γ
yG
)∣∣ ≤ c

dn+|α′|+|α′′|+|γ|

(
|x′|
d

)min(0,λ+1 −|α′|−ε)( |y′|
d

)min(0,λ+1 −|γ′|−ε)

,

where d =
√
|y′|2 + |x′′ − y′′|2. Since σ = l − β − m

p
< 2, this implies

∥∥∂α′x′ (ζ ∆x′′∂
α′′

x′′ ∂
γ
yG(·, x′′, y)

)∥∥
V l−2
p,β (K)

≤ c d2−n−|α′′|−|γ|−σ
(
|y′|
d

)min(0,λ+1 −|γ′|−ε)

.

The same estimate holds for the V l−2
p,β -norms of the terms ∇x′ζ · ∇x′∂

α′′

x′′ ∂
γ
yRσ

and ∂α
′′

x′′ ∂
γ
yRσ ∆x′ζ. Thus,

‖ζ ∂α′′x′′ ∂γyRσ(·, x′′, y)‖V lp,β(K) ≤ c d2−n−|α′′|−|γ|−σ
(
|y′|
d

)min(0,λ+1 −|γ′|−ε)

.

If |α′| < l − m
p

, then

‖r|α′|−σ∂α′x′ (ζ∂α
′′

x′′ ∂
γ
yRσ)(·, x′′, y)‖L∞(K) ≤ c ‖ζ∂α′′x′′ ∂γyRσ(·, x′′, y)‖V lp,β(K)

with a constant c independent of x′′ and y (see e.g. [11, Lemma 1.2.3]). This
leads to the estimate

∣∣∂αx∂γyRσ(x, y)
∣∣ ≤ c d2−n−|α|−|γ|

(
|x′|
d

)σ−|α′|( |y′|
d

)min(0,λ+1 −|γ′|−ε)

for 2|x′|2 < |y′|2 + |x′′ − y′′|2. Since d can be estimated by means of (14), we
get (7). The theorem is proved.
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2.4. Terms of higher order in the asymptotics of Green’s function.
Now let σ be an arbitrary positive number such that σ 6= λ+

j for all j. We
define

Gσ(x, y) =
∑

0<λ+j <σ

mj,σ∑
k=0

(−∆x′′)
kcj(x

′′, y)

4k k! (σj + k)(k)

rλ
+
j +2k φj(ωx) (30)

(Gσ(x, y) = 0 if σ < λ+
1 ), where cj(x

′′, y) is defined by (3), σj = λ+
j + m−2

2
, and

s(k) = s(s− 1) · · · (s− k + 1) for k = 1, 2, . . . , s(0) = 1.

Furthermore, let Pσ be the quasipolynomial (6).

Theorem 2.5. Let σ satisfy the condition (5). Then G(x, y) admits the decom-
position

G(x, y) = Gσ(x, y) + Pσ(x, y) +Rσ(x, y), (31)

where Rσ satisfies the estimate (7) for 2|x′|2 < |y′|2 + |x′′ − y′′|2.

Proof. Obviously, Gσ(x, y) = Gσ+ε(x, y) for sufficiently small positive ε. Con-

sequently, we may assume without loss of generality that
σ−λ+j

2
is not integer

for j = 0, 1, . . . , λ+
j < σ.

Let l be an arbitrary integer, l ≥ 2, p an arbitrary real number, p ∈ (1,∞),
and β = l− σ− m

p
. We prove by induction in m0 = [σ

2
] that G(x, y) admits the

decomposition (31), where Rσ(x, y) satisfies (7) and

∂αx′′∂
γ
yRσ(·, x′′, y) ∈ V l

p,β(K) for all α, γ; x′′ ∈ Rn−m, y ∈ D, x′′ 6= y′′.

For m0 = 0, this was shown in the proof of Theorem 2.4. Suppose now that
m0 = N ≥ 1, i.e. 2N < σ < 2N + 2, and the assertion is proved for σ < 2N .
We set σ′ = σ− 2. Then mj,σ′ = mj,σ − 1 and, by the induction hypothesis, we
have

G(x, y) = Pσ′(x, y) +Gσ′(x, y) +Rσ′(x, y), (32)

where Rσ′ satisfies the estimate (7) with σ′ instead of σ and

∂αx′′∂
γ
yRσ′(·, x′′, y) ∈ V l

p,β+2(K) for all α, γ; x′′ ∈ Rn−m, y ∈ D, x′′ 6= y′′.

Since G(x, y), Pσ′(x, y) and Gσ′(x, y) are positively homogenous of degree 2−n
and depend only on x′, y′|x′′− y′′|, the same is true for the remainder Rσ′ . The
equality ∆xG(x, y) = 0 for x′′ 6= y′′ implies

∆x′Rσ′(x, y) = −∆x

(
Pσ′(x, y) +Gσ′(x, y)

)
−∆x′′Rσ′(x, y)

for x′′ 6= y′′. Using formulas ∆x′r
2k=2k(2k+m−2)r2k−2 and ∆x′r

λ+j +2kφj(ωx)=

4k(σj + k) rλ
+
j +2k−2φj(ωx), we get

−∆x

(
Pσ′(x, y) +Gσ′(x, y)

)
= ∆x′Σ

′(x, y),
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where

Σ′ =
(−∆x′′)

Ncj(x
′′, y) r2N

4N N ! (N − 1 + m
2

)(N)

+
∑

0<λ+j <σ
′

(−∆x′′)
mj,σcj(x

′′, y) rλ
+
j +2mj,σ φj(ωx)

4mj,σ mj,σ! (σj +mj,σ)(mj,σ)

.

Therefore,

∆x′Rσ′(x, y) = ∆x′Σ
′(x, y)−∆x′′Rσ′(x, y) for x′′ 6= y′′, (33)

Let ψ be a smooth function on R+ = (0,∞), ψ(r) = 1 for r < 1
2
, ψ(r) = 0 for

r > 3
4
. Furthermore, let the function χ be defined as

χ(x′, x′′, y′′) = ψ

(
2r

|x′′ − y′′|

)
.

Then by (33), ∆x′
(
Rσ′ − χΣ′

)
= ∆x′

(
1− χ

)
Σ′ −∆x′′Rσ′ for x′′ 6= y′′. Here, by

the induction hypotheses and by the definition of Σ′,

∂αx′′∂
γ
y (Rσ′−χΣ′)(·, x′′, y)∈V l

p,β+2(K), ∂αx′′∂
γ
y

(
∆x′(1−χ)Σ′

)
(·, x′′, y)∈V l−2

p,β (K)

for arbitrary x′′ ∈ Rn−2, y ∈ D, x′′ 6= y′′, and for all multi-indices α, γ. Further-
more, ∂αx′′∂

γ
y∆x′′Rσ′(·, x′′, y) ∈ V l−2

p,β (K). Applying [8, Theorem 3.2], we obtain

∂αx′′∂
γ
y (Rσ′(x, y)− χΣ′(x, y)) =

∑
σ′<λ+j <σ

dj,α,γ(x
′′, y) rλ

+
j φj(ωx) + vα,γ(x, y), (34)

where vα,γ(·, x′′, y) ∈ V l
p,β(K). The coefficients dj,α,γ are given by the formula

(cf. [8, Theorem 3.4])

dj,α,γ(x
′′, y) =

∫
K

Vj(x
′) ∂αx′′∂

γ
y∆x′

(
Rσ′(x, y)− χΣ′(x, y)

)
dx′,

where Vj(x
′) = − 1

2σj
rλ
−
j φj(ωx). Obviously, dj,α,γ = ∂αx′′∂

γ
ydj,0,0. In the same

way as in the proof of Lemma 2.3, one can show that the functions dj = dj,0,0
have the same properties as the functions (19), i.e. ∆ydj(x

′′, y) = 0 for x′′ 6= y′′,

dj(x
′′, y) = ρ2−n−λ+j hj

(
|x′′ − y′′|

ρ

)
φj(ωy),

∫
Rn−m

dj(x
′′, y) dx′′ = Vj(y

′),

and |dj(x′′, y)| ≤ c |x′′ − y′′|2−n−λ
+
j for |y′| ≤ |x′′ − y′′|. Thus, analogously to

Lemma 2.3, the formula

dj(x
′′, y) = −

Γ
(
λ+
j + n−2

2

)
2π

n−m
2 Γ(λ+

j + m
2

)

|y′|λ
+
j φj(ωy)

(|y′|2 + |x′′ − y′′|2)λ
+
j +n−2

2
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holds for σ′ < λ+
j < σ. Furthermore, it follows from (34) that

Rσ′(x, y) = Σ′(x, y) +
∑

σ′<λ+j <σ

dj(x
′′, y) rλ

+
j φj(ωx) +Rσ(x, y),

where Rσ(x, y) = v0,0(x, y)−(1−χ) Σ′(x, y) and ∂αx′′∂
γ
y v0,0(·, x′′, y) = vα,γ(·, x′′, y)

∈ V l
p,β(K). This together with (32) yields (31). The estimate (7) for Rσ holds

in the same way as in the proof of Theorem 2.4 (see also the proof of [14,
Theorem 2.2]).

One can easily show by means of (2) and (14) that the estimate (7) for Rσ

is valid if one of the inequalities |x′| ≤ δ|x − y| or |x′|2 ≤ δ2(|y′|2 + |x′′ − y′′|2)
with an arbitrary positive δ < 1 is satisfied.

3. Asymptotics of solutions of the Neumann problem

Now, we consider the variational solution u ∈ HD of the problem (1) with the
right-hand side f ∈ H∗D ∩ V l−2

p,β (D). Here and in the sequel, we assume that
1 < p <∞, l is an integer, l ≥ 2, and that the number

σ = l − β − m

p

satisfies the condition (5). Using the asymptotics of the Green function G(x, y),
we are able to describe the singularities of the solution

u(x) =

∫
D
G(x, y) f(y) dy

of the problem (1). Let ψ be a smooth function on R+ = (0,∞), ψ(r) = 1
for r < 1

2
, ψ(r) = 0 for r > 3

4
, and let the function ζ be defined by (29).

Furthermore, let Pσ, Gσ be the same functions (6) and (30) as in Section 2.
Then by Theorem 2.5, the function u admits the decomposition

u(x) = S(x) + q(x) + v(x),

where

S(x) =

∫
D
ζ(x, y)Gσ(x, y) f(y) dy, q(x) =

∫
D
ζ(x, y)Pσ(x, y) f(y) dy

and

v(x) =

∫
D
ζ(x, y)Rσ(x, y) f(y) dy +

∫
D

(
1− ζ(x, y)

)
G(x, y) f(y) dy. (35)



Behavior of Solutions of the Neumann Problem 191

Here, Rσ satisfies the estimate (7) on the support of the function ζ. Note that
the functions S(x), q(x) and v(x) satisfy the Neumann boundary condition
∂u
∂n

= 0 on ∂D\M since ζ(x, y) depends only on r = |x′|, x′′ and y. Obviously,

S(x) =
∑

0<λ+j <σ

mj,σ∑
k=0

Hj,k(x)

4k k! (λ+
j + k − 1 + m

2
)(k)

rλ
+
j +2kφj(ωx), (36)

and

q(x) =

[σ
2

]∑
k=0

H0,k(x)

4k k! (k − 1 + m
2

)(k)

r2k, (37)

where

Hj,k(x) =

∫
D
ζ(x, y) (−∆x′′)

k cj(x
′′, y) f(y) dy. for j, k = 0, 1, . . . .

3.1. Estimation of the remainder v. We will show that v ∈ V l
p,β(D) if

f ∈ V l−2
p,β (D). Let Lp,β(D) = V 0

p,β(D). The proof of the following lemma can be
found in [14].

Lemma 3.1. Let v be defined as

v(x) =

∫
D
K(x, y) f(y) dy,

where f ∈ Lp,α+β−γ+n(D), K(x, y) = 0 for |x− y| < δ|x′| (δ is a given positive
number) and ∣∣K(x, y)

∣∣ ≤ c
|x′|α |y′|β

|x− y|γ
.

If α > −m
p

and α− γ < m− n− m
p

, then

‖v‖Lp(D) ≤ c ‖f‖Lp,α+β−γ+n(D)

with a constant c independent of f .

Using this lemma and the estimates for G(x, y) and Rσ(x, y) in the last
section, one can easily prove the following estimates for v.

Lemma 3.2. Let l, p, β satisfy the inequalities

l ≥ 2, 1 < p <∞, l − β − m

p
> 0, l − β − m

p
6= λ+

j for all j. (38)

Then the function v satisfies the estimate

‖v‖Lp,β−l(D) ≤ c ‖f‖Lp,β−l+2(D) (39)

with a constant c independent of f .
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Proof. By (35), we have v = v1 + v2, where

v1(x) =

∫
D
ζ(x, y)Rσ(x, y) f(y) dy, v2(x) =

∫
D

(
1− ζ(x, y)

)
G(x, y) f(y) dy.

On the support of ζ, the inequality 4|x′|2 < 3
(
|y′|2 + |x′′ − y′′|2

)
and, therefore,

|x′| < C|x− y| with a certain positive constant C is satisfied. Since

|x′|β−l
∣∣v1(x)

∣∣ ≤ c

∫
|x′|β−l+σ+ε

|x− y|n−2+σ+ε
|f(y)| dy

(cf. (7)), where the integration is extended over the set of all y ∈ D such that
C|x− y| < |x′| and ε is a sufficiently small positive number, Lemma 3.1 implies
‖v1‖Lp,β−l(D) ≤ c ‖f‖Lp,β−l+2(D).

We consider the function v2. The function 1−ζ is zero for |y′|2 +|x′′−y′′|2 >
2|x′|2. Let Dx be the set of all y∈D such that |y′|2+|x′′−y′′|2<2|x′|2. Then by (2),

|v2(x)| ≤ A(x) +B(x),

where

A(x) =

∫
y∈Dx
|x′|<2|y′|

|f(y)|
|x− y|n−2

dy, B(x) =

∫
y∈Dx
|x′|>2|y′|

|f(y)|
|x− y|n−2

dy.

If y ∈ Dx, |x′| < 2|y′|, then |x− y| < 2|x′| < 4|y′| and |y′| < 2|x′| < 4|y′|. Hence
by means of Hölder’s inequality, we get

|A(x)|p ≤
(∫
|x−y|<2|x′|

|x− y|2−n dy
)p−1 ∫

y∈Dx
|x′|<2|y′|

|x− y|2−n |f(y)|p dy

≤ c |x′|2p−2

∫
y∈Dx
|x′|<2|y′|

|x− y|2−n |f(y)|p dy.

Thus,∫
D
|x′|p(β−l) |A|p dx ≤ c

∫
D
|y′|p(β−l+2)−2 |f(y)|p

(∫
|x−y|<4|y′|

dx

|x− y|n−2

)
dy

≤ c

∫
D
|y′|p(β−l+2) |f(y)|p dy.

If y∈Dx, |x′|>2|y′|, then |x′|
2
< |x−y|<3|x′|. Using Hölder’s inequality, we get

Bp ≤ c

|x′|p(n−2)

∫
y∈Dx
|x′|>2|y′|

|y′|(p−1)(m−ε) ∣∣f(y)
∣∣p dy

∫
|y′|<|x′|

|x′′−y′′|<2|x′|

dy

|y′|m−ε

p−1

≤ c |x′|p(2−m+ε)−n+m−ε
∫

y∈Dx
|x′|>2|y′|

|y′|(p−1)(m−ε) ∣∣f(y)
∣∣p dy.
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This leads to the estimate∫
D

|B|p

|x′|p(l−β)
dx ≤ c

∫
D
|y′|(p−1)(m−ε) |f(y)|p

(∫
dx

|x′|p(l−β+m−2−ε)+n−m+ε

)
dy,

where in the last integral the integration is extended over the set of all x such
that |x′| > 2|y′| and |x′′− y′′| < |x′|

√
2. Since p(β− l+ 2−m) < −m, it follows

that∫
D

|B|p

|x′|p(l−β)
dx ≤ c

∫
D
|y′|(p−1)(m−ε) |f(y)|p

(∫
|x′|>2|y′|

dx′

|x′|p(l−β+m−2−ε)+ε

)
dy

≤ c

∫
D
|y′|p(β−l+2) |f(y)|p dy

if ε is sufficiently small. This means that the V 0
p,β−l(D)-norm of v2 can be

estimated by the right-hand side of (39). The proof is complete.

Next, we estimate the V l−2
p,β (D)-norms of ∆S and ∆q.

Lemma 3.3. Let f ∈ V l−2
p,β (D), where l, p, β satisfy the condition (38). Then

the functions (36) and (37) satisfy the estimate

‖∆S‖V l−2
p,β (D) + ‖∆q‖V l−2

p,β (D) ≤ c ‖f‖V l−2
p,β (D)

with a constant c independent of f .

Proof. The proof of the estimate for the V l−2
p,β -norm of ∆S proceeds analogously

to [14, Lemma 3.4] since the representation of S is the same as in [14]. We
consider the term ∆q. Obviously

∂αx∆xq(x) =

∫
D
K(x, y) f(y) dy,

where

K(x, y) = ∂αx

(
ζ(x, y) ∆xPσ(x, y) + 2∇xζ · ∇xPσ(x, y) + Pσ(x, y) ∆xζ

)
.

Using the equality ∆x′r
2k = 4k(k − 1 + m

2
) r2k−2, we get

∆xPσ(x, y) = − (−∆x′′)
k+1c0(x′′, y)

4k k! (k − 1 + m
2

)(k)

r2k,

where k=[σ
2
]. From (4) it follows that

∣∣∂α′′x′′ c0(x′′, y)
∣∣≤c(|y′|2+|x′′−y′′|2

)2−n−|α′′|
2 .

This together with (14) implies∣∣∂αx (ζ(x, y) ∆xPσ(x, y)
)∣∣ ≤ c |x− y|−n−2k r2k−|α|.
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The same estimate holds for the terms ∂αx (∇xζ · ∇xPσ) and ∂αx (Pσ ∆xζ). Thus

|K(x, y)| ≤ c |x− y|−n−2k r2k−|α|

with k = [σ
2
]. Applying Lemma 3.1, we obtain the estimate

‖rβ−l+2+|α| ∂αx∆q‖Lp(D) ≤ c ‖f‖Lp,β−l+2(D)

since 2 + 2k + β − l = 2 + 2[σ
2
]− σ − m

p
> −m

p
. This proves the lemma.

Now it is easy to prove the following theorem.

Theorem 3.4. Suppose that u ∈ HD is a solution of the problem (1) with the
right-hand side f ∈ H∗D∩V l−2

p,β (D), where l, p, β satisfy the condition (38). Then

u(x) = S(x) + q(x) + v(x),

where S, q are defined by (36) and (37), respectively, and v ∈ V l
p,β(D). Further-

more,
‖v‖V lp,β(D) ≤ c ‖f‖V l−2

p,β (D)

with a constant c independent of f .

Proof. By Lemma 3.2, we have u = S + q + v, where v ∈ V 0
p,β−l(D) and

‖v‖V 0
p,β−l(D) ≤ c ‖f‖V l−2

p,β (D).

Using [11, Theorem 6.1.3], Lemma 3.3 and the equality ∆v = f −∆S−∆q, we
conclude that v ∈ V l

p,β(D) and

‖v‖V lp,β(D) ≤ c
(
‖∆v‖V l−2

p,β (D) + ‖v‖V 0
p,β−l(D)

)
≤ c′ ‖f‖V l−2

p,β (D).

3.2. On the coefficients in the asymptotics. Now we consider the coeffi-
cients Hj,k(x) of the terms S(x) and q(x) in Theorem 3.4. Let

Hj(x) = Hj,0(x) =

∫
D
ζ(x, y) cj(x

′′, y) f(y) dy for j = 0, 1, . . . .

Analogously to [14, Lemma 3.6], we obtain the following lemma.

Lemma 3.5. Suppose that the conditions of Theorem 3.4 on f are satisfied.
Then the functions

Uj,k(x) =
(
Hj,k(x)− (−∆x′′)

kHj(x)
)
rλ

+
j +2k φj(ωx)

belong to the space V l
p,β(D) for λ+

j < σ and k = 0, 1, . . . , [
σ−λ+j

2
]. Furthermore,

‖Uj,k‖V lp,β(D) ≤ c ‖f‖V 0
p,β−l(D)

with a constant c independent of f .
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Proof. By the definition of Hj,k and Hj, we have

Uj,k(x) = (−1)k
∫
D
Kj,k(x, y) f(y) dy,

where

Kj,k(x, y) =
(
ζ(x, y)∆k

x′′cj(y
′, x′′−y′′)−∆k

x′′ζ(x, y) cj(y
′, x′′−y′′)

)
rλ

+
j +2kφj(ωx).

Using the estimates∣∣∂αx ζ(x, y)
∣∣ ≤ c r−|α|,

∣∣∂α′′x′′ cj(x′′, y)
∣∣ ≤ c

(
|y′|2 + |x′′ − y′′|2

) 2−n−2λ+
j
−|α′′|

2 |y′|λ
+
j ,

(14), and the fact that c1|x−y| ≤ |x′| ≤ c2|x−y| on the support of the function

∇x′′ζ, we obtain rβ−l+|α|
∣∣∂αxKj,k(x, y)

∣∣ ≤ c |y′|λ
+
j

|x−y|l−β+n−2+λ+
j

. Applying Lemma 3.1,

we obtain the estimate

‖rβ−l+|α| ∂αxUj,k‖Lp(D) ≤ c ‖f‖Lp,β−l+2(D).

This proves the lemma.

Due to the last lemma, it makes sense to replace the coefficients Hj,k(x) in
the definition of the functions (36) and (37) by (−∆x′′)

kHj(x). Then we obtain
the functions

S̃(x) =
∑

0<λ+j <σ

mj,σ∑
k=0

(−∆x′′)
kHj(x)

4k k! (λ+
j + k − 1 + m

2
)(k)

rλ
+
j +2kφj(ωx),

q̃(x) =

[σ
2

]∑
k=0

(−∆x′′)
kH0(x)

4k k! (k − 1 + m
2

)(k)

r2k,

By Lemma 3.5, the differences S−S̃ and q−q̃ are functions of the space V l
p,β(D).

Consequently, we can deduce the following result directly from Theorem 3.4.

Theorem 3.6. Suppose that u ∈ HD is a solution of the problem (1) with the
right-hand side f ∈ H∗D∩V l−2

p,β (D), where l, p, β satisfy the condition (38). Then

u(x) = S̃(x) + q̃(x) + v(x),

where v ∈ V l
p,β(D) and

‖v‖V lp,β(D) ≤ c ‖f‖V l−2
p,β (D)

with a constant c independent of f .
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We consider the coefficients Hj of the functions S̃ and q̃. It is evident that
Hj(x) depends only on r = |x′| and x′′ but not on ωx. Moreover, the following
assertions hold.

Lemma 3.7. Suppose that f ∈ V l−2
p,β (D) and l, p, β satisfy the condition (38).

Then

(i) ∂αxHj = ∂α
′

x′ ∂
α′′

x′′Hj ∈ Lp,β−l+λ+j +|α|(D) if |α′| ≥ 1.

(ii) ∂α
′′

x′′Hj ∈ Lp,β−l+λ+j +|α′′|(D) if |α′′| > σ − λ+
j .

(iii) The trace of Hj on M coincides with the function (11) and belongs to the

Besov space B
σ−λ+j
p (Rn−m) for j = 0, 1, . . ..

Proof. For j > 0, the proof is the same as for [14, Lemma 3.7], since we have
the same formula (with other eigenvalues and eigenfunctions Λj and φj) for the
functions cj(x

′′, y) as in the case of the Dirichlet problem. We consider the
function

H0(x) =

∫
D
ζ(x, y) c0(x′′, y) f(y) dy,

where c0(x′′, y) = G(0, x′′, y) is defined by (4). Obviously,∣∣∂αx ζ(x, y) c0(x′′, y)
∣∣ ≤ cα |x− y|2−n−|α|

for every multi-index α. If α = (α′, α′′) and |α′| ≥ 1, then the function
∂αx ζ(x, y) c0(x′′, y) vanishes outside the region 2(|y′|2 + |x′′ − y′′|2) < 4|x′|2 <
3(|y′|2 + |x′′ − y′′|2). Therefore, rβ−l+|α|

∣∣∂αx ζ(x, y) c0(x′′, y)
∣∣ ≤ cα |x− y|β−l+2−n.

Consequently, it follows from Lemma 3.1 that

‖rβ−l+|α| ∂αxH0‖Lp(D) ≤ cα ‖f‖Lp,β−l+2(D)

with a constant cα independent of f . Now, let α′ = 0 and |α′′| > σ = l−β− m
p

.
Then

rβ−l+|α
′′| ∣∣∂α′′x′′ ζ(x, y) c0(x′′, y)

∣∣ ≤ cα′′
|x′|β−l+|α′′|

|x− y|n−2+|α′′| .

Applying again Lemma 3.1, we obtain

‖rβ−l+|α′′| ∂α′′x′′H0‖Lp(D) ≤ cα′′ ‖f‖Lp,β−l+2(D).

Thus, the assertions (i) and (ii) are true for j = 0. If we consider H0 as a
function on R+ × Rn−m (with the variables r and x′′), then it follows from (i)
and (ii) in particular that

rβ−l+k+|α′′|+m−1
p ∂kr ∂

α′′

x′′H0 ∈ Lp(R+ × Rn−m) for k + |α′′| > σ.

Hence by [16, Section 2.9.2, Theorem 1], the trace h0 = H0|x′=0 of H0 on
the edge M exists and belongs to the Besov space Bσ

p (M). This proves the
lemma.



Behavior of Solutions of the Neumann Problem 197

Finally, we note that the coefficients Hj of Σ and Q can be replaced (as in
the case of the Dirichlet problem, cf. [14]) by other extensions of hj. Such a
possible extension of hj is

(Ehj)(x′, x′′) = ψ(r)

∫
Rn−m

T (y′′)hj(x
′′ − ry′′) dy′′, (40)

where ψ is a smooth function with compact support on [0,∞) such that ψ(r) = 1
for r < 1

2
, T is a smooth function on Rn−m with support in the unit ball |y′′| ≤ 1

satisfying the condition∫
Rn−m

T (y′′) dy′′ = 1,

∫
Rn−m

(y′′)α
′′
T (y′′) dy′′ = 0 for 1 ≤ |α′′| ≤ [σ].

As was shown in [14, Lemma 3.8], this extension has the same properties (i) and

(ii) of Lemma 3.7 as Hj. From this it follows that ∆k
x′′(Hj − Ehj) rλ

+
j +2kφj(ωx)

is a function of the space V l
p,β(D for λ+

j < σ, k ≤
[
σ−λ+j

2

]
. Thus the following

theorem holds.

Theorem 3.8. Suppose that u ∈ HD is a solution of the problem (1) with the
right-hand side f ∈ H∗D∩V l−2

p,β (D), where l, p, β satisfy the condition (38). Then

u(x) = Σ(x) +Q(x) + v(x),

where v ∈ V l
p,β(D) and Σ, Q are defined by (9) and (10), respectively.
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