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Optimal Control in Matrix-Valued
Coefficients for Nonlinear Monotone
Problems: Optimality Conditions II
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Abstract. In this paper we study an optimal control problem for a nonlinear mono-
tone Dirichlet problem where the controls are taken as the matrix-valued coefficients
in L∞(Ω;RN×N ). Given a suitable cost function, the objective is to provide a sub-
stantiation of the first order optimality conditions using the concept of convergence
in variable spaces. While in the first part [Z. Anal. Anwend. 34 (2015), 85–108]
optimality conditions have been derived and analysed in the general case under some
assumptions on the quasi-adjoint states, in this second part, we consider diagonal
matrices and analyse the corresponding optimality system without such assumptions.
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1. Introduction

The optimal control problem we consider in this paper is to minimize the dis-
crepancy between a given distribution yd ∈ Lp(Ω), where Ω is an open bounded
Lipschitz domain in RN , and the solution of a nonlinear Dirichlet problem by
choosing an appropriate matrix of coefficients U ∈ L∞(D;RN×N). Namely, we
consider the following minimization problem:

Minimize

{
IΩ(U , y) =

∫
Ω

|y(x)− yd(x)|p dx
}

(1)
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subject to the constraints

U ∈ Uad ⊂ L∞(Ω;RN×N), y ∈ W 1,p
0 (Ω), (2)

−div
(
U [(∇y)p−2]∇y

)
+ |y|p−2y = f in Ω, (3)

y = 0 on ∂Ω, (4)

where Uad is a class of admissible controls.

In [2] we have derived first-order optimality conditions for optimal control
problem (1)–(4) and carried out their realization under some additional as-
sumptions. We introduced the notion of a quasi-adjoint state ψε to an optimal
solution y0 ∈ W 1,p

0 (Ω) that was proposed for linear problems by Serovajskiy [5])
and showed that an optimality system can be recovered in an explicit form if
the mapping Uad 3 U 7→ ψε(U) possesses the so-called H-property with respect
to the pair of spaces

(
L∞(Ω;RN×N),W 1,p

0 (Ω)
)
. However, it should be stressed

that the fulfilment of this property was not proved for the case p > 2 and, thus,
had to be considered as some extra hypothesis. Moreover, the verification of
the H-property for quasi-adjoint states is not straightforward, in general. That
is why, in order to derive optimality conditions in the framework of more ap-
propriate assumptions, we propose in Section 3 of the current paper another
approach which is based on the concept of convergence in variable spaces.

For simplicity, we restrict our consideration to the case when each admissible
control U ∈ Uad := Ub ∩Usol has a diagonal form. Our main assumption in this
section is as follows: For a given distribution f ∈ W−1,q(Ω) with q = p

p−1

and p ≥ 2 and a given class of admissible controls Uad, there exists a non-
negative function ζ ∈ L1(Ω) such that ζ−1 ∈ L1(Ω) and the corresponding
weak solutions y (U) of the nonlinear Dirichlet boundary value problem (3), (4)
satisfy the relations(
ξ,U [(∇y)p−2]ξ

)
RN ≥ ζ(x) ‖ξ‖2

RN a.e. in Ω, ∀ ξ ∈ RN , and |y|2−p ∈ L1(Ω)

for each admissible control U ∈ Uad.
Note that this assumption is fulfilled as far as the matrices U [(∇y)p−2] have

a non-degenerate spectrum for each U ∈ Uad (for the details, we refer to [3]).
The main argument given in Section 3 is to associate with each admissible
pair (U , y(U)) an appropriate weighted Sobolev space Hp

U ,y(Ω) with continuous

embedding Hp
U ,y(Ω) ⊂ W 1,1

0 (Ω). As a result, we show that each of the variational
problems for the corresponding quasi-adjoint states has a unique solution, and
these solutions form a weakly convergent sequence

{
ψεθ,θ ∈ H

p
U0,ỹθ(Ω)

}
θ→0

in the
variable space. This property suffices in order to establish that the optimality
system for the problem (1)–(4), that was derived in [2], remains valid even if
H-property does not hold for the quasi-adjoint states.
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2. Problem setting

Monotone operators. Let α and β be constants such that 0 < α ≤ β < +∞. We
define Mα,β

p (Ω) as a set of all square symmetric matrices U(x) = [ai j(x)]1≤i,j≤N
in L∞(Ω;RN×N) such that the following conditions of growth, monotonicity,
and strong coercivity are fulfilled:

|aij(x)| ≤ β a.e. in Ω ∀ i, j ∈ {1, . . . , N}, (5)

and (
U(x)([ζp−2]ζ − [ηp−2]η), ζ − η

)
RN ≥ 0 a.e. in Ω ∀ ζ, η ∈ RN , (6)(

U(x)[ζp−2]ζ, ζ
)
RN =

N∑
i,j=1

ai j(x)|ζj|p−2 ζj ζi ≥ α |ζ|pp a.e. in Ω, (7)

where |η|p =
(∑N

k=1 |ηk|p
) 1
p

is the Hölder norm of η ∈ RN and

[ηp−2] = diag{|η1|p−2, |η2|p−2, . . . , |ηN |p−2} ∀ η ∈ RN . (8)

Let us consider the nonlinear operator A : Mα,β
p (Ω) × W 1,p

0 (Ω) → W−1,q(Ω)
defined as

A(U , y) = −div
(
U(x)[(∇y)p−2]∇y

)
+ |y|p−2y,

or via the paring

〈A(U , y), v〉W 1,p
0 (Ω) =

N∑
i,j=1

∫
Ω

(
aij(x)

∣∣∣∣ ∂y∂xj
∣∣∣∣p−2

∂y

∂xj

)
∂v

∂xi
dx+

∫
Ω

|y|p−2y v dx,

for all v ∈ W 1,p
0 (Ω). In view of properties (5)–(7), for every f ∈ W−1,q(Ω) the

nonlinear Dirichlet boundary value problem

A(U , y) = f in Ω, y ∈ W 1,p
0 (Ω), (9)

amits a unique weak solution in W 1,p
0 (Ω) for every fixed matrix U ∈Mα,β

p (Ω).

Optimal control problem. Let ξ 1, ξ2 be given functions of L∞(Ω) such that
0 ≤ ξ1(x) ≤ ξ2(x) a.e. in Ω and {Q1, . . . , QN} be a collection of nonempty
compact convex subsets of W−1, q(Ω). To define the class of admissible controls,
we introduce two sets

Ub=
{
U=[ai j]∈Mα,β

p (Ω)
∣∣ ξ1(x)≤ai j(x)≤ξ2(x) a.e. in Ω, 1≤ i, j≤N

}
Usol=

{
U=[u1, . . . , uN ]∈Mα,β

p (Ω)
∣∣ div ui∈Qi, ∀ i=1, . . . , N

}
,

assuming that the intersection Ub ∩ Usol ⊂ L∞(Ω;RN×N) is nonempty.
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Definition 2.1. We say that a matrix U = [ai j] is an admissible control of
solenoidal type to the nonlinear Dirichlet problem (9) if U ∈ Uad := Ub ∩ Usol.

Let us consider the optimal control problem

Minimize
{
I(U , y) =

∫
Ω

|y(x)− yd(x)|p dx
}
, (10)

subject to the constraints∫
Ω

(
U(x)[(∇y)p−2]∇y,∇v

)
RNdx+

∫
Ω

|y|p−2yvdx=〈f, v〉W 1,p
0 (Ω) ∀ v∈W

1,p
0 (Ω), (11)

U ∈ Uad, y ∈ W 1,p
0 (Ω), (12)

where f ∈ W−1,q(Ω) and yd ∈ W 1,p
0 (Ω) are given distributions.

Hereinafter, Ξsol ⊂ L∞(Ω;RN×N)×W 1,p
0 (Ω) denotes the set of all admissible

pairs to optimal control problem (10)–(12), for which the following existence
result takes place.

Theorem 2.2. If Uad = Ub ∩ Usol 6= ∅, then the optimal control problem
(10)–(12) admits at least one solution

(Uopt, yopt) ∈ Ξsol ⊂ L∞(Ω;RN×N)×W 1,p
0 (Ω),

I(Uopt, yopt) = inf
(U ,y)∈Ξsol

I(U , y).

Optimality conditions. To derive the optimality conditions for given optimal
control problem (10)–(12) in [2], we used the following concept of quasi-adjoint
states, that was first introduced for linear problems by Serovajskiy [5].

Definition 2.3. We say that, for a given U ∈ Usol, a distribution ψε is the
quasi-adjoint state to y0 ∈ W 1,p

0 (Ω) if ψε satisfies the following integral identity:

(p− 1)

∫
Ω

(
[(∇yε)p−2]U∇ψε,∇ϕ

)
RN dx

+ (p− 1)

∫
Ω

|yε|p−2 ψε ϕdx+ p

∫
Ω

|yε − yd|p−1ϕdx

= 0

 ∀ϕ ∈ W 1,p
0 (Ω).

Here, yε = y0 − ε(y − y0), y = y(U) is the solution of problem (11), (12), and
ε = ε(U) ∈ [0, 1] (see [2, Lemma 4.8]).

As was shown in [2], in order to derive the optimality conditions to problem
(10)–(12) in a correct way, the following property of quasi-adjoint states had to
be fulfilled.
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Definition 2.4. We say that mapping Uad 3U 7→ ψε(U) possesses the H-pro-

perty at the point Ũ with respect to the pair of spaces
(
L∞(Ω;RN×N),W 1,p

0 (Ω)
)

if for each U ∈ Uad we have: ψε,θ := ψε(Ũ + θ(U − Ũ)) ∈ W 1,p
0 (Ω) for all

θ ∈ [0, 1] and the sequence {ψε,θ}θ is uniformly bounded in W 1,p
0 (Ω) with respect

to θ ∈ [0, 1].

Theorem 2.5. Let us suppose that f ∈ W−1,q(Ω), yd ∈ W 1,p
0 (Ω), and Uad 6= ∅

are given with p ≥ 2. Let (U0, y0) ∈ L∞(Ω;RN×N)×W 1,p
0 (Ω) be an optimal

pair to the problem (10)–(12). Assume that the quasi-adjoint state ψε(U) to
y0 ∈ W 1,p

0 (Ω), defined by (2.3), possesses the H-property at U0 in the sense of
Definition 2.4. Then there exists an element ψ ∈ W 1,p

0 (Ω) such that∫
Ω

(
(U − U0)[(∇y0)p−2]∇y0,∇ψ

)
RN dx ≥ 0, ∀U ∈ Uad, (13)

∫
Ω

(
U0[(∇y0)p−2]∇y0,∇ϕ

)
RN dx+

∫
Ω

|y0|p−2y0ϕdx

= 〈f, ϕ〉W 1,p
0 (Ω), ∀ϕ ∈ W 1,p

0 (Ω),
(14)

(p− 1)

∫
Ω

(
[(∇y0)p−2]U0∇ψ,∇ϕ

)
RN dx+ (p− 1)

∫
Ω

|y0|p−2 ψ ϕdx

= p

∫
Ω

|y0 − yd|ϕdx, ∀ϕ ∈ W 1,p
0 (Ω).

(15)

3. On weighted Sobolev spaces and fine properties of
quasi-adjoint states

The aim of this paper is to provide a substantiation of (13)–(15) regardless of
the H-property for quasi-adjoints states. For simplicity, we restrict our consid-
eration to the case when each admissible control U ∈ Uad := Ub ∩ Usol has a
diagonal form

U(x) = diag{δ1(x), δ2(x), . . . , δN(x)},
with α ≤ δi(x) ≤ β a.e. in Ω, ∀ i = 1, . . . , N.

(16)

We define subset M(Ω) ⊂ W 1,p
0 (Ω) as follows: y ∈M(Ω) if and only if

∃ ζ∈L1(Ω) such that ζ >0 a.e. in Ω, ζ−1∈L1(Ω), (17)(
ξ,U [(∇y)p−2]ξ

)
RN≥ζ(x)‖ξ‖2

RN a.e. in Ω, ∀ ξ∈RN, and |y|2−p∈L1(Ω). (18)

We begin this section with the following hypothesis.
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(H2) For a given distribution f ∈ W−1,q(Ω) with q = p
p−1

and p ≥ 2, the

corresponding weak solutions y (U) of the nonlinear Dirichlet boundary
value problem (9) satisfy: y (U) ∈ M(Ω) for each admissible control
U ∈ Uad := Ub ∩ Usol.

Remark 3.1. Since (8) and (16) imply that U [(∇y)p−2] = [(∇y)p−2]U , it follows
that the quadratic form (ξ,U [(∇y)p−2]ξ)RN , ∀ ξ ∈ RN can be associated with the

collection
{
λU ,y1 , . . . , λU ,yN

}
of eigenvalues of the symmetric matrix U [(∇y)p−2],

where each λU ,yk = λU ,yk (x) is counted with its multiplicity. Hence, the assump-
tions (17), (18) can be fulfilled if the sets

S = {x ∈ Ω : y(x) = 0} and Ŝ =
N⋃
i=1

{
x ∈ Ω :

N∏
i=1

λU ,yi (x) = 0

}
have zero Lebesgue measure. On the other hand, Hypothesis (H2) can be
omitted if we consider conditions (17), (18) as extra state constraints to the
original optimal control problem (10)–(12).

Let (U , y) ∈ L∞(Ω;RN×N) × W 1,p
0 (Ω) be an arbitrary pair such that the

diagonal matrix U is an admissible control to problem (10)–(12). To each such
pair (U , y) we associate two weighted Sobolev spaces:

Hp
U ,y(Ω) := H(Ω; |y|p−2dx× [(∇y)p−2]U dxN)

which we define as the closure of C∞0 (Ω) with respect to the norm

‖ψ‖U ,y =

(∫
Ω

(
|y|p−2ψ2 +

(
∇ψ,U [(∇y)p−2]∇ψ

)
RN
)
dx

) 1
2

, (19)

and W p
U ,y(Ω) which is the set of all functions y ∈ W 1,1

0 (Ω) with finite ‖ · ‖U ,y-
norm.

In order to establish the main properties of the spaces Hp
U ,y(Ω) and W p

U ,y(Ω),
we make use of the following observation.

Lemma 3.2. Let (U , y) ∈ Uad×W 1,p
0 (Ω) be an arbitrary pair. Then there exists

a non-negative function f ∈ L1(Ω) such that

|y|p−2 ≤ f(x) a.e. in Ω,(
ξ,U [(∇y)p−2]ξ

)
RN ≤ f(x) ‖ξ‖2

RN a.e. in Ω, ∀ ξ ∈ RN .

Proof. We show that |y|p−2 ∈ L1(Ω) and [(∇y)p−2]U ∈ L1(Ω;RN×N). Indeed,
using Hölder’s inequality, we have

‖|y|p−2‖L1(Ω) ≤
(∫

Ω

|y|p dx
) p−2

p

|Ω|
2
p ≤ c‖y‖p−2

W 1,p
0 (Ω)

< +∞,
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‖[(∇y)p−2]U‖L1(Ω;RN×N ) ≤ ‖U‖L∞(Ω;RN×N )

N∑
i=1

∫
Ω

∣∣∣∣ ∂y∂xi
∣∣∣∣p−2

dx

≤ ‖U‖L∞(Ω;RN×N )|Ω|
2
p

N∑
i=1

∥∥∥∥ ∂y∂xi
∥∥∥∥p−2

Lp(Ω)

≤ c1‖y‖p−2

W 1,p
0 (Ω)

< +∞.

This immediately leads us to the required conclusion.

Let ζad : Ω→ R1
+ be a non-negative function satisfying the properties

ζad ∈ L1(Ω), ζ−1
ad ∈ L

1(Ω), ζ−1
ad 6∈ L

∞(Ω),

ζad : Ω→ R1
+ is smooth function along the boundary ∂Ω,

ζad = 0 on ∂Ω.

In view of Lemma 3.2 and properties (17), (18), we pose the following
hypothesis.

(H3) There exist elements f∗ and ζ∗ in L1(Ω) such that f∗ > ζ∗ ≥ ζad and, for

each
(
Û , ŷ

)
∈ Uad ×M(Ω), η ∈ R1, and ξ ∈ RN , the following conditions

hold true almost everywhere in Ω:

(η2 + ‖ξ‖2
RN )ζ∗ ≤ |ŷ|p−2η2 +

(
ξ, Û [(∇ŷ)p−2]ξ

)
RN
≤ (η2 + ‖ξ‖2

RN )f∗. (20)

We now concentrate on properties of the spaces Hp
U ,y(Ω) and W p

U ,y(Ω). To
this end, we note that due to Hypothesis (H2), inequality (20) and estimates∫

Ω

|ψ| dx ≤
(∫

Ω

|y|p−2ψ2 dx

) 1
2
(∫

Ω

|y|2−p dx
) 1

2

≤ C‖ψ‖U ,y, (21)

∫
Ω

‖∇ψ‖RN dx ≤
(∫

Ω

‖∇ψ‖2
RN ζ∗ dx

) 1
2
(∫

Ω

ζ−1
∗ dx

) 1
2

≤ C

(∫
Ω

(∇ψ,U [(∇y)p−2]∇ψ)RN dx

) 1
2

≤ C‖ψ‖U ,y,

(22)

the spaces Hp
U ,y(Ω) and W p

U ,y(Ω) are complete with respect to the norm ‖·‖U ,y for
every (U , y) ∈ Uad ×M(Ω). Moreover, following the initial definitions, we have
Hp
U ,y(Ω) ⊆ W p

U ,y(Ω). However, for a ‘typical’ weight |y|p−2dx× [(∇y)p−2]U dxN
the space of smooth functions C∞0 (Ω) is not dense in W p

U ,y(Ω). Hence, the
identity W p

U ,y(Ω) = Hp
U ,y(Ω) is not always valid (for the corresponding examples
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we refer to [7]). At the same time, it is clear that Hp
U ,y(Ω) ⊂ W 1,1

0 (Ω) with
continuous embedding (see (21), (22)), and due to the estimates∫

Ω

|y|p−2ψ2 dx ≤ ‖y‖p−2
Lp(Ω)‖ψ‖

2
Lp(Ω) ≤ C‖ψ‖2

W 1,p
0 (Ω)

,∫
Ω

(∇ψ,U [(∇y)p−2]∇ψ)RN dx ≤ ‖U‖L∞(Ω;RN×N )‖∇y‖p−2
Lp(Ω;RN )

‖∇ψ‖2
Lp(Ω;RN )

≤ C‖ψ‖2
W 1,p

0 (Ω)
,

we have: W 1,p
0 (Ω) ⊂ Hp

U ,y(Ω) with continuous embedding. Moreover, since U is
a diagonal matrix, it follows that U [(∇y)p−2] is symmetric and, hence, Hp

U ,y(Ω)
is a Hilbert space with the inner product

(z1, z2) =

∫
Ω

(
|y|p−2z1z2 +

(
∇z1,U [(∇y)p−2]∇z2

)
RN
)
dx. (23)

Remark 3.3. Some spaces of more or less similar type have been studied by
Casas and Fernández [1], Murthy and Stampacchia [4], Trudinger [6]. However,
in contrast to the mentioned papers, we do not have a continuous embedding
of Hp

U ,y(Ω) into the reflexive Banach space W 1,2(Ω).

3.1. Weak convergence in variable Hp
U ,y-spaces. Under the Hypotheses

(H1)–(H3), we first provide some auxiliary results.

Lemma 3.4. Assume that (Uk, yk)→ (U , y) strongly in L∞(Ω;RN×N)×W 1,p
0 (Ω)

as k →∞. Then

|yk|p−2 → |y|p−2 in L1(Ω), and

Uk[(∇yk)p−2]→ U [(∇y)p−2] in L1(Ω;RN×N) as k →∞.
(24)

Proof. In order to show that∫
Ω

∣∣|yk|p−2−|y|p−2
∣∣ dx→ 0 and

∫
Ω

∥∥Uk[(∇yk)p−2]−U [(∇y)p−2]
∥∥
RN×N dx→ 0,

it is enough to consider two cases: p > 3 and 2 ≤ p ≤ 3, and repeat the trick
we made in the proof of [2, Theorem 5.4].

Lemma 3.5. The set Uad ×M(Ω) is sequentially closed with respect to the
strong topology of L∞(Ω;RN×N)×W 1,p

0 (Ω).

Proof. Let {(Uk, yk)}k∈N be an arbitrary sequence such that (Uk, yk) → (U , y)

strongly in L∞(Ω;RN×N)×W 1,p
0 (Ω) as k →∞, and (Uk, yk) ∈ Uad×M(Ω) for all

k ∈ N. Since the inclusion U ∈ Uad is guaranteed by Theorem [2, Theorem 3.3],
it remains to show that y ∈ M(Ω). Due to Hypothesis (H3), there exists a
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couple of functions f∗ and ζ∗ in L1(Ω) such that f∗ > ζ∗ ≥ ζad and, for each
ξ ∈ RN and k ∈ N,

ζ∗≤|yk|p−2≤f∗ and ζ∗‖ξ‖2
RN≤

(
ξ,Uk[(∇yk)p−2]ξ

)
RN≤f∗‖ξ‖

2
RN a.e. in Ω. (25)

Following the initial assumptions and Lemma 3.4, we can pass to the limit
in (25) as k →∞. As a result, we get

ζ∗≤|y|p−2≤f∗ and ζ∗‖ξ‖2
RN≤

(
ξ,U [(∇y)p−2]ξ

)
RN≤f∗‖ξ‖

2
RN a.e. in Ω.

The proof is complete.

As an obvious consequence of Lemma 3.5, we have the following result.

Corollary 3.6. Let {(Uk, yk)}k∈N be a sequence in Uad × M(Ω) such that

(Uk, yk)→ (U , y) strongly in L∞(Ω;RN×N)×W 1,p
0 (Ω) as k →∞. Then

|yk|2−p → |y|2−p in L1(Ω), and U−1
k [(∇yk)2−p]→ U−1[(∇y)2−p] in L1(Ω;RN×N)

as k →∞.

Proof. Indeed, following the initial assumptions, we may assume that

|yk|2−p → |y|2−p, and U−1
k [(∇yk)2−p]→ U−1[(∇y)2−p]

almost everywhere in Ω. Since, in view of (25), the sequences {|yk|2−p}k∈N
and

{
U−1
k [(∇yk)2−p]

}
k∈N are equi-integrable, the required assertion immediately

follows from Lebesgue’s Theorem (see [2, Lemma 2.1]).

Let {(Uk, yk)}k∈N be an arbitrary sequence such that (Uk, yk) → (U , y)

strongly in L∞(Ω;RN×N) × W 1,p
0 (Ω) as k → ∞, and (Uk, yk) ∈ Uad ×M(Ω)

for all k ∈ N. Hereinafter in this subsection we will associate this sequence with
the collection of variable spaces

{
Hp
Uk,yk(Ω)

}
k∈N.

Definition 3.7. We say that a sequence
{
ψk ∈ Hp

Uk,yk(Ω)
}
k∈N is bounded if

lim sup
k→∞

‖ψk‖2
Uk,yk :=lim sup

k→∞

∫
Ω

(
|yk|p−2ψ2

k +
(
∇ψk,Uk[(∇yk)p−2]∇ψk

)
RN
)
dx<+∞.

Definition 3.8. A bounded sequence
{
ψk ∈ Hp

Uk,yk(Ω)
}
k∈N is weakly conver-

gent to a function ψ ∈ Hp
U ,y(Ω) in the variable space Hp

Uk,yk(Ω) if

lim
k→∞

∫
Ω

(
|yk|p−2ψkϕ+

(
∇ϕ,Uk[(∇yk)p−2]∇ψk

)
RN
)
dx

=

∫
Ω

(
|y|p−2ψϕ+

(
∇ϕ,U [(∇y)p−2]∇ψ

)
RN
)
dx,

 ∀ϕ ∈ C∞0 (Ω).
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In order to motivate this definition, we provide an accurate analysis of this
concept and introduce the following weighted spaces: L2(Ω;U [(∇y)p−2] dx) as
the set of measurable vector-valued functions f ∈ RN on Ω such that

‖f‖L2(Ω,U [(∇y)p−2] dx) =

(∫
Ω

(f ,U [(∇y)p−2]f)RN dx

) 1
2

< +∞,

and the space L2(Ω; |y|p−2 dx) as the set of measurable functions v ∈ R on Ω
such that

‖v‖L2(Ω,|y|p−2 dx) =

(∫
Ω

|y|p−2v2 dx

) 1
2

< +∞.

By analogy with Definition 3.8, the concept of weak convergence can be ob-
viously reduced to the spaces L2(Ω;U [(∇y)p−2] dx) and L2(Ω; |y|p−2 dx). Now
we come to the following results concerning certain convergence properties in
variable Lebesgue’s spaces.

Proposition 3.9. If a sequence
{
ψk∈Hp

Uk,yk(Ω)
}
k∈N is bounded and (16) holds

true for each Uk ∈ Uad, then the sequences {∇ψk∈L2(Ω;Uk[(∇yk)p−2] dx)}k∈N
and {ψk ∈ L2(Ω; |yk|p−2 dx)}k∈N are sequentially compact in the sense of weak
convergence in variable spaces L2(Ω;Uk[(∇yk)p−2] dx) and L2(Ω; |y|p−2 dx), re-
spectively.

Proof. Having set

Lk(φ) =

∫
Ω

(
φ,Uk[(∇yk)p−2]∇ψk

)
RN dx, ∀φ ∈ C∞0 (Ω)N

and making use of the Hölder inequality, we get

|Lk(φ)|

=

∣∣∣∣∫
Ω

(
U

1
2
k [(∇yk)p−2]

1
2φ,U

1
2
k [(∇yk)p−2]

1
2∇ψk

)
RN
dx

∣∣∣∣ {by (16) and (8)}

≤
(∫

Ω

‖U
1
2
k [(∇yk)p−2]

1
2∇ψk‖2

RNdx

)1
2
(∫

Ω

‖U
1
2
k [(∇yk)p−2]

1
2φ‖2

RNdx

)1
2

=

(∫
Ω

(
∇ψk,Uk[(∇yk)p−2]∇ψk

)
RN dx

)1
2
(∫

Ω

(
φ,Uk[(∇yk)p−2]φ

)
RN dx

)1
2

≤ C

(∫
Ω

(
φ,Uk[(∇yk)p−2]φ

)
RN dx

)1
2

≤ C

(∫
Ω

f(x) ‖φ(x)‖2
RN dx

)1
2

{by Lemma 3.2}

≤ C‖φ‖C(Ω;RN )‖f‖
1
2

L1(Ω) ∀ k ∈ N.
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Since the set C∞0 (Ω;RN) is separable with respect to the norm ‖ · ‖C(Ω;RN ) and
{Lk(ϕ)}k∈N is a uniformly bounded sequence of linear functionals, it follows
that there exists a subsequence of positive numbers {kj}∞j=1 for which the limit
(in the sense of pointwise convergence)

lim
j→∞

Lkj(φ) = L(φ)

is well defined for every φ ∈ C∞0 (Ω)N . As a result, by Lemma 3.4, we have

|L(φ)|≤C lim
k→∞

(∫
Ω

(
φ,Uk[(∇yk)p−2]φ

)
RN dx

)1
2

=C

(∫
Ω

(
φ,U [(∇y)p−2]φ

)
RN dx

)1
2

.

Hence, L(φ) is a continuous functional on L2(Ω;U [(∇y)p−2] dx) and, therefore,
admits the following representation

L(φ) =

∫
Ω

(
v,U [(∇y)p−2]φ

)
RN dx,

where v is some element of Hilbert space L2(Ω;U [(∇y)p−2]dx). Thus, v can be
taken as the weak limit of {∇ψk}k∈N in the variable space L2(Ω;Uk[(∇yk)p−2]dx).

Having set

Lk(φ) =

∫
Ω

|yk|p−2ψkϕdx =

∫
Ω

(
|yk|

p−2
2 ψk

)(
|yk|

p−2
2 ϕ
)
dx, ∀ϕ ∈ C∞0 (Ω)

and following the same reasoning, it can be easily proved that the compactness
property of the sequence {ψk}k∈N in the variable space L2(Ω; |yk|p−2 dx) holds
true as well.

Definition 3.10. We say that a sequence {vk ∈ L2(Ω,Uk[(∇yk)p−2] dx)}k∈N
strongly converges to a function v ∈ L2(Ω,U [(∇y)p−2] dx) if

lim
k→∞

∫
Ω

(
bk,Uk[(∇yk)p−2]vk

)
RN dx =

∫
Ω

(
b,U [(∇y)p−2]v

)
RN dx (26)

whenever bk ⇀ b in L2(Ω,Uk[(∇yk)p−2] dx)N as k →∞.

The next property of weak convergence in L2(Ω,Uk[(∇yk)p−2] dx) shows that
the variable L2-norm is lower semicontinuous with respect to weak convergence.

Proposition 3.11. If a sequence {vk ∈ L2(Ω,Uk[(∇yk)p−2] dx)}k∈N converges
weakly to v ∈ L2(Ω,U [(∇y)p−2] dx), then

lim inf
k→∞

∫
Ω

(
vk,Uk[(∇yk)p−2]vk

)
RN dx ≥

∫
Ω

(
v,U [(∇y)p−2]v

)
RN dx. (27)
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Proof. Indeed, we have

1

2

∫
Ω

(
vk,Uk[(∇yk)p−2]vk

)
RN dx =

=
1

2

∫
Ω

‖
(
Uk[(∇yk)p−2]

) 1
2 vk‖2

RNdx

≥
∫

Ω

(
φ,Uk[(∇yk)p−2]vk

)
RN dx−

1

2

∫
Ω

(
φ,Uk[(∇yk)p−2]φ

)
RN dx ∀φ∈C∞0 (Ω)N,

1

2
lim inf
k→∞

∫
Ω

(
vk,Uk[(∇yk)p−2]vk

)
RN dx

≥
∫

Ω

(
φ,U [(∇y)p−2]v

)
RN dx−

1

2

∫
Ω

(
φ,U [(∇y)p−2]φ

)
RN dx.

Since the last inequality is valid for all φ ∈ C∞0 (Ω;RN) and C∞0 (Ω;RN) is a dense
subset of L2(Ω,U [(∇y)p−2] dx), it holds also true for φ ∈ L2(Ω,U [(∇y)p−2] dx).
So, taking φ = v, we arrive at (27).

For our further analysis we need the following property of strong conver-
gence in variable L2(Ω,Uk[(∇yk)p−2] dx)-spaces.

Proposition 3.12. Weak convergence of {vk ∈ L2(Ω,Uk[(∇yk)p−2]dx)}k∈N to
v ∈ L2(Ω,U [(∇y)p−2] dx) and

lim
k→∞

∫
Ω

(
vk,Uk[(∇yk)p−2]vk

)
RN dx =

∫
Ω

(
v,U [(∇y)p−2]v

)
RN dx (28)

are equivalent to strong convergence of {vk}k∈N to v ∈ L2(Ω,U [(∇y)p−2] dx) in
the sense of Definition 3.10.

Proof. It is easy to verify that strong convergence implies weak convergence and
(28). Indeed, we use bk = φ ∈ C∞0 (Ω)N in (26) and then substitute bk = vk.

In view of Proposition 3.9, we may assume that there exist two values ν1

and ν2 such that (up to subsequences)

lim
k→∞

∫
Ω

(
bk,Uk[(∇yk)p−2]vk

)
RN dx=ν1, lim

k→∞

∫
Ω

(
bk,Uk[(∇yk)p−2]bk

)
RN dx=ν2.

Using lower semicontinuity (27), we obtain

lim
k→∞

∫
Ω

(
vk + tbk,Uk[(∇yk)p−2](vk + tbk)

)
RN dx

= lim
k→∞

∫
Ω

(
vk,Uk[(∇yk)p−2]vk

)
RN dx+ 2tν1 + t2ν2

≥
∫

Ω

(
v + tb,U [(∇y)p−2](v + tb)

)
RN dx
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=

∫
Ω

(
v,U [(∇y)p−2]v

)
RN dx+ 2t

∫
Ω

(
b,U [(∇y)p−2]v

)
RN dx+

+ t2
∫

Ω

(
b,U [(∇y)p−2]b

)
RN dx.

From this and (28), we conclude that

2tν1+ t2ν2 ≥ 2t

∫
Ω

(
b,U [(∇y)p−2]v

)
RN dx+ t2

∫
Ω

(
b,U [(∇y)p−2]b

)
RN dx ∀ t∈R1.

Hence, ν1 =
∫

Ω
(b,U [(∇y)p−2]v)RN dx. Thereby the strong convergence of the

sequence {vk ∈ L2(Ω,Uk[(∇yk)p−2] dx)}k∈N is established.

Remark 3.13. It is worth to notice that Propositions 3.11 and 3.12 remain valid
if we reformulate them with respect to the variable spaces L2(Ω; |yk|p−2 dx).

For our further analysis, we make use of the following result.

Lemma 3.14. Let {yk}k∈N ⊂M(Ω) be a sequence such that yk → y strongly in

W 1,p
0 (Ω) as k →∞. Then

∇yk → ∇y strongly in the variable space L2(Ω,U [(∇yk)p−2] dx)

for any U ∈ Uad.

Proof. Let U ∈ Uad be a given matrix. In view of Lemma 3.5, we have y ∈M(Ω).
Hence, the “limit” weighted space L2(Ω,U [(∇y)p−2] dx) is correctly defined as
a Hilbert space. Further, we note that, ∇yk ∈ L2(Ω,U [(∇yk)p−2] dx) for all
k ∈ N. Indeed,

‖∇yk‖2
L2(Ω,U [(∇yk)p−2] dx) :=

∫
Ω

(
∇yk,U [(∇yk)p−2]∇yk

)
RN dx

=

∫
Ω

tr (U [(∇yk)p]) dx

≤ β‖∇yk‖pLp(Ω)N

≤ C

<+∞.

Hence, the sequence {∇yk ∈ L2(Ω,U [(∇yk)p−2] dx)}k∈N is bounded in variable
spaces. Then, by Proposition 3.9, this sequence is sequentially compact with
respect to the weak convergence in L2(Ω;U [(∇yk)p−2] dx). Let us show that
∇y ∈ Lp(Ω;RN) is its weak limit in variable space L2(Ω;U [(∇yk)p−2] dx). In-
deed, for any ϕ ∈ C∞0 (Ω), we have

I =

∣∣∣∣∫
Ω

(
∇ϕ,U [(∇yk)p−2]∇yk

)
RN dx−

∫
Ω

(
∇ϕ,U [(∇y)p−2]∇y

)
RN dx

∣∣∣∣
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and consequently

I ≤ ‖ϕ‖C1(Ω)‖U‖L∞(Ω;RN×N )

∫
Ω

∥∥[(∇yk)p−2]∇yk − [(∇y)p−2]∇y
∥∥
RN dx

≤ β‖ϕ‖C1(Ω)

∫
Ω

N∑
i=1

∣∣∣∣∣
(
∂yk
∂xi

)p−1

−
(
∂y

∂xi

)p−1
∣∣∣∣∣ dx

≤ (p− 1)β‖ϕ‖C1(Ω)

∫
Ω

N∑
i=1

∣∣∣∣∂yk∂xi
− ∂y

∂xi

∣∣∣∣ (∣∣∣∣∂yk∂xi

∣∣∣∣+

∣∣∣∣ ∂y∂xi
∣∣∣∣)p−2

dx.

It remains to apply the trick we made in the proof of [2, Theorem 5.4] and use
the strong convergence ∇yk → ∇y in Lp(Ω)N . Thus, I → 0 as k → ∞ and,
hence,

∇yk ⇀ ∇y in variable space L2(Ω;U [(∇yk)p−2] dx). (29)

In order to conclude the proof, we observe that

‖∇yk‖2
L2(Ω,U [(∇yk)p−2] dx) =

∫
Ω

tr (U [(∇yk)p]) dx =
N∑
i=1

∫
Ω

δi(x)

∣∣∣∣∂yk∂xi

∣∣∣∣pdx
k→∞−→

N∑
i=1

∫
Ω

δi(x)

∣∣∣∣ ∂y∂xi
∣∣∣∣pdx =

∫
Ω

tr (U [(∇y)p]) dx = ‖∇y‖2
L2(Ω,U [(∇y)p−2] dx)

(30)

by the strong convergence ∇yk → ∇y in Lp(Ω)N . Hence, taking into account
properties (29), (30), it remains to apply Proposition (3.12). The proof is
complete.

We are now in a position to give the main result of this subsection.

Proposition 3.15. Let {(Uk, yk)}k∈N ⊂ Uad ×M(Ω) be an arbitrary sequence

such that (Uk, yk) → (U , y) strongly in L∞(Ω;RN×N) × W 1,p
0 (Ω) as k → ∞.

Let a sequence
{
ψk ∈ Hp

Uk,yk(Ω)
}
k∈N be bounded. Then there exists an element

ψ ∈ Hp
U ,y(Ω) such that within a subsequence ψk → ψ weakly in the variable

space Hp
Uk,yk(Ω).

Proof. Due to the compactness criterion for weak convergence in variable
spaces (see Proposition 3.9), there exists a pair (ψ,v) ∈ L2(Ω; |y|p−2 dx)×
L2(Ω,U [(∇y)p−2] dx) such that, within a subsequence of {ψk}k∈N,

ψk ⇀ ψ in variable space L2(Ω; |yk|p−2 dx), (31)

∇ψk ⇀ v in variable space L2(Ω,Uk[(∇yk)p−2] dx). (32)

Our aim is to show that v = ∇ψ, and ψ ∈ Hp
U ,y(Ω).
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To this end, we fix any test function φ ∈ C∞0 (Ω)N and make use of the
following equality∫

Ω

((
Uk[(∇yk)p−2]

)−1
φ,Uk[(∇yk)p−2]ζ

)
RN

dx

=

∫
Ω

(φ, ζ)RN dx

=

∫
Ω

((
U [(∇y)p−2]

)−1
φ,U [(∇y)p−2]ζ

)
RN

dx,

(33)

which is obviously true for each ζ ∈ C∞0 (Ω)N and for all k ∈ N. Since

lim sup
k→∞

∫
Ω

((
Uk[(∇yk)p−2]

)−1
φ,Uk[(∇yk)p−2]

(
Uk[(∇yk)p−2]

)−1
φ
)
RN

dx

= lim sup
k→∞

∫
Ω

(
φ,
(
Uk[(∇yk)p−2]

)−1
φ
)
RN

dx {by (18)}

≤
∫

Ω

ζ−1
∗ ‖φ‖2

RN dx

≤ ‖φ‖2
C(Ω)N‖ζ

−1
∗ ‖L1(Ω)

< +∞,

it follows that the sequence
{

(Uk[(∇yk)p−2])
−1
φ ∈ L2(Ω,Uk[(∇yk)p−2] dx)

}
k∈N

is obviously bounded. Consequently, combining this fact with (33), we con-

clude that (Uk[(∇yk)p−2])
−1
φ ⇀ (U [(∇y)p−2])

−1
φ in the variable space

L2(Ω,Uk[(∇yk)p−2] dx). At the same time, strong convergence in (24) implies

the relation (see Corollary 3.6)

lim
k→∞

∫
Ω

((
Uk[(∇yk)p−2]

)−1
φ,Uk[(∇yk)p−2]

(
Uk[(∇yk)p−2]

)−1
φ
)
RN

dx

= lim
k→∞

∫
Ω

(
φ,
(
Uk[(∇yk)p−2]

)−1
φ
)
RN

dx

=

∫
Ω

(
φ,
(
U [(∇y)p−2]

)−1
φ
)
RN

dx

=

∫
Ω

((
U [(∇y)p−2]

)−1
φ,U [(∇y)p−2]

(
U [(∇y)p−2]

)−1
φ
)
RN

dx.

Hence (see Proposition 3.12),

(Uk[(∇yk)p−2])−1φ→
(
U [(∇y)p−2]

)−1
φ

strongly in L2(Ω,Uk[(∇yk)p−2] dx) ∀φ ∈ C∞0 (Ω)N .
(34)
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Further, we note that for every measurable subset K ⊂ Ω, the estimate

∫
K

‖∇ψk‖RNdx ≤
(∫

K

‖∇ψk‖2
RN ζ∗ dx

)1
2
(∫

K

ζ−1
∗ dx

)1
2

≤
(∫

Ω

(∇ψk,Uk[(∇yk)p−2]∇ψk)RNdx
)1

2
(∫

K

ζ−1
∗ dx

)1
2

≤ C

(∫
K

ζ−1
∗ dx

)1
2

implies equi-integrability of the family {‖∇ψk‖RN}k∈N. Therefore, the sequence
{‖∇ψk‖RN}k∈N is weakly compact in L1(Ω), which means the weak compactness
of the vector-valued sequence {∇ψk}k∈N in L1(Ω;RN). As a result, by the
properties of the strong convergence in variable spaces, we obtain∫

Ω

(φ,∇ψk)RN dx =

∫
Ω

((
Uk[(∇yk)p−2]

)−1
φ,Uk[(∇yk)p−2]∇ψk

)
RN
dx

by (26), (32), (34)−→
∫

Ω

((
U [(∇y)p−2]

)−1
φ,U [(∇y)p−2]v

)
RN
dx =

∫
Ω

(φ,v)RN dx

for all φ ∈ C∞0 (Ω;RN). Thus, in view of the weak compactness property of
{∇ψk}k∈N in L1(Ω;RN), we conclude

∇ψk ⇀ v in L1(Ω;RN) as k →∞. (35)

Following the same reasoning, it can be shown that

ψk ⇀ ψ in L1(Ω) as k →∞. (36)

Since ψk ∈ W 1,1
0 (Ω) for all k ∈ N and the Sobolev space W 1,1

0 (Ω) is complete,
(35) and (36) imply ∇ψ = v, and consequently

ψ ∈ W 1,1
0 (Ω) and ψk ⇀ ψ in W 1,1

0 (Ω) as k →∞.

To end the proof, it remains to show that ψ ∈ Hp
U ,y(Ω). First we observe that the

conditions (31), (32) guarantee the finiteness of the norm ‖ψ‖U ,y (see (19)), that
is, ψ ∈ W p

U ,y(Ω). Therefore, if the space of smooth functions C∞0 (Ω) is dense
in W p

U ,y(Ω), then we have the identity W p
U ,y(Ω) = Hp

U ,y(Ω) and it immediately
leads us to the required conclusion: ψ ∈ Hp

U ,y(Ω).

However, in view of (17), (18), it is possible that Hp
U ,y(Ω) ⊂ W p

U ,y(Ω),

namely, the Banach space Hp
U ,y(Ω) does not contain all functions u ∈ W 1,1

0 (Ω)

for which the ‖ · ‖U ,y-norm is finite. In this case the set
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X⊥Hp
U,y

=
{

(a,∇a) : ‖a‖U ,y < +∞ and∫
Ω

[
|y|p−2ua+

(
∇a,U [(∇y)p−2]∇u

)
RN
]
dx = 0 ∀u ∈ Hp

U ,y(Ω)
}

which is obviously closed in L2(Ω; |y|p−2 dx) × L2(Ω,U [(∇y)p−2] dx), and it is
not a singleton. Clearly, the same assertion holds true with respect to the sets
X⊥
Hp
Uk,yk

.

Let (a,∇a) be an arbitrary pair of X⊥
Hp
U,y

, and let {ak}k∈N be a sequence

such that supk∈N ‖ak‖Uk,yk < +∞, ak → a in variable space L2(Ω; |yk|p−2 dx),

∇ak → ∇a in variable space L2(Ω,Uk[(∇yk)p−2] dx), and (ak,∇ak) ∈ X⊥
Hp
Uk,yk

for all k ∈ N (existence of such sequences in weighted Sobolev spaces and

methods of their construction are considered in [8, p. 110, Lemma 3.4]). Since

ψk ∈ Hp
Uk,yk(Ω) for all k ∈ N , it follows that, for each k ∈ N, the following

equality holds true∫
Ω

[
|yk|p−2ψkak +

(
∇ak,Uk[(∇yk)p−2]∇ψk

)
RN
]
dx = 0 ∀ k ∈ N. (37)

Then, taking into account the definition of strong convergence in variable spaces
(see (26)), we can pass to the limit in (37) as k tends to ∞. As a result, we get∫

Ω

[
|y|p−2ψa+

(
∇a,U [(∇y)p−2]∇ψ

)
RN
]
dx = 0.

Since the pair (a,∇a) is arbitrary in X⊥
Hp
U,y

, it follows that ψ ∈ Hp
U ,y(Ω) and

this concludes the proof.

3.2. Substantiation of the optimality conditions for the optimal con-
trol problem (10)–(12) in the framework of weighted Sobolev spaces.
In this subsection we assume that p > 2 and Hypotheses (H2), (H3) are valid.

Let (U0, y0) ∈ L∞(Ω;RN×N)×W 1,p
0 (Ω) be an optimal pair to problem

(10)–(12), and let (Û , ŷ) ∈ Ξsol be any admissible pair. We set Uθ = U0 +

θ(Û − U0), where θ ∈ [0, 1]. Then, by [2, Lemma 4.8], there exists a value
εθ ∈ [0, 1] such that the increment of Lagrangian

∆Λ = Λ(Uθ, yθ, λ)− Λ(U0, y0, λ)

= Λ(Uθ, yθ, λ)− Λ(U0, yθ, λ) + Λ(U0, yθ, λ)− Λ(U0, y0, λ)

= Λ(θ(Û − U0), yθ, λ) + 〈Dy Λ(U0, y0 + εθ(yθ − y0), λ), yθ − y0〉W 1,p
0 (Ω)
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can be represented in the form

∆Λ = p

∫
Ω

|ỹθ − yd|p−1(yθ − y0) dx+ (p− 1)

∫
Ω

|ỹθ|p−2 λ (yθ − y0) dx

+ (p− 1)

∫
Ω

(
[(∇ỹθ)p−2]U0∇λ,∇(yθ − y0)

)
RN dx

+ θ

∫
Ω

(
(Û − U0)[(∇ỹθ)p−2]∇ỹθ,∇λ

)
RN

dx

≥ 0, ∀ Û ∈ Uad,

(38)

where ỹθ := y0 + εθ(yθ − y0) (see, for comparison, [2, formula (5.12)]).
To begin with, we show that, for each θ ∈ [0, 1], the multipliers λ and

(yθ − y0) in [2, formula (5.12)] can be extended to elements of the weighted
space Hp

U0,ỹθ(Ω).

Lemma 3.16. Assume that one of the following conditions

yd∈L∞(Ω) or yd∈W 1,p
0 (Ω) and ∃C > 0 such that yd≤Cy0 a.e.in Ω. (39)

holds true. Then ∣∣∣∣∫
Ω

|ỹθ − yd|p−1ϕdx

∣∣∣∣ ≤ c(ỹθ, yd)‖ϕ‖U0,ỹθ , (40)∣∣∣∣∫
Ω

|ỹθ|p−2 λϕdx

∣∣∣∣ ≤ ‖λ‖U0,ỹθ‖ϕ‖U0,ỹθ , (41)∣∣∣∣∫
Ω

(
[(∇ỹθ)p−2]U0∇λ,∇ϕ

)
RN dx

∣∣∣∣ ≤ ‖λ‖U0,ỹθ‖ϕ‖U0,ỹθ , (42)

for each θ ∈ [0, 1], λ ∈ W 1,p
0 (Ω), and ϕ ∈ W 1,p

0 (Ω).

Proof. Since estimates (41)–(42) are obvious consequences of the Cauchy-Bu-
nyakovsky inequality and the fact that W 1,p

0 (Ω) ⊂ Hp
U0,ỹθ(Ω), we concentrate on

the proof of (40). To this end, we note that∣∣∣∣∫
Ω

|ỹθ − yd|p−1ϕdx

∣∣∣∣ ≤ 2p−2

∫
Ω

(
|ỹθ|p−1 + |yd|p−1

)
|ϕ| dx.

Since ∫
Ω

|ỹθ|p−1ϕdx ≤
(∫

Ω

|ỹθ|p−2|ỹθ|2 dx
) 1

2
(∫

Ω

|ỹθ|p−2ϕ2 dx

) 1
2

= ‖ỹθ‖
p
2

Lp(Ω)‖ϕ‖L2(Ω,|ỹθ|p−2 dx)

≤ ‖ỹθ‖
p
2

W 1,p
0 (Ω)

‖ϕ‖U0,ỹθ ,
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and ∫
Ω

|yd|p−1ϕdx ≤
(∫

Ω

|yd|2p−2

|ỹθ|p−2

) 1
2
(∫

Ω

|ỹθ|p−2ϕ2 dx

) 1
2

{by (39)1}

≤ ‖yd‖p−1
L∞(Ω)‖|ỹθ|

2−p‖L1(Ω)‖ϕ‖L2(Ω,|ỹθ|p−2 dx) {by (H 3)}

≤ ‖yd‖p−1
L∞(Ω)‖ζ

−1
ad ‖L1(Ω)‖ϕ‖U0,ỹθ ,∫

Ω

|yd|p−1ϕdx ≤
(∫

Ω

|yd|2p−2

|ỹθ|p−2

) 1
2
(∫

Ω

|ỹθ|p−2ϕ2 dx

) 1
2

{by (39)2}

≤ C‖ỹθ‖
p
2

Lp(Ω)‖ϕ‖L2(Ω,|ỹθ|p−2 dx)

≤ C‖ỹθ‖
p
2

W 1,p
0 (Ω)

‖ϕ‖U0,ỹθ ,

it finally follows that estimate (40) holds true with

c(ỹθ, yd) = 2p−2
(
‖ỹθ‖

p
2

W 1,p
0 (Ω)

+ ‖yd‖p−1
L∞(Ω)‖ζ

−1
ad ‖L1(Ω)

)
provided (39)1,

c(ỹθ, yd) = 2p−2(1 + C)‖ỹθ‖
p
2

W 1,p
0 (Ω)

provided (39)2.

Using this lemma, we can define the element λ in [2, formula (5.12)] as
λ = ψεθ,θ, where the quasi-adjoint state ψεθ,θ satisfies the following integral
identity:

(p− 1)

∫
Ω

(
[(∇ỹθ)p−2]U0∇ψεθ,θ,∇ϕ

)
RN dx

+ (p− 1)

∫
Ω

|ỹθ|p−2 ψεθ,θ ϕdx+ p

∫
Ω

|ỹθ − yd|p−1ϕdx

= 0,

 ∀ϕ∈C∞0 (Ω). (43)

As a result, the increment of Lagrangian (38) we can be simplified to the
form

∆Λ =

∫
Ω

(
(Û − U0)[(∇ỹθ)p−2]∇ỹθ,∇ψεθ,θ

)
RN

dx ≥ 0, ∀ Û ∈ Uad. (44)

Remark 3.17. It is worth to notice that due to supposition (16), Hypotheses
(H2), (H3), and the fact that Uθ → U0 in L∞(Ω;RN×N) and ỹθ → y0 in W 1,p

0 (Ω)
as θ → 0 (see the proof of Theorem 2.5), Hp

U0,ỹθ(Ω) is a Hilbert space for θ small
enough.

Taking this remark into account, we can pass to the following variational
formulation of the problem (43)

Find ψεθ,θ ∈ H
p
U0,ỹθ(Ω) such that

(ψεθ,θ, ϕ)Hp
U0,ỹθ

(Ω) =
p

1− p

∫
Ω

|ỹθ − yd|p−1ϕdx, ∀ϕ ∈ Hp
U0,ỹθ(Ω),

(45)
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where (·, ·)Hp
U0,ỹθ

(Ω) denotes the scalar product in Hp
U0,ỹθ(Ω) (see (23)).

Since the right-hand side of (45) is a linear bounded functional on Hp
U0,ỹθ(Ω)

(see (40)), it follows that, for θ small enough, the variational problem (45) has
a unique solution ψεθ,θ ∈ H

p
U0,ỹθ(Ω) by the Lax-Milgram lemma. Moreover, in

this case we have the following a priori estimate

‖ψεθ,θ‖U0,ỹθ≤
2p−2p

p−1

‖ỹθ‖
p
2

W 1,p
0 (Ω)

+‖yd‖p−1
L∞(Ω)‖ζ

−1
ad ‖L1(Ω) provided (39)1,

(1+C)‖ỹθ‖
p
2

W 1,p
0 (Ω)

provided (39)2.


Using estimate given above and the fact that (U0, ỹθ) → (U0, y0) strongly

in L∞(Ω;RN×N) × W 1,p
0 (Ω) as θ → 0, we conclude:

{
ψεθ,θ ∈ H

p
U0,ỹθ(Ω)

}
θ→0

is a bounded sequence in the sense of Definition 3.7. Hence, there exists an

element ψ ∈ Hp
U0,y0(Ω) such that within a subsequence ψεθ,θ → ψ weakly in

the variable space Hp
U0,ỹθ(Ω). Since the strong convergence ỹθ → y0 in W 1,p

0 (Ω)

implies |ỹθ − yd|p−1 → |y0 − yd|p−1 strongly in Lq(Ω), we can pass to the limit

in the integral identity (43) as θ → 0. As a result, we get

(p−1)

[∫
Ω

(
[(∇y0)p−2]U0∇ψ,∇ϕ

)
RN dx+

∫
Ω

|y0|p−2 ψϕdx

]
+ p

∫
Ω

|y0 − yd|p−1ϕdx

= 0,


∀ϕ∈C∞0 (Ω).

It remains to study the asymptotic behavior of the inequality (44) as θ → 0.
With that in mind, we make use of Lemma 3.14 and Definition 3.10. As a result,
we get

lim
θ→0

∫
Ω

(
Û [(∇ỹθ)p−2]∇ỹθ,∇ψεθ,θ

)
RN
dx− lim

θ→0

∫
Ω

(
U0[(∇ỹθ)p−2]∇ỹθ,∇ψεθ,θ

)
RN dx

=

∫
Ω

(
Û [(∇y0)p−2]∇y0,∇ψ

)
RN
dx−

∫
Ω

(
U0[(∇y0)p−2]∇y0,∇ψ

)
RN dx

=

∫
Ω

(
(Û−U0)[(∇y0)p−2]∇y0,∇ψ

)
RN
dx

≥ 0 ∀ Û ∈ Uad.

Thus, summing up the above obtained results, we arrive at the following
final conclusion.
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Theorem 3.18. Assume that p>2, f ∈W−1,q(Ω), Uad 6=∅ is given by (16), and
the element yd possesses property (39). Let (U0, y0)∈L∞(Ω;RN×N)×W 1,p

0 (Ω)
be an optimal pair to problem (10)–(12). Then the fulfilment of Hypotheses
(H2), (H3) implies the existence of an element ψ ∈ Hp

U0,y0(Ω) such that∫
Ω

(
(U−U0)[(∇y0)p−2]∇y0,∇ψ

)
RN dx≥0, ∀U ∈Uad,∫

Ω

(
U0[(∇y0)p−2]∇y0,∇ϕ

)
RN dx+

∫
Ω

|y0|p−2y0ϕdx=〈f, ϕ〉W 1,p
0 (Ω), ∀ϕ∈W

1,p
0 (Ω),

and

(p−1)

∫
Ω

(
[(∇y0)p−2]U0∇ψ,∇ϕ

)
RN dx+(p−1)

∫
Ω

|y0|p−2 ψ ϕdx

= p

∫
Ω

|y0−yd|ϕdx,

 ∀ϕ∈C∞0 (Ω).
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